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tion Force Microscopy (TMF). This is a common index of cell-substrate
mechanical interactions. (b) (i) A simplified top view of the same cell
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substrate, we use classical linear elasticity theory with the stress distri-
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shown. The interaction potential corresponds to the work done by a
point-like dipole in deforming the substrate in the presence of the strain
created by the other. The potential maps shown here are for a pair of
contractile force dipoles of fixed orientation. The second dipole is free to
translate but held parallel (left) or perpendicular (right) to the central
dipole which is placed at the origin and aligned along the x-axis. The
contour lines show how the potential decays in space, whereas blue and
red regions correspond to attractive and repulsive interactions, respectively. 15

Figure 2.3: We study with our computational model how a motile cell (M, Cell
A, pink) moves in the presence of a fixed central cell (Cell B, yellow).
This two cell system on a substrate (schematic shown as a top view) also
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is a representative simulated trajectory of the motile cell which starts
outside the area of influence of the stationary cell. . . . . . . . . . . . . 16
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Figure 2.4: Number of cell–cell contact events measured in a fixed interval of time
depends strongly on the elastic interaction parameter. A contact event
is identified as cell A coming within a prescribed contact radius of cell B
with cell A initialized randomly in a certain area around cell B. Thus the
number of contact is be interpreted as the average number of contacts
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each combination of DT and α. The dashed curves are guides to the
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α. For higher α, the attractive potential increases the probability of the
cell to stay near the contact radius and controls the number of contacts.
Trajectories for highlighted data points (1)-(4) are shown on the right.
The box plots show the distribution of contact numbers. The lower and
upper bounds of the box are the first and the third quartiles respectively,
while the line in middle is the median. The lower and upper limits of
the dashed lines are the minimum and maximum number of contacts
observed for cells for each combination of α and DT . The simulation was
run for a total time of T = 1000 and updates in cell position were made
every δt = 0.001. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Figure 2.5: Number of cell–cell contact events in a fixed interval of time (T = 1000)
plotted here as a function of the scaled effective diffusivity, DT , which
represents the random motility of cell B. Here we show how the number
of cell–cell contact varies for three different elastic interaction strength
values, α, corresponding to substrates with three different stiffness. The
highlighted points numbered from (1)-(4), show representative cell tra-
jectories over long times and highlight how varying α and DT can yield
states where the cells are in close proximity most of the time (low DT ,
high α) or states where cells interact rarely (high DT , low α). Interpre-
tation of the box plots is the same as in Fig. 2.3. The simulation was
run for a total time of T = 1000 and updates in cell position were made
every δt = 0.001. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Figure 2.6: Mean square displacement (MSD) as a function of the delay time
interval τ (calculated from Equation 9), for the motile cell A is shown.
Here we explore the variation in the MSD for various values of substrate-
mediated elastic interactions, α. The diffusivity DT is held constant for
these simulations with DT = 2. Other diffusivities were explored (results
not shown). At low elastic interaction strengths, α, corresponding to
stiff substrates, the cell shows a purely diffusive trajectory, whereas at
higher values of α, the motile cell is captured by the strong attractive
interaction from the stationary cell, resulting in a flattening of the MSD
(blue curve). At an intermediate interaction regime (green curve), the
motile cell makes repeated contact with the fixed cell but is never fully
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Figure 2.7: Capture statistics of motile cell. (A) Probability that cell B is inside
contact radius as a function of time. (B and C) The dependence of steady
state capture probability, Pss, i.e. the fraction of cells captured within
the contact radius after a long time interval, on simulation parameters.
(B) shows the dependence on diffusivity,DT at different values of the
elastic interaction parameter, α, whereas (C) shows the dependence on α
for different values of DT . (D) The steady state capture probability, Pss,
data can be collapsed into a single master curve, when plotted vs. the
key parameter, α/DT , the strength of the elastic interactions relative to
the diffusivity. This is expected since our model steady state is a thermal
equilibrium with effective temperature set by the noisy cell motility, DT ,
and the competition between attractive interactions and noise dictates
the number of cells (cell trajectories) captured vs. the number that
escape. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Figure 2.8: Dipolar cell orientation and trajectory The equilibrium orientation
of contractile cells fixed in position, but free to reorient, and that are
uniformly distributed in a square box of size 10σ, are depicted by two
arrows (red) pointing towards each other. Each cell is influenced by the
central stationary cell B (green) and not by each other. Two possible
trajectories of cell A (blue and black) are recorded for DT = 0.1, α = 40
for total time T = 500 with time steps of dt = 0.001. The cells did not
have any self propulsion or rotational diffusion. The Poisson’s ratio ν of
the substrate was considered 0.3 for this simulation . . . . . . . . . . . 30

Figure 3.1: Elastic interactions between model cells on a substrate. (a) Schematic of
adherent cell on an elastic substrate. (b) 1D spring model illustrating ori-
gin of elastic interaction potential between two contractile dipoles. The
elastic energy stored in the medium corresponding to the deformation of
springs depends on the relative placement of the dipoles. In particular,
placing a contractile dipole in a region where the medium is already ex-
panded by the other dipole can help to reduce the overall deformation
of the medium. This leads to a strain-dependent interaction potential
between the two dipoles. (c) Representative spatial maps of the interac-
tion potential Wαβ between two dipoles, from the solution of the strain
field for the full linear elastic problem of forces exerted on the surface of a
semin-infinite medium are showm. The interaction potential corresponds
to the work done by a point-like dipole in deforming the substrate in the
presence of the strain created by the other. The potential maps shown
here are for a pair of contractile force dipoles of fixed orientation. The
second dipole is free to translate but held parallel (left) or perpendicular
(right) to the central dipole which is placed at the origin and aligned
along the x-axis. The contour lines show how the potential decays in
space, whereas blue and red regions correspond to attractive (Wαβ < 0)
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Figure 3.2: Overview of agent based simulations of active Brownian particles (ABPs)
moving in the x-y plane and interacting mechanically via elastic deforma-
tions induced by contractile, active force dipoles. (a) An elongated cell
with traction forces distributed around its long axis is modeled as a disk-
like particle endowed with a dipole moment. (b) Each ABP has a dipole
axis represented by the bold black line and an in-plane self-propulsion
direction represented by the gold arrow. These particles move on a lin-
early elastic, thick, flat substrate, on which they exert contractile dipolar
stresses. Substrate deformation due to one particle is sensed by neigh-
bouring particles. These dipole-dipole elastic interactions are confined to
particles within a cutoff distance rcut = 7σ (shown as the dashed red cir-
cle). Particle overlap is penalized by a short range steric repulsion. They
are confined by steric repulsions along the top and bottom walls shown
by the thick lines, while being free to move through periodic boundaries
shown by the thin lines. (i) Simulation snapshot shows that weakly in-
teracting particles do not stick to each other and move as independent
entities. As the elastic dipolar interaction parameter A increases, the
particles self-assemble into long chains ((ii)-(iv), zoomed view shown).
The flexibility of the chains and fluctuations in the mean curvature both
decrease with increasing values of the interaction parameter. The colors
represent the self-propulsion direction of each particle, as indicated by
the color wheel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Figure 3.3: Simulation snapshots of active particles with short range steric re-
pulsions and long-range elastic dipole-dipole interactions as a function
of effective elastic interaction A = P 2/Eσ3kBTeff and Péclet number
Pe = σv0/DT. Particles are confined in the y-direction, while they expe-
rience periodic boundary conditions in the x-direction. They are colored
according to their self-propulsion direction n̂, and coded based on the
color wheel. Motile particles at low effective elastic interaction collect
into clusters at the boundaries. Strong elastic interactions promote net-
work formation at low activity. Strong elastic interactions paired with
high activity gives rise to active polymers and polar bands. . . . . . . . 43
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Figure 3.4: Simulation snapshots of active particles at low packing fraction - The
interaction parameter A ≡ P 2/Eσ3kBTeff and Péclet number Pe ≡
σv0/DT define the collective behavior of the particles. Particles are con-
fined in the y-direction, while they experience periodic boundary condi-
tions in the x-direction. They are colored based on the direction of n̂,
as indicated by the color wheel. At low interaction parameter A = 10,
the particles remain isolated and diffuse. At high Pe, more particles get
collected at the confining boundary. At higher values of the interaction
parameter, A, particles form chains. The typical length of the chains is
seen to decrease with increasing Pe. At very high interaction parameter,
A = 200, networks with multiple branches form at low Pe, while chains
aggregate into polar clusters at Pe = 10. Although the particles in the
cluster are oriented in opposite directions, the cluster is stable and moves
in the direction given by its overall polarity. Again at very high Péclet,
Pe = 100, the particles in the chains are oriented in the same direction. 44

Figure 3.5: Angular dependent pair correlation function is affected by both motility
and elastic interactions. Strong elastic interactions promote pair corre-
lation peaks at (r, θ) = (σ,0) , (σ,π). At Pe = 1, these are the only
prominent peaks in the pair correlation function. Motile activity gives
rise to secondary peaks at roughly (r, θ) = (σ,π3 mod π), (σ,2π3 mod π) as
the preeminent structures are bundles of offset traveling chains. Weak
elastic interactions broaden the pair correlation distribution. In this case,
motility breaks head-tail symmetry and peaks can be seen at multiple
integers of particle diameter at the head (θ = 0 axis). . . . . . . . . . . 46

Figure 3.6: Elastic interactions promote global nematic order and local polar order.
(a) Global nematic order, measuring the overall alignment of the parti-
cles’ dipole axes, vs. time for low effective elastic interaction and high
activity. Average global nematic order is negligible for these parameters.
(b) Global nematic order vs. time for high effective elastic interaction
and high activity. The system quickly gains a persistent global nematic
order parameter near unity because the chains align parallel to each
other. (c) Spatial distribution of time averaged polar order, where grid
size is 3.75σ x 3.75σ, measuring the overall orientation of motility for the
particles, for a characteristic run at low effective elastic interaction and
high activity. Particles accumulate at the boundary and exhibit polar
order along that boundary. This order rapidly decays away from the
boundary and there is virtually no polar order observed in the bulk. (d)
Spatial distribution of time averaged polar order, where grid size is 3.75σ
x 3.75σ, for a characteristic run at high effective elastic interaction and
high activity. A polar order near unity is observed at the boundary and
persists into the bulk where near the middle of the channel |p| ≈ 0.3. . 48
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Figure 3.7: Mean-Squared Displacement or MSD vs. time interval, for 100 parti-
cles in a square simulation box of 30σ. Due to confinement of particles
in y-direction, MSD is plotted separately for x and y components of
displacement. (a), (b) MSD along unconfined direction: for A = 10, par-
ticles are super-diffusive at short time scale and diffusive at longer time
scale, where the crossover time scale is determined by the Péclet number
(Pe) of the particles. At A = 100, particles align themselves to form
chains or clusters. At low Pe, the particles show sub-diffusive behavior
at shorter times and ballistic behavior at longer times. At higher Pe,
the ballistic behavior of particles is observed at all time scales. (c), (d)
MSD along confined direction: particles reach the confining boundary at
shorter times for high Pe number, and also at low elastic interactions A.
At higher A, particles chain up and move predominantly parallel to the
confining boundary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Figure 3.8: Interaction of two motile chains (Supplementary Movie (Supplementary
Movie 8). Two straight chains of 10 particles each are initialized to
approach each other at an angle of π

3 and also π (“head-on”) at Pe = 1
and 5. At Pe = 1, a ‘Y’ junction forms for an approach angle of π

3
whereas at Pe = 5, an ‘eye’ ( two junctions) occurs. Upon head-on
collision, a longer fluctuating chain with negligible net motility results at
Pe = 1, and a propelling, buckled shape is observed at Pe = 5. Insets
at the top corners represent the approach of the chains. Color represents
angle of orientation of particles. The arrows indicate progression in time
and suggest that the configurations are both stable and motile. . . . . . 51

Figure 3.9: Traveling chains in a narrow channel exhibit cycles of mixing, laning,
and collision and remixing. (a) Snapshots of a simulation where channel
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state. (b) Polar order averaged over boxes of width 3σ and height 2.5σ
versus time is shown to elucidate the three states described in (a). The
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Figure 3.10: Schematic of two interacting particles with all relevant angles and vectors
labeled. n̂i are unit vectors of force dipoles. θ

′
i are angles of force dipoles

with respect to the lab frame x-axis. θα and θβ are angles of force dipoles
with respect to their separation vector rαβ which has components rαβ,x
and rαβ,y. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Figure 4.1: Experimental motivation and model setup. (a, b) Isolated fibrob-
lasts near interfaces between soft and stiffer regions of a polyacrylamide
gel substrate (reproduced with permission from Ref. [3]). (a) A cell ap-
proaching the interface from the stiffer side (left) aligns parallel to the
interface and remains in the stiffer region. (b) A cell on the softer side
aligns normal to the interface and eventually crosses over to the stiffer
side. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Figure 4.2: Model setup. Schematic of a cell moving on a flat linear elastic sub-
strate with uniform stiffness (given by Young’s modulus E, and Poisson’s
ratio ν) near a confining boundary. Clamped or free elastic boundary
conditions are employed to distinguish between the cell being on the
softer or stiffer region of the substrate, respectively. Unlike the experi-
ment, the simulated cell is not allowed to cross the boundary. Traction
forces generated by the cell are reduced to a contractile force dipole of
strength P (red, inward pointing arrows) acting on the substrate. Cells
are modeled as circular discs (shown here as red circles) of diameter σ.
The direction of propulsion p is assumed to be along the cell dipole axis
and makes an angle θ with the horizontal axis. The cell lies a horizontal
distance x from the boundary (the y axis). An excluded region of extent
σ/2 (a lower limit) at the boundary models confinement. . . . . . . . . 64

Figure 4.3: Experimental motivation and model setup. (a,b) The spatial
map of the elastic interaction potential experienced by the cell as a func-
tion of distance from the boundary and the orientation is shown for free
and clamped boundaries, respectively. (c) The potential is plotted as a
function of distance for the control case representing pure confinement
without elastic interactions (solid black), the repulsive free boundary
(dashed, brown) and the attractive clamped boundary (solid, cyan). . . 65
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Figure 4.4: Spatial distribution profiles of single motile cell near free and
clamped elastic boundaries. Spatial distribution map of model cells
for (a) free (A = B = 16, Pe = 8), and (b) clamped boundaries
(A = B = 8, Pe = 8), where the data points represent the occurrence of
cells at corresponding positions, sampled at regular intervals from mul-
tiple simulation trajectories. Insets show a magnified view close to the
boundary, at xb = σ/2, with arrows indicating the orientation of the self-
propulsion of the cell at each sampled position in its trajectory. In (a),
the repulsive potential from the free boundary results in a void region of
extent ℓvoid, which cells are unable to access. Cells close to the boundary
are oriented parallel to it due to elastic torques (see inset). In (b), the
attractive potential from the clamped boundary causes accumulation of
cells while the elastic torque orients the cells perpendicular to the bound-
ary (inset in (b)). In the inset in (b), the pink dashed line shows the
center of all the cells at x = 0.5σ. . . . . . . . . . . . . . . . . . . . . . 70

Figure 4.5: Probability of finding motile cell dipoles near free and clamped
elastic boundaries. (a,b) We quantify the localization of particles at
the free (a) and clamped (b) boundaries as a function of Pe for various
values of A(= B). (a) For the free boundary, the localization at the
boundary decreases with A. The value of Pbound increases with Pe due
to motility induced accumulation at the boundary. At very high A, the
particles cannot get close to the boundary leading to Pbound = 0. Pe∗f
corresponds to the critical value of Pe at which the cell’s motility can
overcome the repulsive boundary force and reach the boundary at any
specific value of A. Pe∗f increases with A (only shown for A = 4). (b)
The localization at a clamped boundary increased with A. At low A, the
boundary probability Pbound increases with Pe, since faster cells reach the
boundaries easily. At higher values of A, cells stay at the boundary until
reorientation events occurs. The high speed (high Pe) leads to rapid
escape, resulting in a sharp drop in Pbound. There is further increase
in Pbound due to persistence-driven accumulation. At very high A the
particles don’t leave the boundary leading to Pbound = 1. Here, Pe∗c
corresponds to the critical value of Pe at which the cell’s motility can
overcome the attractive boundary force at any specific value of A. We
note that Pe∗c increases with A, the trend being shown here at A = 4). 71

Figure 4.6: Depletion region near a free boundary, and its dependence on
motility and elastic strength interaction parameters. (a) The
probability distribution ρ(x) of a particle is plotted as a function of clos-
est distance x from the boundary for A = 20 with Pe = 0.5, 1, 2, 5, 10.
Increasing Pe leads to a reduction in the length of the void region. (b)
The void length scales as A1/4, and Pe−1/4 (for constant A) as predicted
from force balance,see Eq. (4.5). Inset shows the collapse of the ℓvoid+1

vs (A/Pe)1/4 for Pe = 0.5, 1, 2, 5, 10. . . . . . . . . . . . . . . . . . . . . 75

xv



Figure 4.7: Cell reorientation (flip) kinetics at clamped (attractive) bound-
ary quantified by barrier crossing theory. (a) For a clamped bound-
ary, and at very high values of A and B, cells localize at the boundary
even at high values of Pe, and are oriented perpendicular to the bound-
ary. (b) Rotational diffusion enables the cell to transition from the paral-
lel to the anti-parallel configuration. These random flips are recorded for
a cell stuck at the boundary for A = B = 20. (c) The average frequency
of these flips is observed as a function of B. The flipping time follows
Kramer’s theory of barrier crossing and is given by Eq. (4.6). . . . . . 77

Figure 4.8: Orientational probability profiles of cells at clamped boundary
provides bounds for escape. The angular probability distribution at
the boundary ρbound(θ) is plotted for A = 0.2 and A = 2. Here we set
B = A in both cases. (a) For A = 0.2, cells are weakly attracted by the
boundary and since B = 0.2, the torque due to elastic interaction is low.
Under these conditions ρbound(θ) > 0 when cells are oriented towards the
boundary. Increasing the Pe increases the angle through which the cell
can escape from the boundary (inset (a)). θesc is observed to be 77.40,
810 and 84.60 for Pe = 1, 2 and 10 respectively. (b) When A = B = 2,
we identify 3 distinct regimes that are Pe dependent. For Pe = 1, the
cells are stuck to the boundary but free to reorient due to rotational
diffusion, preferentially orthogonal to the boundary. At Pe = 10 the
cells can escape the boundary forces when the cell is oriented away from
the boundary. At Pe = 2, the cells are only able to escape when their
orientation lies in the angular pocket between θ = 0 and π/2, denoted
by dotted lines at θ1 = 30.70 and θ2 = 55.80. . . . . . . . . . . . . . . . 78
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Figure 4.9: Comparison of cell migration index with experiment and a
predicted durotactic phase diagram. (a) The forward migration in-
dex defined as the ratio of cell displacement towards the boundary and
its total path length, FMI = −∆x/ℓp, is calculated from simulations at
Pe = 0.1 and D = 1. Simulation results (blue diamonds) compare well
with experimental data (orange circles) obtained by DuChez et al. for
U-87 gliblastoma cells on an elastic substrate with gradient in stiffness
from 2 − 18 kPa [4]. The substrate had three different stiffness regions
with effective Young’s modulus of 5 kPa (soft), 10 kPa (medium) and 15
kPa (stiff). (b) To calculate the value of durotactic index (DI, defined
in Eq. (4.8)), we simulate and compare the number of cells trapped at a
confining boundary for A ̸= 0 with the corresponding A = 0 case at the
same Pe value. (c) Simulated phase diagram in A− Pe space classified
according to durotactic index and boundary accumulation. The duro-
tactic region (green) corresponds to simulated cells (green pentagrams)
with a DI greater than a threshold value (DI> 0.27), which corresponds
to the DI value of cells at A = 1, escaping through random diffusive mo-
tion. The Pe = A line separates the durotactic region into the diffusion-
dominated regime (DT1) and motility-dominated regime (DT2). The
cells with DI smaller than the A = 1, P e = 0 case (DI< 0.27) are classi-
fied as adurotactic, AD1 (purple), or adurotactic with motility-induced
accumulation, AD2(MIA) (orange), depending on the boundary localiza-
tion given by Pbound. Experimental data points observed by DuChez et
al. [4] are estimated to lie on the Pe = 0.1 line in the durotactic region
(DT1), marked by the large stars. . . . . . . . . . . . . . . . . . . . . . 81

Figure 4.10: Diffusive escape from clamped boundary is governed by modi-
fied Kramers’ theory. (a) The angle-averaged original potential (black,
dashed),given by Eq. (4.3), is modified to a form (orange, solid), given
by Eq. (4.9), that introduces an analytical minimum at the boundary
(x = 0), thus making the potential amenable to analysis in terms of
barrier crossing theory. (b) Two trajectories of cells starting of at the
boundary (x = 0) with random orientation at time t = 0 are shown
with blue and maroon dashed lines. Lesc is the distance beyond which
the interaction potential is very low, here Lesc = 6σ (c) Average (mean)
escape time is plotted for a simplified 1D potential which is orientation
angle independent. We observe that the results follow a modified version
of Kramer’s theory given by Eq. (4.10) for f̃ν(θ) = 1. (d) τesc for the
2D potential with both spatial and orientation dependence is plotted vs
A at B = 0.1 and 2, at Pe = 0. The dashed lines represent the analyt-
ical escape times (purple, for f̃ν(θ) = 1), escape along the direction of
least resistance (light blue, escape along θ = π/2) and escape along the
direction of maximum resistance (brown, escape along θ = 0 or π). . . . 85
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Figure 4.11: Self propulsion-assisted escape from the attractive clamped
boundary (at fixed B = 0.1). (a) The normalized mean escape time
τescDR in simulation for varying Pe (shown by markers) follows the mod-
ified exponential relations in Eq. (4.14) with increasing A (shown by
dashed lines) by only fitting pre-factor m(Pe) at the given range of val-
ues of Pe = 0.1 − 0.5. Here, we assume the coupling between position
and orientation results in an effective value of f∗ = 0.651, which is de-
termined from fitting values for 2D passive particles at the given value
of B = 0.1. The function m is linear in the Péclet number and is found
to be m(Pe) = 4.13− 3.17Pe. (b) Simulation results of the mean escape
time (shown by markers) τescDR for A = 4, 6, 8, 10 also follows the the-
oretical Ansatz, Eq. (4.14) (dashed lines) with Pe based on the fitting
pre-factor m(Pe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Figure 4.12: Cells are more likely to show durotaxis if they have higher escape time.
For given Pe and B, increasing A increases mean escape time, corre-
sponding to Fig. (4.11), as well as DI. On the other hand, increasing Pe
reduces both mean escape time and DI. . . . . . . . . . . . . . . . . . . 90

Figure 4.13: Durotaxis across sharp gradient of substrate stiffness modeled
by clamped and free boundary conditions - (a, b) Representative cell tra-
jectories allowed to move across an interface between two regions (dis-
tinguished by white and gray) of contrasting substrate stiffness. In this
example, they are chosen to have representative values of the Young’s
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points (marked by filled yellow pentagrams) after a total simulated time
of T = 20. (a) All cells with lower Pe = 0.5 cross over to and spend more
time on the stiffer side. (b) A few of the cell trajectories with Pe = 2
spend more time on the softer side as compared to the ones at lower val-
ues of Pe. (c, d) The steady state probability distribution demonstrates
higher probability of finding cells on the stiffer side. The small probabil-
ity of finding cells on the softer side is less for higher stiffness contrast
in (c). It increases with decreased stiffness contrast in (d). The trend is
more apparent at higher Pe, which allows cells to escape the attractive
boundary force and spend more time on the softer side. Higher Pe also
lets the cells overcome the repulsion on the stiffer side, and form the
small peak near the interface. . . . . . . . . . . . . . . . . . . . . . . . 92

Figure 5.1: ATP activated contraction of actomyosin gel(a)Schematic shows
the formation of actomyosin gel upon mixing g-actin, fascin and myosin
motors and contraction upon ATP activation. (b) Formation of different
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Figure 5.2: Particle Image Velocimetry (PIV) of active gels obtained from
phase contrast images reveals displacements of local regions at
short time scales. The PIV of 8 different analyzed gels is shown here.
The green arrows oriented inwards represent displacement vectors and
show the direction of contraction. The red circle in the center is the
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Figure 5.4: Azimuthal averaging over annular bins gives radial and az-
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Figure 5.5: Time dependent comparison of radial displacements (ur) for
different gels (a,b) Radial displacement profiles of gels 1 and 3 respec-
tively at times t1 < t2 < t3 are plotted with respect to the normalized
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Figure 5.7: Gel contracts azimuthally close to the boundary (a) Confocal
image of gel reveals an azimuthally aligned region of actin fibers suggest-
ing azimuthal contraction (b) Eigenvalue and eigenvector analysis of area
strain gives the principal directions of contraction and stretching. Az-
imuthally aligned eigenvectors close to the boundary suggests azimuthal
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Figure 5.8: Proposed contraction model as interpreted from analysis of
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contraction model, these forces direct the local displacement of the gel.
(Top inset) Due to isotropic distribution of the force dipoles, the net
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isotropic region, there is an unbalanced force pointing radially inwards
(Bottom inset) Due to the azimuthal alignment of the force dipoles, there
is an inward pointing unbalanced radial force. The force decreases as 1/r
from the center, due to the curvature in the direction of alignment of the
force dipoles. (b) Analytically calculated radial displacement profile for
the model reproduces characteristic “hockey-stick” shape found from the
PIV analysis of experimental data. The inner isotropic region shows lin-
ear increase in magnitude of displacement. Closer to the boundary, the
magnitude of displacement reduces, since the force gets smaller. . . . . 105

Figure 5.9: Differences in radial displacement and strain profiles dictate
formation of different gel morphologies(a,b)The radial displace-
ment profiles obtained from PIV analysis of different gels shows the con-
trast in curvature between “domes” and “gels” as predicted by the model.
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case of “dome”. (d) The radial strain heatmap for wrinkles (Gel - 5)
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Figure 5.10: Azimuthal strain reveals formation of wrinkles (a) Temporal and
spatial variations in PIV vectors can lead to high azimuthal strain de-
marking the onset of formation of wrinkles. (b) Thickening of actin bun-
dles is observed in the phase contrast image of the gel at the locations
indicated by the big white arrows. (c) Azimuthal strain at the boundary
increases in magnitude at the locations where a wrinkle is forming which
is observed at two angular regions between −π

3 and π
3 . . . . . . . . . . 110

Figure B.1: The force from the boundary and active force orthogonal to the bound-
ary both depend on the angle of orientation with the boundary. We
compare the forces at the boundary to graphically estimate the angle of
escape of the particles. We compare the force from the boundary (solid
blue) at (a) A = 0.2 and (b) A = 2 with active forces perpendicular to
the boundary (dashed) at Pe = 1, 2, 10. The particle can escape at an-
gles where the orthogonal component of the active force is greater than
the boundary interaction. (a) At A = 0.2, for all values of Pe, the par-
ticles can escape the boundary through any angle θ such that cosθ > 0.
Increasing Pe increases the angle of escape. (b) At A = 2 we observe
3 different behaviors. For Pe = 1 orthogonal component of active force
is always less than the boundary force. At Pe = 10, the active force
is higher than the boundary force and intersect each other at 1 point.
The active force is higher than the boundary force only inside angular
pockets for Pe = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Figure B.2: (a) Schematic of the classical Kramers’ Problem for escape from a po-
tential well and across a potential barrier. Particles move in a spatially
varying potential U(z), shown as the black curve, that is a function of
a general coordinate z. The potential U(z) exhibits two minima: the
first at location z = A, and a second minimum beyond point z = C.
Additionally, to get from A to C, particles subject to U(z) have to sur-
mount and pass through a barrier with a local maximum at z = B where
A < B < C. We analyze an ensemble of particles initially in an equilib-
rium distribution at the bottom of the cell z ∼ A, and study the rate at
which they escape the barrier at B, and reach C. (b) Schematic of the
barrier crossing problem for active self-propelled particle escaping from
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Figure B.3: (a) The mean escape time evaluated from simulation (solid black cir-
cles) follows the modified Kramer’s theory of barrier crossing for passive
particles with Pe = 0 moving in the 1D modified potential without the
coupling between position and orientation (f̃ = 1). In the limiting cases
resulting in Eq. B.24, the solid line and dashed line represent the ana-
lytical results and the approximation, respectively. (b) Results for the
mean escape time from simulations (black circle, red square and blue
star symbols) for passive particles in 1D, and with B = 2, 0.1 in 2D,
respectively. Values of effective f∗ averaged over orientational degrees of
freedom is by fitting and estimated to be 0.788 and 0.651 for B = 2, 0.1,
respectively. For larger B, the particles always flip between orientations
θ = 0 and θ = π, and thus confirm to the 1D situation. Thus, the upper
bound of f∗ is given by 1 corresponding to 1D case. The lower bound
could be estimated by the f∗ ≈ f̃(θ = π/2). . . . . . . . . . . . . . . . 128

Figure B.4: (a) The fitting pre-factor m(Pe) (black squares) follows a linear form
m(Pe) = 4.24 − 1.74 Pe (dashed line) for B = 0.1. (b) For f∗ = 1,
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Figure B.5: The durotactic index DI as defined in Eq. 8 is plotted here in two ways.
In (a), we observe that DI increases with elastic force parameter, A when
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find that DI decreases with cell motility, Pe. The index is 0 by definition
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Figure B.6: The durotactic index DI as defined in Eq. 4.8 is plotted here in two
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Figure B.7: The elastic torque from interface between the soft and stiff substrate tries
to align the cells perpendicular or parallel to the boundary depending
on the direction of approach to the interface. In these trajectories we do
not consider any translational or rotational diffusion and also neglect the
force from the interface. We observe the effect of elastic torque on the
trajectory of cell approaching from the same distance on either side of
the interface. (a) When cells are approaching from the softer side of the
interface (x = −5, y = 0, shown by red semicircle) where the interface is
at x = 0, with Pe = 2, the particle trajectories (shown by black lines) get
aligned perpendicular to the interface. This kind of behavior is observed
in case of refraction when light is traveling from a rarer to a denser
medium. Here the refractive index can be realized to be increasing as
it approaches the interface. The torque parameter B = 5 in the softer
substrate region. (b) Cells approaching the interface from the stiffer side
of the interface (x = 5, y = 0, shown by red semicircle) aligns parallel to
the interface. This kind of of behavior is observed when light is traveling
from a optically denser to a rarer medium. The torque parameter B = 1
in the softer substrate region. . . . . . . . . . . . . . . . . . . . . . . . . 136

Figure B.8: The trajectories that are allowed to cross the interface are shown by
black lines. The cells approaching the interface (shown by dashed line
at x = 0) from either side of the interface have motility (a,d) Pe = 0.5,
(b,e)Pe = 2 and (c,f)Pe = 10. The soft side of the substrate (x < 0) has
a Young’s modulus of 5kPa (A = B = 5), while the stiff side (x > 0) of
the substrate has a Young’s modulus of 25 kPa (A = B = 1). . . . . . . 137

Figure C.1: Different components of the strains are obtained from the central differ-
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Figure C.2: Center of contraction to estimate radial profile: (a) When the
gel gets stuck at any point which is not the centroid (rCoM ), the center
of contraction (rCoC) is shifted to that point. (b) A sample PIV with
centroid of the gel shown by a red circle while the center of contraction
is shown by a white circle. (c) The PIV changes after subtracting the
rigid body motion of the gel. The center of contraction coincides with
the centroid shown by the red circle. (d) A very noisy radial profile of
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Role of active and elastic forces in cell migration and cytoskeletal shape
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The mechanical micro-environment of cells significantly impacts their structure,

function, and motility, influencing essential processes such as tissue development and cellular

interactions. The actomyosin cytoskeleton is very important in controlling the shape and

migration patterns of the cell.

Cells exert contractile forces on their substrates, leading to deformations that can

mediate long-range cell-cell interactions and facilitate coordinated movements. To explore

these dynamics, we propose and analyze a minimal biophysical model that integrates cell

migration with mutual mechanical deformations of an elastic substrate. Our model evaluates

key metrics including the number of cell-cell contacts, dispersion of cell trajectories, and

probability of permanent cell contact, examining how these metrics vary with cell motility

and substrate stiffness.

Inspired by cell mechanobiology, we model cells as self-propelling particles inter-

acting through substrate-mediated forces. This active matter framework combines motility

dynamics with linear elasticity to reveal emergent collective behaviors, such as the formation

of flexible, motile chains and larger-scale structures with polar order. By varying elastic

interaction strengths and motility, and considering confinement within a channel geometry,

we identify different collective states and their implications for cell organization.

Additionally, we introduce a phenomenological model for durotaxis, the directed

migration of cells towards stiffer substrate regions, incorporating elastic deformation-mediated

interactions and stochastic motility. Our model demonstrates how cells reorient and mi-

xxix



grate in response to substrate stiffness, with boundary conditions influencing accumulation

or depletion. We quantify the effects of contractility and motility on durotaxis, presenting

a phase diagram that characterizes distinct migration regimes.

Finally, we explore how orientational order in actively contractile elastic disks in-

fluences strain profiles. We analyze the 2D radial profiles displacement and strains and

determine distribution of active stresses in the disk from an analysis of its strain. We

also predict the out of plane deformations of active gels from its 2D dynamics. We fur-

ther developed a simplistic continuum model, which combines elastic displacement with an

orientational order parameter, provides analytic solutions for strain-induced alignment in

filamentous gels. Comparative analysis with experimental data from actomyosin gel disks

validates the model and enhances our understanding of active stress directionality in com-

plex biological systems.

Overall, our work offers a framework for understanding mechanical interactions in

cell migration and organization, applicable to both biological and synthetic active matter

systems.
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Chapter 1

Introduction

1.1 Motivation

Humans have long been captivated by birds gliding through the sky and the grace-

ful movements of swimming fish. Few children are not enchanted by the drifting seeds of

a dandelion or mesmerized by a trail of ants. While plants appear stationary, the flow of

fluids through their stems and leaves remains unseen, yet is just as essential. To live is to

be in constant motion [8].

“But for anything to be alive, it required motion: the current must run, the
record must turn, a person must leave or find another path. Without movement
or change, the world became nothing more than a stale copy, it was frozen in
time.”

– Madeleine Thien

In the physicists’ view of life, equilibrium is death. To sustain life, organisms ab-

sorb energy from their surroundings and use it to remain in a state far from equilibrium,

while performing all other essential functions for survival. Starting with 19th-century con-

cerns about the laws of thermodynamics, energy conversion in biological systems has been

a continuous source of fascination for physicists.

Organisms need to move in order to stay alive. They move from one place to

another to accomplish various things. They move towards sources of food, sometimes over

long distances, guided by weak information about the location of the source. The useful

signals in the environment and internal signals guide their motion.

1
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Migration

Figure 1.1: (This figure is reproduced with permission from Elsevier.) An illustration of the dynamic

interactions between the cell and the matrix during cell migration. While navigating through the

matrix, the cell continually integrates physical, biochemical, and mechanical cues from its internal

biomolecular regulation, from other cells, and from the matrix.

Growth and motion has been observed in organisms at microscopic scales, extend-

ing down to the scale of individual cells. Although cells show a wide variety of migration

modes, we can classify them roughly into two categories: migration through liquid medium

such as bacterial swimming; and migration through solid ECM, observed in motile animal

cells [9]. Animal cell migration is crucial in a number of biological functions, ranging from

embryonic development[10, 11], morpho- and organogenesis[12, 13], neuronal guidance[14],

and immune response[15, 16], to wound healing[17]. It is also involved in pathophysiological

processes such as those occurring in cardiovascular diseases[18, 19] and cancer metastasis

[20].

Cell migration is achieved by integrating internal cues within the cell and external

cues from the environment (Fig. 1.1) [21]. These cues can be physical/mechanical as well

as biochemical. The effect of biochemical cues has been studied extensively. Cell migratory

behavior is affected by secreting and receiving various soluble biochemical signals such as

chemokines, metalloproteinases (MMPs) and growth factors[22, ?, 23, 24, 25, 26]. The

response of cells under physical/mechanical signals is not completely understood.

Cell migration depends significantly on the geometry of the surroundings. The

cells’ ability to change shape enables them to travel through 3D porous media [27, 28]. The

ability of a cell to do so is determined by the porosity of the medium and stiffness of the

cell itself [29, 30]. Low cell stiffness or high cell deformity has been associated with metas-

tasic potential of cells [31, 32]. A cell’s ability to travel through porous media is vital in

tissue engineering [33, 34]. Although most cells are embedded in 3D medium in organisms,
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understanding the underlying mechanism of how substrates interact with the cells is not

very straightforward. This is simplified by in-vitro culture of cells on 2D surfaces [35, 36].

The cells on 2D surfaces have a much wider space to explore. The migration is often dom-

inated by broad, flat protrusions called lamellipodia that are driven by the polymerization

and treadmilling of branched actin networks [37, 38, 39]. Migration in environments with

complex geometries such as tubes, channels, and discontinuous surfaces require more com-

plex machinery that combine effects of cell contractility, substrate topography, and surface

adhesion [40, 41].

The viscoelastic properties of the matrix play a major role in cell behavior. The

matrix stiffness or elasticity varies from 100 Pa in adipose and brain tissues to MPa or GPa

in bones[42]. The stiffness dictates the ability of the cells to migrate in different tissues.

Hence, it is expected that alterations in matrix stiffness is associated with progression of

diseases including cancer, fibrosis, and atherosclerosis [43]. It has been established that

the macroscopic stiffness of breast tumors is strongly correlated with local recurrence and

metastasis and can be used as a diagnostic tool [44]. Moreover, it has been shown that the

cells show durotaxis, which is a substrate stiffness dependent preferential migration towards

a stiffer substrate region [3]. This behavior of cells is suggested to have implications in tissue

repair [45].

These eukaryotic cells move by crawling, that is by adhering to and exerting me-

chanical stresses on their extracellular matrix (ECM) and actively deform it. Animal cells

adhere to the elastic substrate by means of a membrane embedded protein called ‘integrin’.

Actin filaments tether to integrins and molecular motors such as myosin exert force on

these filaments by walking along and moving them. Stress fibers are bundles of crosslinked

actin filaments with a periodic (sarcomeric) organization of myosin [2] that often span the

length of the cell and are anchored at the focal adhesions to the extracellular substrate or

matrix (ECM). Cell migration on a 2D surface involves a cascade of events starting with

actin polymerization at the leading edge, which generates a force to cause protrusion. The

formation of this protrusive edge called the lamellipodium facilitates the formation of new

focal adhesions with the substrate [46]. Stress fibers generate contractility in the cell which

is mediated by the focal adhesions (FA) and the retrograde flow of actin [47, 48]. The forces

produced by the contractile network combined with actin filament and FA disassembly help

to retract the trailing edge of the cell.

The contractile forces are transmitted to the underlying elastic substrate [49] and
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deform it [50, 51]. Such deformations are long range (extend up to a few cell lengths away

from the cell) and can be measured by Traction Force Microscopy (TFM), which is an

experimental method to determine the traction forces exerted by a cell on the extracellular

matrix by obtaining the displacement fields on the substrate [52, 53]. The cells try to

minimize elastic energy by relaxing the elastic strain caused by the deformations. They

do so by reorienting the alignment of elastic stress. These substrate deformations can be

caused by external sources or neighboring cells or a gradient in substrate stiffness.

Another key aspect I address in my work is active matter. Schrödinger in his book

“What is Life?” [54] emphasized that living systems must be kept away from thermody-

namic equilibrium to establish order and develop complexity, and do so by continuously

consuming energy. This aspect of life is idealized in what we call active matter, namely sys-

tems composed of self-driven agents that perform mechanical work on themselves and their

environment [55, 56, 57]. Active matter exhibits a wide range of emergent non-equilibrium

phenomena, theoretical studies of which often require computer simulations. It encompasses

synthetic and living systems, including active gels [58], such as biopolymer networks acti-

vated by molecular motors, cells and tissues, and collections of self-propelled nanorobots

and microrobots, synthetic and biological microswimmers, animal herds, and flocking birds

[59] . In all these cases, mechanical energy is locally generated by the active agents through

the conversion of stored or ambient free energy into mechanical work.

The active stresses generated by the actomyosin cytoskeletal network are not just

responsible for cell migration and inter-cellular interactions but also the formation of com-

plex 3D shapes during various biologically relevant processes [60, 61]. Living systems can

take on different curved shapes [62]. These diverse morphologies appear at many length-

scales, from lamellipodia of cells to structure of tissues and organisms [63] (in hydra [64, 65]).

These morphologies modulate intricate processes such as cell migration and tissue morpho-

genesis [66], [67, 68]. These dynamic shape changes in biological matter are driven primarily

by contractile stresses generated by myosin molecular motors. Myosin converts chemical

energy into mechanical work by exerting force on the cell’s actin cytoskeleton network

[69, 70, 71, 72]. These stresses can extend across tissues, affecting the shapes of cells and

tissues which are typically organized in two-dimensional thin sheets [60]. Cells and tissues

arranged in 2D surfaces tend to show buckling deformations when they are subjected to

imbalanced in-plane strains [65, 73, 74, 75].

Due to the complexity of structures of cells and tissues, however, the mechanism by
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which these intrinsically active stresses cause shape changes in 3D are poorly understood.

A promising approach is to recreate the stress-generating system outside cells using the

same building blocks, actin and myosin. By precisely controlling the concentration and

activity levels of these microscopic constituents, we can form intrinsically active, cross-linked

actomyosin networks. Such networks exhibit spontaneous contraction and self-organization,

resulting in various 2D contraction patterns[75, 76, 77, 78, 79, 80] and the spontaneous

wrinkling of thin elastic actomyosin gel sheets [81, 60].

1.2 Background

There are several models that study the contractility of cells and the effect of elastic

response on the cells. One of the commonly used method is the lattice or cellular Potts

model, which have been successfully used to evaluate and predict cell shape and is modeled

as a set of lattice points. The natural theoretical framework for studying this situation

is continuum mechanics. It is traditionally used to address the mechanics of macroscopic

objects like growing tissue [82]. But there are different continuum mechanics approaches

that have recently been developed to describe the shapes and forces of adherent cells [83].

In particular, the powerful framework of the finite element method (FEM) was adopted for

this purpose. A detailed FEM model integrating mechanical and biochemical aspects was

developed that can explain many details of cell adhesion [84, 85, 86]. The Hamiltonian is

calculated at each lattice point to determine the size, shape, and motion of the cell.

Another well-established, yet coarse-grained, model that captures the cell dynam-

ics is the molecular clutch model. Cells are thought to probe their environment through the

generation of traction by a ‘motor-clutch’ mechanism where cells utilize molecular clutches

to physically link actin bundles to the extracellular substrate at the focal adhesion points

[87, 88]. Cells use the motor-clutch system to probe their mechanical environment which is

influenced by substrate stiffness[89, 90, 91]. When this model is combined with biochemical

responses, it reflects the directionality of cell’s propulsion [89, 91].

These models are able to capture cell migration and cell shape, but they are

computationally expensive and do not reveal enough statistics about the directionality of

cell motility and the effect of combining substrate-based deformation and self-propulsion of

the cells.

In this dissertation, we propose a coarse-grained minimal model that combines the
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cell’s motility with the elastic deformations of the underlying substrate.

There are equal and opposite forces generated at either end of the stress fiber

leading to the formation of force dipoles. The force dipoles generate elastic stresses on the

substrate and all the neighboring contractile cells respond to this elastic stress and interact

with them through substrate mediated forces. These interactions can be coupled to self-

propulsion and translational and orientational diffusion of the cell to get a pair of Langevin

equations that guide the motion of the cell as shown in eqs. 1.1 and 1.2

dr

dt
= v0 − µT (Felastic) +

√
2DT ηT(t) (1.1)

dθ

dt
= −µR (τelastic) +

√
2DR ηR(t) (1.2)

We model these cells as active Brownian particles,i.e. particles that show persistent

motion in addition to diffusive behavior. Persistent motion refers to the tendency of particles

to move in a consistent direction for a certain period, while diffusive behavior describes the

random motion that occurs over time due to interactions with their environment [92, 93].

These particles are guided by the aforementioned overdamped Langevin equations, where

the position update of the cells is shown by r and orientation update by θ. The self -

propulsion of the cells is given by v0 and elastic force and torque sensed by the cell are

given by Felastic and τelastic. The form of elastic forces and torques can vary depending on

the nature of interaction, i.e. interaction with other cells or interaction with mechanical

boundaries. The translational diffusivity and mobility are given by DT and µT respectively

and rotational diffusivity and mobility are given by DR and µR. ηT and ηR represent the

translational and orientational white noise associated with the cell’s migration.

With this method we compromise on the knowledge of details about the cells like

their shape and change in size while drastically improving computational efficiency. We can

generate statistics over long time scales about cell behaviors like distribution of position

and orientation, radial distribution function, as well as mean squared displacement.

1.3 Overview

In this text I present my work on the importance of actomysin cytoskeletal network

on cell migration and defining shape in active gels.
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In chapter 2, we investigate how elastic substrate stiffness modulates mechanical

interactions and facilitates cell-cell contact. Interactions between cells and their mechanical

environment influences cell shape and function, including cell motility. Cells can migrate

and form contacts which is key in tissue development, wound healing etc. Cells are known

to exert contractile forces on the underlying elastic substrate and communicate with other

neighboring cells. Here, we propose and analyze a minimal biophysical model for cell migra-

tion and long-range cell–cell interactions through mutual mechanical deformations of the

substrate. We compute key metrics of cell motile behavior, such as the number of cell-cell

contacts over a given time, the dispersion of cell trajectories, and the probability of perma-

nent cell contact. Our investigation explores how these metrics depend on a cell motility

parameter and substrate stiffness. These results suggest how cells may sense each other

mechanically and generate coordinated movements. Additionally, the metrics also provide

an extensible framework to further address both mechanical and short-range biophysical

interactions.

In chapter 3, we aim to expand our understanding to collective behavior of group

of active particles interacting with elastic dipolar interactions. Cells interacting with long

range elastic interactions can often form self-organized structures and show coordinated

migration. Here we show that particles self-assemble into flexible, motile chains which

can cluster to form diverse larger-scale compact structures with polar order. Focusing on

the strong elastic interaction cases in the dilute regime, we study the self-assembly and

dynamics of single chains. This study opens door to exploring the bending dynamics of

a single active polymer and characterizing how the bending rigidity increases with dipolar

interaction strength or decreases with particle motility.

In chapters 4, we investigate how cells tend to migrate preferentially from a soft

substrate region to a stiff substrate region. This phenomenon of durotaxis has been associ-

ated with morphogenesis, neuronal guidance as well as cancer metastasis. We address single

cell durotaxis across a sharp gradient of substrate stiffness. In our model, we considered

elastic dipolar interaction with clamped and free boundaries to capture the interaction of

cells with a sharp gradient of substrate stiffness. In addition to getting attracted or repelled

by the boundaries, cells orient their contractility to minimize elastic energy. We compute

metrics such as steady state probability of cells being at the boundary, cell reorientation

dynamics and flipping time and study the effect of strength of elastic interaction and cell

motility on these metrics. We further compute escape time of cells from the attractive
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clamped boundaries as a scenario captured by a modified Kramer’s theory of barrier cross-

ing. Our results suggest that escape time is key in determining the extent of durotaxis.

Finally, we define metrics quantifying boundary accumulation and durotaxis, and present

a phase diagram that identifies three possible regimes: durotaxis, adurotaxis without accu-

mulation and adurotaxis with motility-induced accumulation at a confining boundary.

In chapter 5, we investigate the contraction phenomenon of thin actomyosin gels.

Upon contraction these gels buckle to form different morphologies. We explore the mean

radial profiles of radial displacement, and radial and azimuthal strain between frames to

determine the distribution of active stresses. Moreover, we predict contraction phenomena

of different gel morphologies from the radial strain profiles. And finally, from the azimuthal

strain profile, we are also able to determine the location at which a wrinkle is forming or

getting more pronounced.

Finally in chapter 6, I will summarize my work and present conclusions.



Chapter 2

Matrix stiffness modulates

mechanical interactions and

promotes contact between motile

cells

This chapter is reproduced from our published article in Biomedicines.

2.1 Introduction

Many eukaryotic cells move by crawling, that is by adhering to and exerting me-

chanical stresses and local forces on their extracellular matrix (ECM) that they then actively

deform (see for instance [94, 95, 5, 96] and references therein). For these motile cells, that

include fibroblasts, endothelial and muscle cells among others, the mechanical properties

such as viscosity and elasticity of the environment on or in which the cell moves is known

to play crucial roles in determining cell and tissue structure and function [97, 98]. The

biological relevance of mechanical signaling between cell and substrate or between two or

more cells, as opposed to more extensively studied inter-cellular chemical signaling was

dramatically illustrated in [99] where it was shown that the lineage specification of stem

cells can be directed by varying only the substrate stiffness. Much recent progress has

been made since this pioneering work in understanding the role of mechanical forces in

9
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biology, and how biomolecules especially those in the cellular force-generating and surface-

sensing systems and signalling networks respond to mechanical forces through the process

of mechanotransduction [100, 101, 102, 103, 104, 105, 106, 97, 107, 108].

Existing approaches to modeling collective cell motility focus on direct (steric and

adhesive) cell-cell interactions or focus at the single cell level on cell-substrate interactions

[95]. The latter deals with details of focal adhesions that are crucial to generating trac-

tion stresses in both adherent and motile cells [1]. Experiments surprisingly and strongly

indicate that cells cultured on soft, elastic, bio-compatible substrates can respond to each

other even when not in direct contact [5, 96]. Such non-contact and long-range cell-cell

interactions arise often when cells are cultured. A common method is to culture cells on the

surface of synthetic hydrogels such as polyacrylamide, a linearly elastic polymer. In this

instance, cells that are spatially separated may still sense each other through mutual and

active deformations of the gel by the cells. These mechanically derived non-contact cell-cell

interactions are even more relevant and act over longer ranges in the biological extracellular

matrix (ECM) comprising collagen or fibrin, where cells can interact by remodeling and

reorienting the fibers in the ECM [109, 110, 111]. Even without such cell-matrix feedback,

the presence of matrix or substrate deformations have been shown recently to guide the

migration of other cells without requiring chemotactic cues [112].

In this context, it is useful to compare non-contact and long range mechanical

signalling as analyzed by these studies to cell-cell interactions that are not mechanical;

specifically, chemical signalling such as in immune cell interactions (for instance, see the

review by [113] and references therein) or other forms of interactions such as haptotaxis

[114, 115, 116, 117, 118, 119], cell stimulation by activating or secretory molecules such

as in inflammation and thromboses [120, 121]. Mechanical non-local interactions between

cells offer advantages compared to chemical means in terms of rate at which cells can

communicate. Mechanical signaling and mechanosensing of neighbouring cells is typically

faster and longer-ranged than chemical signaling and concentration field based interactions

that are limited by slow diffusion rates. This is because mechanical interactions propagate

near instantaneously [122]. This crucially allows cells to not just sense each other, but to

also synchronize their behaviour quickly at time scales faster than that seen in diffusive

processes. For instance, substrate deformation-mediated long-range interactions has been

clearly demonstrated in heart muscle cells that synchronize their beating without direct

contact [123, 124], as well as at a subcellular level between myofibrils within a single heart
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muscle cell [125]. Cell communications via sensing of substrate or matrix deformation are

particularly important in sparse, non-confluent cell cultures or tissue that occur in a number

of biologically relevant situations. Apart from beating cardiomyocytes, examples of such

situations include wound healing involving fibroblasts [126], sprouting blood vessels com-

prising endothelial cells [127], and migration of mesenchymal cells in zebrafish embryo before

the formation of confluent epithelial tissue [128]. In all these cases, cells are not in direct

contact but exert traction forces on the surrounding mechanical medium and concomitantly

sense deformations caused by nearby cells. Such interactions therefore crucially depend on

the stiffness of the substrate, and can be probed by experiments that vary the stiffness of

the hydrogel substrate on which the cells are cultured [129, 97]. These aspects influence not

only motility response at the single cell level but also strongly impact collective behavior

including directed motility and subsequent spatial self-organization.

While substrate-mediated cell-cell elastic interactions have been considered for

the organization of adherent cells in a variety of mechanobiological contexts [130, 131]

(the physical basis of such modeling is reviewed in [132]), their effect on collective cell

motility, which in principle is always present, have not been carefully modeled. Here, we

present a simple biophysical agent–based model and computational results that focus on

how substrate mediate mechanical communication allows two cells to sense each other and

impacts their collective and relative motility. The focus on mechanical interactions allows

us to explore clearly the role of mechanical signaling. By itself, this minimal model can be

used to describe cell movements in tissue culture experiments and guide applications that

involve varying the mechanical properties of the cellular microenvironment.

Chemical signaling between cells and attendant biochemistry and kinetics is unde-

niably important in a biological context and is expected to act in concert with mechanical

substrate mediated interactions between cells. However, our model provides a foundation

for the study of more general cell interactions that include both mechanical and chemical

signalling, and generally short-range near-contact and long-range interaction modalities.

For instance, we have used a similar methodology to study short range interactions for

prokaryotic cells such as bacterial swarms moving on substrates and responding to chemical

cues [133]. Our approach also serves as a starting point for studies of mechanical substrate

based interactions in multi-cellular systems such as growing tissue and confluent sheets.
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2.2 Experimental observations motivate model for cell elastic

interactions

Many eukaryotic cells use contractile localized forces generated by their actomyosin

cytoskeleton to adhere to and move on their substrates (Fig. 2.1a). Such traction forces

typically cause measurable deformations in the underlying substrates in cell culture exper-

iment [1], and have a spatially dipolar pattern [134]. A cell typically acts as a force dipole

exerting – a pair of equal and opposite forces – on the elastic medium (Fig. 2.1b). The dipole

arrangement arises since no external forces are present on the system (cell + substrate),

and the cell therefore moves on its own accord by exploiting the resisting forces exerted by

the substrate on the cell. The net effect of traction stresses is to contract or pull in the

elastic material comprising the substrate towards the cell (Fig. 2.2a).

Here to focus our discussion, we use experiments on endothelial cells to build the

elastic model. In a seminal study [5] studied bovine aortic endothelial cells (BAECs) cells

cultured on polyacrylamide based hydrogel substrates of varying stiffness. Endothelial cell

migration and traction stresses were directly measured in this study. The number of cell

extensions sent out toward an adjacent cell that result in cell-cell contact was also counted

for a period of 6 hours as a function of substrate compliance. To investigate the influence

of substrate compliance on cell-cell interactions, pairs of cells on varying compliance gels,

ranging from very soft (Young’s modulus, E = 500 Pa) to very stiff (E = 33,000 Pa) were

examined. Three qualitatively different behaviors were observed. On the softest gels (500

Pa), cells were seen to touch and remain in contact for the duration of the experiment. Once

in contact, cells were seen to extend additional pseudopodia toward the adjacent cell, but

the cells generally did not become significantly spatially separated. Cells on intermediate

compliances studied (E = 2500 and 5500 Pa) were observed to contact, separate and retouch

repeatedly. Once the cells contacted, they were also observed to generally not migrate

significantly far from each other, unless the two-cell interaction was disturbed by a third cell.

On the stiffest gels (33,000 Pa), cells contacted and migrated away from each other, without

the same repeated contact behavior observed for cells on intermediate compliance substrates.

Thus cells made stable contacts on very soft gels (E = 500 Pa), whereas they made repeated

contacts and withdrawals on substrates of intermediate compliance (E = 2500-5500 Pa).

Tracking of the collective migration of two-cells also showed a strong response to substrate

stiffness. Specifically, pairs of endothelial cells could display hindered migration compared
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Figure 2.1: Traction forces exerted by motile cells on soft substrates can be modeled as force dipoles.

(a) Schematic of an animal cell, e.g. an isolated fibroblast in culture [1] adhered to a compliant

substrate through focal adhesions comprising of integrins and a host of other mechanosensitive

adhesion proteins. Mechanical forces are actively generated by molecular motors of the myosin-II

family that put the actin cytoskeleton under tension. Stress fibers are bundles of crosslinked actin

filaments with a periodic (sarcomeric) organization of myosin [2] that often span the length of the

cell and are anchored at the focal adhesions to the extracellular substrate or matrix (ECM). The

contractile forces are transmitted at these sites from the stress fibers to the underlying substrate,

which can be strongly deformed if soft. Such deformations are long range (extend up to a few cell

lengths away from the cell) and can be measured by Traction Force Microscopy (TMF). This is a

common index of cell-substrate mechanical interactions. (b) (i) A simplified top view of the same

cell showing the alignment of the stress fibers, and therefore of the contractile forces generated by

them. In order to model the effects of the cell on the substrate, we use classical linear elasticity

theory with the stress distributions effectively modeled as a contractile force dipole, a pair of equal

and opposite forces separated by some distance acting along the dipole axis (marked). (ii) This leads

to a very simplified mechanical model of the cell in terms as a contractile force dipole exerted on

the substrate along its average axis of orientation defined by the alignment of its stress fibers.

to individual cells, implying strongly that these cells sensed each other through the matrix.

Pairs of cells on softer gels, also showed reduced collective migration in comparison to
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isolated cells.

Motivated by this experiment, we here model the motility characteristics of a two

cell system (schematic in Fig. 2.2) that captures how elastic deformations induced in the

substrate allow cells to respond to each other. Our aim is the prediction of signatures

of this interaction that are most relevant to biological processes involving cell motility.

Specifically, as in experiments we seek to understand the effects of substrate stiffness on

cell migration speeds, dispersivity and on the frequency and manner of binary cell contacts.

Once mechanical far-field interactions between cells can be modelled, we can in further

studies consider additional near-field or contact chemical and bio-chemical interactions. We

consider a pair of cells that each adhere to, and exert stresses on the underlying substrate

thereby deforming it as shown in Fig. 2.2a. As mentioned above, adherent and motile cells

generate contractile stresses on the substrate via focal adhesions. Focal adhesions comprise

of integrins and a host of other mechanosensitive adhesion proteins with contractile forces

actively generated by actin-myosin aggregates that form stress fibers- bundles of cross-linked

actin filaments anchored at the focal adhesions. The contractile forces are transmitted at

these sites from the stress fibers to the underlying substrate. While the cell by itself is

a soft substrate, studies have indicated that stiffness in the vicinity of the focal adhesion

may be regulated and controlled so as to achieve locally large stiffness values in cellular

domains involved in the formation of focal adhesions. Therefore, as a first approximation, we

treat substrate elasticity as being the controlling parameter and treat the effective (actively

maintained) stress fiber stiffness as much larger than the substrate stiffness. Next, the

contractility of each cell, is minimally described by a physical model of force dipoles - a

pair of equal and opposite forces exerted on the substrate, and is thus a tensorial quantity

[130]. Such modeling is inspired by the theory of deformations induced by inclusions in

materials [135]. Unlike passive material inclusions, cells can actively regulate their force

production in response to external mechano-chemical cues from the substrate, including

the presence of other cells. Such complicating feedback effects in cell–cell interactions has

also been theoretically considered [136, 137], but we ignore these for simplicity here, and we

treat contractility as an intrinsic cell property that is independent of underlying substrate

matrix strain and stiffness.

As illustrated in Fig. 2.2a, we start with a model that mimics experimental setups

and considers two cell interactions. To simplify our study, we assume that one of the cells is

motile (Cell A) and the other is stationary (Cell B). The stationary cell B is nonetheless alive
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Figure 2.2: Schematic of the cell-cell mechanical interactions model: (a) Two cells A and B cultured

on the surface of thick elastic substrate can sense each other and interact at long range (when the

inter-cell distance r is longer than typical cell sizes, here depicted by dashed red circles) through

mechanical deformations of the underlying substrate; here the contractile stresses set up in the

substrate yield deformations as indicated by green arrows. The cells are restricted to move on the

surface of the substrate. (b) Representative spatial maps of the interaction potential between two

dipoles, from the solution of the strain field for the full linear elastic problem of forces exerted on the

surface of a semi-infinite medium are shown. The interaction potential corresponds to the work done

by a point-like dipole in deforming the substrate in the presence of the strain created by the other.

The potential maps shown here are for a pair of contractile force dipoles of fixed orientation. The

second dipole is free to translate but held parallel (left) or perpendicular (right) to the central dipole

which is placed at the origin and aligned along the x-axis. The contour lines show how the potential

decays in space, whereas blue and red regions correspond to attractive and repulsive interactions,

respectively.

and deforms the substrate. The resulting deformation field, or equivalently the substrate

mediated elastic potential, is sensed by the other, distant, motile cell A. The interaction

potential between the cells in turn creates a mechanical force on the motile cell A. For

polarized and elongated cells, the deformations have a dipolar spatial pattern (described in

Appendix A). However, here we consider a simplified scenario that is valid when cells reorient
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very fast in the time for them to translate and migrate (Appendix A, §3). This implies that

the directions of the dipole axis of both cell A and of cell B fluctuate rapidly. This implies

that cell A moves and feels an effectively isotropic, attractive interaction potential that

decays with distance as ∼ 1/r3 (iso–surfaces shown as blue circles in Fig. 2.3).

Figure 2.3: We study with our computational model how a motile cell (M, Cell A, pink) moves in

the presence of a fixed central cell (Cell B, yellow). This two cell system on a substrate (schematic

shown as a top view) also mimics scenarios where a motile cell may encounter an elastic impurity

or obstacle on the medium. Shown as blue circles are contours of constant elastic potential (in

simplified form) that determine the inter-cell elastic force experienced by the motile cell B as a

result of the elastic deformations of the medium by both cells A and B. Also shown (in black) is a

representative simulated trajectory of the motile cell which starts outside the area of influence of

the stationary cell.

Polarized cells may propel themselves persistently along their body axis; here,

we consider cells that are unbiased and thus act in the absence of any orienting chemical
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field or signal and therefore extend their pseudopodia in different directions randomly. This

response, together with thermal noise, is the origin of the diffusive behaviour observed as the

cell moves. Such meandering cell trajectories can be characterized by a diffusion coefficient;

similar features hold for cell-pairs in which case one may evaluate dispersion or migration

coefficients. In reference to Fig. 2.3, as the motile cell A moves, it is additionally acted

upon by an elastic interaction force that arises due to its interaction (via the substrate)

with the stationary cell B. The motion of the motile cell (A) may then be described using

the Langevin equation. While such an approach has been previously proposed and validated

with experiments on elastically coupled motile active particles such as swarming bacteria

[138, 133] it has not been studied previously in conjunction with cell-cell dynamics on elastic

substrates.

We note that the model can be easily generalized (as derived in Appendix A)

to describe a pair of motile cells since the interactions are pairwise and reciprocal. The

interaction potential is not isotropic and depends on both the inter-cell distance as well

as on the instantaneous alignment of the cells’ dipole axes. Thus the force on each cell

(related to the gradient of the potential) depends on not just the relative positions of the

cells.but additionally on the direction of the contractile dipoles exerted by cells A and B.

Truly spherical dipoles embedded in an elastic medium do not interact mechanically [135],

unless cell-substrate feedback effects occur [137]. Furthermore, cell-cell interactions in a

fibrous, nonlinear elastic medium can be longer ranged [139] and have a power law character,

∼ 1/rα, where α < 3 [140]. The interaction of disk-like cells on top of a thick substrate

(semi-infinite geometry) is also more complicated [141]. We choose the isotropic, attractive

1/r3 potential as the simplest attractive interaction with the same distance dependence as

the dipolar interaction, with the objective of testing how such a potential can affect cell

motility. Motivating future work, we show how the conclusions from the simpler potential

remain qualitatively valid even as specifics of cell trajectories change when the more general

dipolar potential is used. This model highlighted in this work, although very simplified both

in its description of cell contractility and motility, can thus capture key aspects of motility

and contact formation, as we now describe.
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2.3 Materials and Methods

2.3.1 Model for two-cell interactions

The model used to analyze the two-cell system is an agent-based stochastic model.

We start with the stochastic Langevin equation for the dynamics of the moving cell A in

the presence of a second cell B fixed at the origin as illustrated in Fig. 2.3. Details of the

model and the simplifications involved may be found in Appendix A. Starting from the

more general model where both cells A and B can move, we now fix cell B and thus set

rB = 0. In other words, we choose the center of cell B to be the origin from which the

position of cell A and its distance relative to B is measured. Writing r = rB − rA, we write

the equation for r(t) where t is the time,

dr

dt
= −µT

∂W

∂r
+
√

2Deff η(t) (2.1)

where Deff is the effective translational diffusivity quantifying the random motion of the

moving cell in the absence of the fixed cell, and η is a random white noise term whose

components satisfy

⟨ηi(t)ηj(t′)⟩ = δ(t− t′)δij .

Note that η - the active noise term - has units of t−1/2. The mobility µT in equation (1)

quantifies the effective friction from the medium and is inversely proportional to the cell

size σ and inversely proportional the the viscosity at the surface. Here it is assumed that

the cells moving on a wet surface and that the fluid nature of the surface provides a viscous

resistance opposing cell motion.

The two-cell potential W derives from the elastic interactions communicated via

the linear deformation of the substrate (Appendix A, Equation A5) and is given by,

W =
1

2
k(σ − r)2, when 0 ≤ r ≤ σ, and (2.2)

= −P 2

E

ϕ(ν)

r3
, when r > σ. (2.3)

Numerical solutions to equation (1) are obtained with varying initial conditions for cell A as

explained subsequently. To ease the computational analysis, we work in scaled dimensionless

units. We choose cell size (diameter) σ (see Fig. 2.1b), diffusion time σ2/D0, and thermal

energy kBT – with T corresponding to the temperature of the cell/substrate system – as

our length, time and energy scales respectively. Equations (1-3) may then be rewritten as

dr∗

dt∗
= −dW ∗

dr∗
+
√
2DT η∗

T , (2.4)
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where the potential in scaled form is

W ∗ =
1

2
ksteric(1− r∗)2, when 0 ≤ r∗ ≤ 1, and (2.5)

= − α

r∗3
, when r∗ > 1. (2.6)

Superscripts ∗ in equations (4)-(6) denote non-dimensional quantities. Henceforth, we will

drop this subscript for clarity. Thus the dynamics may be followed as a function of three

dimensionless numbers (parameters)

α ≡
(

P 2ϕ(ν)

EkBTσ3

)
, DT ≡

(
Deff

D0

)
, and ksteric ≡

(
kσ2

kBT

)
. (2.7)

2.3.2 Dimensionless parameters quantifying cell motion and interactions

The parameters that emerge in equations (1)-(7) and typical of the two-cell scenario

studied here are summarized in Table 1. Following Ref. [5], we are interested in substrates

that are linearly elastic with the Young’s modulus E ranging from 0.5 kPa to 33 kPa,

well within the range of 0.1-100 kPa appropriate for tissues and bio-compatible materials

[97]. The effective diffusion coefficients exhibited by cells in experiments [5] include the

random noisy motion as the cells explore territory and a contribution due to short-time

deterministic motion. We explore values in the range 3µm2/minute to 50 µm2/minute.

Time scales are estimated from experiments as well and 250 seconds in real time correspond

to a dimensionless time duration of unity.

Scaled non-dimensional parameters relevant to the simulation may be calculated

from dimensional quantities as explained earlier. Three scaled parameters determine the

dynamics of the two-cell system: DT , α and ksteric. Values used in the computations are

listed in Table 2. The self avoidance parameter ksteric is chosen such that the cells don’t

overlap and is computed based on the time step used in the simulations. This allows us to

control the stability of the simulation and its accuracy.

2.3.3 Numerical solution and tracking cell trajectories

Equations (4)-(7) are solved for the dynamics of the moving cell with appropriate

boundary and initial conditions. The Langevin equation (4) is an example of stochastic dif-

ferential equations; here we solve this equation using the explicit half-order Euler-Maruyama

method one of us has used recently in similar problems involving bacteria cells moving in



CHAPTER 2. MATRIX STIFFNESS MODULATES MECHANICAL INTERACTIONS
AND PROMOTES CONTACT BETWEEN MOTILE CELLS 20

light fields [133] and in simulations of active Brownian particles [138]. Given the position

of cell A at time t, r(t), its subsequent location at time t+ δt, r(t+ δt), follows,

r(t+ δt) = r(t)−
(
∂W

∂r
|r(t)
)
δt+

√
2DT δt w, (2.8)

Table 2.1: Biophysical parameters characterizing the two-cell (typical values from [5, 6, 7]).

Quantity Interpretation Experimental values

σ Cell size 10-100 µm

T Temperature 250 C

D0 Thermal Diffusivity 25 µm2/min

Deff Effective Diffusivity 3− 50 µm2/min

E Young’s modulus 0.5− 33 kPa

ν Poisson ratio 0.3 - 0.5

P Contractility 10−14 Nm

Table 2.2: Simulation parameters and their meaning.

Parameter Interpretation Definition Simulation values

DT Diffusivity Deff/D0 0.1-10

α Cell-cell interaction P 2ϕ(ν)/(EkBTσ
3) 0.1-100

ksteric Self-avoidance kσ2/kBT 103 − 104

In equation (8), w is a random two-dimensional vector with components each drawn at

every time step from a normal distribution with mean zero and standard deviation of unity.

We simulated several trajectories of cell A (N = 1000 trajectories, cells have diam-

eter σ = 1 in scaled units), under the influence of the central stationary cell B (also having

diameter σ = 1). The simulations were conducted in two different geometries as described

below. To study the contact frequency between two-cells and explore the systematically

explore the role of the elastic potential, we simulated cell A moving in a confined square

box of size 12σ with the stationary cell B at the center of the box. Cells reflect from the
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box surface when they encounter it and thus are restricted to remain within the simulation

domain.

In order to calculate the number of contact in due course of the simulation, we

define a contact radius 1.5σ from the centre of the stationary cell, and we consider a contact

if the centre of the test cell lies within the contact radius. The cell can come out of the

contact radius and re-enter, increasing the number of contacts. The time step used in these

simulations is dt = 0.0001 and total number of steps in this simulation is 107, i.e. a cell

trajectories were followed for a total time of T = 1000.

On the other hand for calculating cell dispersivities, and specifically the mean

squared displacement (MSD) of cell A, we used periodic boundary conditions and a periodic

potential. This corresponds to cell A moving in a periodic domain and interacting with a

regular square lattice of multiple stationary cells (images of B) separated uniformly by a

distance 12σ. The time step used to integrate equation (7) in these simulations is also

dt = 0.0001 and total number of steps in this simulation is 107, i.e. a cell trajectories were

followed for a total time of T = 1000. The mean square displacement MSD was calculated

by tracking trajectories of cell A (the same as tracking N = 100 cells). As before, cell A is

initialized randomly inside the same square box of length of 12σ, but outside the contact

radius. Cells that move out of the domain are reintroduced into the domain in a manner

that respects periodic boundary conditions and the appropriate symmetries.

In this case since r ≡ xex+yey is the relative distance between the cells, the mean

square displacement is calculated by the equation,

MSD(τ) =
1

N

N∑
α=1

⟨[xα(tR + τ)− xα(tR)]
2 + [yα(tR + τ)− yα(tR)]

2⟩ (2.9)

where τ is the delay time, and the summation is over each cell trajectory (indexed by α)

and extends over the full number of trajectories N = 100. The delay time is varied and the

averages are obtained by choosing different values of the reference time tR as is normally

done.

The MSD is thus an average over time and also an average over realized cell

trajectories. We also note that the mean square displacement in (9) is written as a function

of the delay time τ that may be interpreted as an effective observation time over which the

cell motion is observed.

The mobility of cell A reflects the properties of the microenvironment created by

cell B and by the substrate. For instance, a cell that moves with constant speed for small
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times (say ∼ T1) and undergoes a diffusive random walk when observed over long times (say

∼ T2) will exhibit different slopes for τ < T1 and for τ > T2. The exponent characterizing

the dependence of the MSD on the delay time provides information as to whether the motion

is sub-diffusive (exponent < 1), diffusive (exponent = 1), or super-diffusive (exponent > 1).

It is constructive to study the expected MSD for cell A in the absence of cell B.

In this particular case, since A is purely diffusive, the MSD has the simple form valid for

diffusion in two dimensions MSD(τ) = 4DT τ . Deviations from this expression arise due to

the mechanically induced inter-cell interaction and thus quantify the extent to which cell

B perturbs the dispersion of cell A. For instance transient or persistent trapping of cell A

will result in the MSD scaling sub-linearly with τ .

2.4 Results

2.4.1 Cell-cell contact frequency is controlled by matrix elastic interac-

tions

Motivated by experiments which show that two cells make repeated contact and

withdrawals on soft substrates, with contact frequency dependent on the substrate stiffness,

we measure the total number of contacts of the motile cell (A) with the stationary cell (B)

in our model simulations. As indicated earlier, the simulated cells are initialized randomly

inside the box, but outside of a pre-defined contact radius around the stationary cell. The

total number of contacts between the cells is counted over a fixed period of time i.e. T =

1000. It should be remembered that the cells are confined to stay within the square domain

during the course of the simulation.

Cell A’s movement is governed by an attractive elastic potential induced by the

stationary, central cell and its own random motion, described as an effective diffusion.

Additionally when the cell encounters the bounding wall of the square domain, it reflects

(moves away) from it. Overall, random noise encapsulated in the diffusion coefficient causes

A to move towards or away from B in an unbiased manner. The attractive potentialW being

isotropic and spatially varying suggests that there is a critical radius of influence (dependent

on both α and DT ) within which forces due to the attractive potential dominate diffusion

and significantly influence the trajectory of cell A. This effect results in the cell getting

closer to cell B, eventually entering this zone of influence.

To carefully study how elastic interactions (α) and random diffusion (DT ) each
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A

Figure 2.4: Number of cell–cell contact events measured in a fixed interval of time depends strongly

on the elastic interaction parameter. A contact event is identified as cell A coming within a prescribed

contact radius of cell B with cell A initialized randomly in a certain area around cell B. Thus the

number of contact is be interpreted as the average number of contacts of the two cells. The number

of simulation runs conducted were 50 for each combination of DT and α. The dashed curves are

guides to the eye illustrating the trends seen with increasing values of α. Diffusion is the major

factor in governing the number of contacts for low values of α. For higher α, the attractive potential

increases the probability of the cell to stay near the contact radius and controls the number of

contacts. Trajectories for highlighted data points (1)-(4) are shown on the right. The box plots

show the distribution of contact numbers. The lower and upper bounds of the box are the first and

the third quartiles respectively, while the line in middle is the median. The lower and upper limits

of the dashed lines are the minimum and maximum number of contacts observed for cells for each

combination of α and DT . The simulation was run for a total time of T = 1000 and updates in cell

position were made every δt = 0.001.

influence this process, we first systematically calculated the number of contacts by α, while

keeping DT constant at three different values, DT = 1, 2, 5. (Fig. 2.4). As illustrated by

the dotted lines which serve as a guide to the eye, the behavior is highly non-monotonic.

For small α, the number of contacts increases with increasing α, then reduces to 1 at high

α. The position of the peak increases with increasing DT . The initial increase in contacts

is due to the increased directional movement of the test cells towards the central cell. The

decrease in the number of contacts for very high values of α is expected since the attractive
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Figure 2.5: Number of cell–cell contact events in a fixed interval of time (T = 1000) plotted here as a

function of the scaled effective diffusivity, DT , which represents the random motility of cell B. Here

we show how the number of cell–cell contact varies for three different elastic interaction strength

values, α, corresponding to substrates with three different stiffness. The highlighted points numbered

from (1)-(4), show representative cell trajectories over long times and highlight how varying α and

DT can yield states where the cells are in close proximity most of the time (low DT , high α) or

states where cells interact rarely (high DT , low α). Interpretation of the box plots is the same as

in Fig. 2.3. The simulation was run for a total time of T = 1000 and updates in cell position were

made every δt = 0.001.

potential is strong enough to overcome the effect of diffusion. In this case, the motile cell

is unable to move away from and makes stable contact with the stationary cell. For α = 5

and DT = 1 (trajectory 1), the test cell spends most of the time exploring space rather

than near the stationary cell, which also reduces the number of contacts.

Upon increasing α to 10 (trajectory 2) the radius of influence increases, increasing

the duration of contact and thereby increasing contacts. On further increasing α to 20

(trajectory 3), the test cell is tightly adhered to the stationary cell which allows only one

single contact. Note that the statistics for the high DT and low α regime are influenced

by the confinement. Cells in this particular limit frequently escape the region of influence

and wander away only to return again after encountering the wall and diffusing away. For

instance, the number of contacts for DT = 5 and α = 0.1, combines the effect of repeated

escapes from the region of influence and repeated returns due to confinement. Since the



CHAPTER 2. MATRIX STIFFNESS MODULATES MECHANICAL INTERACTIONS
AND PROMOTES CONTACT BETWEEN MOTILE CELLS 25

size of the box is fixed, the increase in number of contacts with DT for α = 0.1 is still a

signature of diffusive effects dominating the attractive potential.

We next investigated the effect of increasing diffusivity on the number of contacts

for constant α (1, 10 and 20). Results from this set of simulations are shown in Fig. 2.5.

The red dotted line serves as a guide to the eye highlighting the trend observed. We

see a steady increase in cell-cell contacts with diffusivity. Without diffusion, the test cell

shows unidirectional motion towards the central cell and remains in contact throughout the

simulation. Increasing diffusion increases the chance of test cell to go out of the radius of

influence and come back again (trajectories 3 and 4).

Overall combining the results shown in Fig. 2.4 and 2.5, we conclude that the

number of contacts is maximized at an optimal value of the elastic interaction strength. If

the elastic strength is too high or too low, the cell either makes stable contact or is too

motile to make too many contacts. This optimal value scales with the diffusivity, which is a

measure of the cell motility in our model. We note that these are precisely the behaviours

seen in experiments on two-cell interactions and motility suggesting that purely long-ranged

mechanical cell-cell interactions suffice to predict the contact frequency and the effective

duration for which two cells can remain close to each other. This is important because for

short-range interactions and specific biochemical recognition mechanisms to be initiated,

cells have to first be drawn together. Our results suggest that mechanical interactions may

play an important role in first getting cells close to one another in order for subsequent

attractive or repulsive cell-cell direct interactions to then turn or and control subsequent

dynamics. Taken together, our simulations suggest that elastic interactions can lead to

stable contact between initially distant cells.

2.4.2 Cell motility characteristics depend on elastic interactions

To quantify the long-time statistics of the motility of cell A in the elastic potential

field generated by cell B, we analyze the mean squared displacement (MSD) as given by

equation (9) from simulation. The metric MSD measured in terms of a delay time τ contains

information about the short time mobility of a cell, the long time mobility of the cell, and

additionally provides signatures of capture and trapping effects. Specifically, the slope of

the mean square displacement can be used to extract effective exponents that provides

insight on the relative importance of diffusion and elastic attractive interactions. We plot

the MSD in Fig. 2.6 for DT = 2 and α = 0.1, 1, 5, 10, 20, 100. For α = 0.1, 1, 5, 10, we find
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Figure 2.6: Mean square displacement (MSD) as a function of the delay time interval τ (calcu-

lated from Equation 9), for the motile cell A is shown. Here we explore the variation in the MSD for

various values of substrate-mediated elastic interactions, α. The diffusivity DT is held constant for

these simulations with DT = 2. Other diffusivities were explored (results not shown). At low elastic

interaction strengths, α, corresponding to stiff substrates, the cell shows a purely diffusive trajectory,

whereas at higher values of α, the motile cell is captured by the strong attractive interaction from

the stationary cell, resulting in a flattening of the MSD (blue curve). At an intermediate interaction

regime (green curve), the motile cell makes repeated contact with the fixed cell but is never fully

captured.

that the slope is close to 1, which suggests diffusion drives the motion of the cell and the

attractive potential is not strong enough to influence the movement of the cell. For higher

α, we observe a transition towards sub-diffusive behavior at τ ∼ 0.5. At α = 20 (green

line), the curve shows a significant decrease in slope at τ = 2, the time scale for which a

test cell in average encounters the central cell for the first time and stays in contact for a

while, as shown by trajectory 3, Fig. 2.5. The slope then increases again, but remains less

than 1 suggesting a sub-diffusive behavior in the long run. At α = 100 (blue line), the MSD

saturates after initial diffusion to a zero slope which suggests that the motion is bounded,

and it can only explore the circumference of the stationary cell.
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2.4.3 Elastic interactions lead to effective capture of motile cell
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Figure 2.7: Capture statistics of motile cell. (A) Probability that cell B is inside contact radius

as a function of time. (B and C) The dependence of steady state capture probability, Pss, i.e.

the fraction of cells captured within the contact radius after a long time interval, on simulation

parameters. (B) shows the dependence on diffusivity,DT at different values of the elastic interaction

parameter, α, whereas (C) shows the dependence on α for different values of DT . (D) The steady

state capture probability, Pss, data can be collapsed into a single master curve, when plotted vs.

the key parameter, α/DT , the strength of the elastic interactions relative to the diffusivity. This is

expected since our model steady state is a thermal equilibrium with effective temperature set by the

noisy cell motility, DT , and the competition between attractive interactions and noise dictates the

number of cells (cell trajectories) captured vs. the number that escape.

Fig. 2.4-2.6 suggest that the motile cell A (as it explores space and samples the

potential field over its various trajectories) is attracted to the stationary cell with the

attracting force increasing with decreasing distance r. Acting in tandem and superposed on
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this aspect of the motion is diffusion that allows A to wander away from B multiple times.

Therefore, we next explore the statistics of this capture process. Capture mechanisms

underlying and influencing these statistics are potentially relevant for timescales of contact

formation between initially well-separated motile cells that then form confluent monolayers,

such as in mesenchymal–to–epithelial transitions during tissue morphogenesis [142]. In order

to understand how parameters α and DT affect this phenomenon, we tracked the number

of cells inside the contact radius over the course of the simulation. The probability of

cells inside the contact radius reached a steady state at time t < 100 for all parameters

(Fig. 2.7A). Keeping α constant and increasing DT the probability of cells being inside

the contact radius decreases (Fig. 2.7B). The steady-state probability Pss increases with

increase in α for constant DT (Fig. 2.7C). To understand the relationship between Pss

and both α and DT , we investigated Pss for the ratio α/DT and showed that they remain

constant for this ratio.

Plotting Pss vs α/DT , the strength of the elastic interactions relative to the dif-

fusivity, we find that the data can be collapsed into a single master curve (Fig. 2.7D). The

collapse of our data and the master curve plotted in Fig. 2.7D is expected; the competition

between attractive interactions and noise meanwhile dictates the relative numbers of cells

that are captured vs cells that escape.

Fig. 2.7 motivates thinking about the moving cell as exploring a special region

where substrate mediated elastic cell-cell interactions dominate. This region has a char-

acteristic of influence equal to the distance from the stationary cell at which its elastic

attractive tendency approximately balances the random noisy movements of the motile cell.

Here we use a simple balance to estimate this radius of influence. Working in dimensionless

units, we note that the dipolar interaction potential fall off as α/r3, while the effects of

the randomizing diffusion – scale as kBT = µTDT . Balancing these yields a length scale

(for mechanical interaction) ℓM ∼ (α/µTDT )
1/3, which explicitly shows the importance of

the α/DT parameter. Thus, a stronger α from deformations exerted by the stationary cell

(corresponding to softer substrate stiffness, or higher contractility) and lower random move-

ments of the motile cell, DT , leads to a larger radius of influence. This in turn implies that

the probability of being captured within the contact radius increases because the stationary

cell can influence motile cells over a larger area.
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2.5 Discussion and future extensions to other forms of inter-

actions

2.5.1 Anisotropic cell-cell elastic interactions

For polarized cells, that orient their cytoskeletal fibers and contractility along

some principal axis, the cell-cell interaction potential is not isotropic. The individual cells

on an elastic medium behave as force dipoles, with interaction potential energy having

both attractive and repulsive regions that depend on mutual orientation of the two cells

and their separation vector [130], as detailed in Appendix A. The force experienced by

the motile cell has both radial and tangential components depending on its position and

orientation relative to the central cell, and its direction is sensitive to the Poisson’s ratio

of the elastic medium [143]. Thus, trajectories of cell A interacting with stationary cell

B when the fully anisotropic interaction potential (Equation A1 and A2, Appendix A) is

included will differ from trajectories observed in isotropic potentials. The difference arises

in part due to an additional torque that reorients cell A to preferentially align with cell

B as it moves towards it. Nonetheless, qualitative nature of the capture process and the

observation of an effective region of influence will still remain valid.

We would like to point out here that the term anisotropy of the interactions is

coupled to the directionality of the dipole axis quantifying the contractile stresses exerted

by the focal adhesions on the underlying substrate. The substrate by itself is still treated

as a homogeneous linearly elastic isotropic material; the anisotropy specifically refers to the

fact that cell-cell interactions are not not just dependent on the inter-cell distance but also

on the relative angles between the their dipole axes. This is important for instance, in cells

that vary their direction of motion slowly, or equivalently bleb and change their direction of

motion very slowly. In this scenario the directions each cell is moving along is as important

as the inter-cell distance (see Appendix A).

To illustrate this we simulated the equilibrium orientation of uniformly spaced

(pinned) test dipolar cells on a square lattice which are kept fixed in a square box of length

10σ. The Poisson’s ratio of the simulated substrate is 0.3 and α is 40. Results are shown

in Fig. 2.8. None of the cells overlap with the central stationary cell; they may rotate to

reorient their dipole axis but are restricted from translating. We re-iterate that the cells

on the lattice do not mutually interact with each other, but are only meant to illustrate
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normal to dipole axis
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along dipole axis

Figure 2.8: Dipolar cell orientation and trajectory The equilibrium orientation of contractile

cells fixed in position, but free to reorient, and that are uniformly distributed in a square box of size

10σ, are depicted by two arrows (red) pointing towards each other. Each cell is influenced by the

central stationary cell B (green) and not by each other. Two possible trajectories of cell A (blue and

black) are recorded for DT = 0.1, α = 40 for total time T = 500 with time steps of dt = 0.001. The

cells did not have any self propulsion or rotational diffusion. The Poisson’s ratio ν of the substrate

was considered 0.3 for this simulation

the interaction of a test dipolar cell A placed at different spatial locations with the central

stationary cell B. We note that fixed cells adjust the axis of their contractile dipoles in

accordance to the potential field due to cell B (the dipole axis of B is fixed). Superposed

on this are two trajectories corresponding to two cells that are freed from constraints and

allowed to rotate and translate in response to the two-cell potential and thermal noise. The

two cells start from their equilibrium orientation - i.e, they are first held pinned and allowed

to reorient until the dipole axis attains a static value and then the pinning constraint is

removed. Cells in the close vicinity of the central cell’s orientation axis exhibit a nearly linear

motion to the pole of the fixed cell (trajectory in black). Cells away from the orientation

axis take a longer route to come in contact with the central cell (trajectory in blue). The

common attribute in both trajectories is that they prefer to adhere to the central cell’s pole,

that is cell A as it moves towards B also continuously reorients in a manner that brings it

into alignment with the cell B’s polar axis (the axis of the dipole).
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2.5.2 Extensions to near-contact biochemical or bond interactions

In many realistic biological settings, cell-cell interactions are mediated by several

different modalities, sometimes with parallel intercellular signaling events occurring to-

gether. The interplay between these different modalities is still unexplored. In addition to

long range mechanical interactions, cells may sense other cells by short-range mechanosen-

sation and adhesion mechanisms including ligand based bond interactions, by biochemical

signalling and other molecular recognition mechanisms [113], by haptotaxis [114], as well

as by responses to specific molecules or signals put forth by neighboring cells [118, 116].

A salient example is that of immune cells that can sense and respond to biophysical cues

— from dynamic forces to spatial features — during their development, activation, differ-

entiation and expansion as well as to biochemical cues. The biophysical signals modulate

immune cell functions including leukocyte extravasation, macrophage polarization, T cell

selection and T cell activation [144, 145]. Meanwhile cell-cell interaction between cells in

close proximity may be impacted strongly by biochemical interactions. In lymphocytes, T

cell receptors and B cell receptors recognize antigens and activate effector functions that

combine chemical and mechanical features. In general, near-contact encounters between

cells may be positive (attracting) as between T lymphocytes and B cells, or negative (re-

pulsion) as occurs between IL-1-producing macrophages and endothelial or immune cells.

The agent based Langevin equation model here provides a foundation to analyze

some forms of these biochemical or near-contact interaction mechanisms. As an first ex-

ample, we consider integrin-ligand interactions that are hypothesized to mimic catch bonds

[146, 147, 148, 149]. In previous work, one of the authors analyzed the kinetically driven

capture of a cell (such as a leukocyte) by binders attached to a stationary surface [150]. In

the context of the two interacting cells discussed here, similar near-contact binding interac-

tions can be simulated by positing a distribution of bonds (with attachment and detachment

probabilities/rates drawn from detailed mechanochemistry) on the surface of each cell. If

mechanochemistry dictates that binders interact when the inter-cell distance is ℓB, then for

soft to moderate substrates, we may expect ℓB ≪ ℓM . That is, mechanical interactons are

crucial in enabling close contact between cells first before the binder interactions kick in

and either capture (attract) or deflect (repulse) the cell. A detailed model for this process

is a part of current work.

As a second example, we consider motile cells that are elastically coupled, and
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biochemically coupled through chemical agents and matching receptors. A specific exam-

ple related to cultured microglia - the immune cells of the brain - where a number of

chemical markers (e.g. α5-integrin) are left behind on the substrates as cells move with

these surface bound degradable markers serving as signaling agents guiding two-cell inter-

action [114, 115, 116, 117, 118, 119]. This process by which microglia exhibit haptotaxis

by following these chemical signal trails trails they generate may also be studied by cou-

pling equations (1)-(7) or more generally equations (A1-A6) to a scalar equation for the

time-dependent concentration field of these chemical markers. The limiting case where

mechanical interactions are absent has been addressed earlier (see for instance, [114]).

Finally, the computational framework introduced and analyzed here can be ex-

tended to study durotaxis – that is, the modification of cell motility by variations in sub-

strate elasticity at the single cell or tissue level and the motion of cells towards higher

stiffness regions [151, 152].

2.6 Summary

Using our model for cell contractility and motility, we computed several metrics of

experimental relevance such as number of cell–cell contacts, the mean square displacement

of a motile cell in the presence of elastic deformations induced by a cell in its vicinity,

and associated capture statistics resulting from attractive interactions between two such

cells. In each case, we predict how the computed metric depends on the elastic properties

of the substrate, captured in the interaction parameter, α ∼ 1/E, and on cell motility,

captured by the effective diffusivity, DT . Our results support the hypothesis that cell-cell

interactions with purely mechanical origins can lead to mutual contact without requiring

specific chemical factors to guide their motility. Our model also predicts that substrate

stiffness is an important control parameter in guiding cell motility and forming multi-cellular

structures.

Similar to the observations for pairs of endothelial cells mechanically interacting

through the compliant substrates [5], we find that the motility and number of cell-cell

contacts are lowered at large α, corresponding to softer substrates. This is because the

elastic deformations of the substrate, and therefore, the cell–cell attractive interactions are

stronger compared to the random motility. As observed in experiments, we also find that at

intermediate interaction strength, the cells can make repeated contacts and withdrawals as
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shown in the contact number measurements. For very stiff substrates, that is low interaction

strength, we find the cell remains diffusive and can migrate away from the stationary cell

and does not make frequent contacts. Our findings would therefore suggest an optimal

substrate stiffness at which contact frequency is maximal. These trends are also reflected

in the MSD measurements. Unlike the experiment, we don not find diffusive MSD for the

strongly attractive case, but the MSD turns sub-diffusive, suggesting perhaps that such

high interaction strengths were not probed in the experiment.

Biologically, altered motility and contact formation can be relevant for forming

stable adhesive contacts between cells and tissue development, including that of blood

vessels during vasculogenesis [153]. In our approach and in formulating the minimal model,

we made several simplifying assumptions in the model (stated in section 2), including using

a purely attractive and isotropic potential instead of the dipolar potential relevant for

elongated and motile cells. Fig. 2.8 illustrates how the position and orientation of the

motile cell with respect to the stationary cell leads to qualitatively different trajectories

when the interaction potential is dipolar. Such an anisotropic potential is expected to lead

to end–to–end alignment and contact formation of a pair of cells. With multiple cells,

larger scale structures such as chains and networks of cells can result [130]. The influence

of cellular motility on these structures will be the topic of a future study.

Cells are typically soft with values of estimated elastic moduli approximately equal

to the range we have used here for the substrate stiffness. One may ask how the nominal

cell stiffness or elasticity enters the model and the range of validity of the model. We note

that, our model by itself holds for stiffer substrates as far as the response is that of a linear

elastic material. With regard to the manner by which cell properties are implemented in the

agent-based model, we point out that the underlying theoretical model that forms the basis

of our agent based simulations treats the cell as a line dipole exerting contractile stresses

on the substrate. In this minimal framework, properties of the cell such as its stiffness and

the variation of the contractile stress with both cell properties (such as type and stiffness)

are encapsulated in the dipole strength.

To improve on this further, we briefly consider recent advances that shed light

on how cell (cortical) stiffness, the mechanical properties of the focal adhesion regions and

alignment of intracellular structures affects the dipole strength. Recent work paints a com-

plex and tightly coupled picture. (a) Cell elastic modulus is not a constant but dynamically

and continuously altered dependent on substrate stiffness and topography (see [154] for
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instance). (b) Thus the coupling between surface stresses, substrate stiffness, and focal

adhesion dynamics is emergent and cannot be predicted apriori. It was recently shown in

experiments using mouse embryonic fibroblasts [155] that vinculin regulates force trans-

mission to the substrate and that vinculin and focal adhesion area did not correlate with

traction force magnitudes at single focal adhesions, and this was consistent across different

ECM stiffness and cytoskeletal tension states. Vinculin residence time varied linearly with

applied force for stiff substrates; this was disrupted on soft substrates. (c) There is strong

indication that local stiffness and alignment of intrafiber aggregates in the cell-substrate

contact area are important. Vargas et. al [156] hypothesize that the point at which sub-

strate stiffness becomes as high as that of the cell-cell interface corresponds to configurations

where cell-substrate biophysics may dominate. (d) Atomic force microscopy (AFM) inden-

tation measurements of cells cultured on deformable substrates suggest that cells adapt their

stiffness to that of their surroundings. Recent work [108] probed the elasticity of microglial

cells and fibroblasts cultured on soft matrices mimicking the mechanical properties of the

physiological cell environment. Combining analytical estimates from Hertz contact theory

with detailed finite element modeling, they found that cell stiffness was rather insensitive

to substrate stiffness. These studies indicate that significant work still remains to be done

to clarify the roles played by cell stiffness and substrate stiffness.

In this paper, we used a minimal model where microscopic details are coarse-

grained. More detailed models and descriptions of cell and substrate deformation can be

included if needed using finite element methods coupled with mechanochemical models

that take into account detailed deformation history of the substrate and the cell-substrate

region. The advantages of complementing experimental studies with modeling approaches as

discussed in this paper is that hard to realize parameter regimes may be easily investigated.

Furthermore, the role of different physical parameters may be clearly studied in isolation; a

feature hard to achieve in an experimental setting. Understanding the mechanistic aspects

of cell-cell interactions as done here has implications for regenerative medicine and tissue

engineering and will guide and inform experiments exploring how cells communicate with

each other in the process of organizing and moving collectively.



Chapter 3

Collective states of active particles

with elastic dipolar interactions

This chapter is reproduced from our published article in Frontiers in Physics.

3.1 Introduction

Active matter typically comprises autonomous agents, biological or synthetic in

origin, that harness internal energy sources to move [157, 57]. These agents often undergo

complex interactions with each other and their surrounding media that influence their col-

lective behavior [158]. Mammalian cells that move by crawling on elastic substrates such as

tissue and constitute a canonical example of biological active matter in complex media, can

cluster into persistently moving or rotating flocks [159]. These cells locomote by adhering

to and exerting mechanical forces on their elastic extracellular substrate which they actively

deform [94, 95]. The overall motility is guided by the cell’s interactions with its substrate

as well as with other cells [160]. Cell-cell interactions can include mechanical interactions

mediated by their mutual deformations of the surrounding elastic substrate [5, 161]. This

is particularly the case in dilute cell cultures where cells are not in direct contact. On the

other hand, in dense active matter systems such as in confluent epithelial cell monolayers,

direct cell-cell interactions including steric interactions can dominate [162]. Mechanical in-

teractions through a material medium are by their nature long-range and are expected to

govern the collective states of active particles[163], and enrich the large–scale phenomena

such as phase separation that arise purely from motility [164, 165].

35
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Mechanobiology experiments with adherent cells cultured on elastic hydrogel sub-

strates [1, 134], suggest that substrate elasticity may provide a robust route to long lived

and long ranged cell-cell interactions. Indeed, cell culture experiments indicate that cells

exert measurable forces on their neighbors, either through direct cell-cell contacts, or indi-

rectly through mutual deformations of a compliant, extracellular substrate [50, 166]. The

substrate-mediated elastic interactions between such cells has important implications for

biological processes such as self-organization during blood vessel morphogenesis [131] and

synchronization of beating cardiac muscle cells [167, 125, 124, 168]. The overall motility of

spatially separated cells is expected to depend on cell-cell mechanical interactions. This is

revealed by experimental observations of substrate stiffness-dependent interactions of pairs

of motile cells [169, 170].

In general, active particles endowed with a dipole moment are expected to interact

at long range with each other while also propelling themselves. Passive dipolar particles

such as ferromagnetic colloids at equilibrium will align end-to-end into linear structures

such as chains or rings [171, 172]. At higher densities, the chains intersect to form gel-

like network structures [173]. Topological defects in the networks such as junctions and

rings are expected to affect the phases of passive dipolar fluids [174, 175]. When powered

by chemical activity, dipolar colloidal systems exhibit self-assembly that depends on both

the long-range, anisotropic interactions, as well as active motion, as revealed in recent

experiments [176]. Such structures have also been studied in simulation in the context of

active dipolar particles representing auto-phoretic colloids [177, 178], as well as swimming

microorganisms [179] such as magnetotactic bacteria [180]. In related theoretical studies,

constrained or bundled chains of self-propelling colloidal particles [181, 182, 183, 184] have

also been shown to exhibit collective instabilities. Elasticity mediated interactions are

seen to play critical roles, with the competition between mechanical interactions, steric

interactions and activity determining the eventual dynamical behavior.

Here we build a minimal model of interacting elastic dipoles that is inspired by

the mechanobiology of animal cells that actively deform their elastic substrate, while also

exhibiting persistent motility. The starting point is the observation and deduction that

contractile deformations of the underlying substrate originate from the elastic dipolar na-

ture of stresses exerted by the cell on the substrate [185]. We show that incorporation

of these substrate-mediated interactions offers a robust way to the formation of compact,

and relatively stable collective states. Our model combining active self-propulsion of the
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particles with their long-range dipolar interactions applies to a general class of experimen-

tally realizable systems, including synthetic colloids endowed with permanent or induced

magnetic or electric dipole moments [186]. By performing Brownian dynamics simulations

on a collection of such dipolar active particles, we demonstrate the rich array of collective

states that they can self-organize into. In particular, strong dipolar interactions promote

end-to-end alignment of active particles, leading to self-assembled, motile chains. These

chains can then further self-assemble into a hierarchy of larger-scale structures.

3.2 Model

Our model system consists of soft, repulsive, active Brownian particles (ABPs)

[187, 188] in two dimensions (2D), that interact at long range through elastic dipolar in-

teractions and strongly repel when they overlap. We have previously studied a simple

isotropic interaction model valid in the limit where the propulsion direction was decoupled

from the magnitude of cell-cell interactions [189]. Here, we analyze a more general model

that accounts for the anisotropy of cell interactions, expected for the elongated shapes

characteristic of migrating cells

The basis of elastic interactions between model cells is illustrated in Fig. 3.1. The

schematic Fig. 3.1a shows the typical scenario of an adherent cell on top of an elastic

substrate. The internal cytoskeletal machinery of the cell comprising actin stress fibers and

myosin II molecular motors generates contractile mechanical forces, that are communicated

to the external substrate through cell-substrate focal adhesions [190]. In a minimal, coarse-

grained description, the traction force distribution of an elongated cell with a long axis

a and exerting a typical force F at the adhesion sites, can be modeled as a force dipole

with dipole moment Pij = Fiaj . The theory of continuous elastic media then determines

that the distribution of forces from multiple cells will lead to a restoring stress σ in the

medium, that satisfies a force balance [191], ∂jσij = −∂jpij , where the net dipole density,

pij(x) = ΣαP
α
ijδ(x−xα) is the sum of traction forces exerted by each point-like cell dipole,

here labeled by an index α. In modeling cells as point-like dipoles, we ignore their finite

size, an assumption that is valid only at “far field”, i.e. at distances large compared to

cell length. While this is not strictly the case in our simulations, a more general model

accounting for finite separation of the cell forces is expected to lead to qualitatively similar

interactions [168].
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Figure 3.1: Elastic interactions between model cells on a substrate. (a) Schematic of adherent cell on

an elastic substrate. (b) 1D spring model illustrating origin of elastic interaction potential between

two contractile dipoles. The elastic energy stored in the medium corresponding to the deformation

of springs depends on the relative placement of the dipoles. In particular, placing a contractile dipole

in a region where the medium is already expanded by the other dipole can help to reduce the overall

deformation of the medium. This leads to a strain-dependent interaction potential between the two

dipoles. (c) Representative spatial maps of the interaction potential Wαβ between two dipoles, from

the solution of the strain field for the full linear elastic problem of forces exerted on the surface of

a semin-infinite medium are showm. The interaction potential corresponds to the work done by a

point-like dipole in deforming the substrate in the presence of the strain created by the other. The

potential maps shown here are for a pair of contractile force dipoles of fixed orientation. The second

dipole is free to translate but held parallel (left) or perpendicular (right) to the central dipole which

is placed at the origin and aligned along the x-axis. The contour lines show how the potential decays

in space, whereas blue and red regions correspond to attractive (Wαβ < 0) and repulsive (Wαβ > 0)

interactions, respectively.

By considering two dipoles Pα and Pβ, we can show that the work done by a dipole

β in deforming the elastic medium in the presence of the strain created by the other dipole

α, is given by [6]: Wαβ = P β
iju

α
ij(x

β). This minimal coupling between dipolar stress and

medium strain represents the mechanical interaction energy between dipoles. The strain

in the elastic medium created by dipole α at the position of the dipole β is given by the

gradient of the displacement, uij(x) =
1
2(

∂ui
∂xj

+
∂uj

∂xi
) and can be calculated using standard

methods in linear elastic theory [191]. This is detailed in the Methods section, where we

follow the treatment introduced in Ref. [6]. The mechanical interaction between a pair of
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force dipoles is illustrated by the schematic in Fig. 3.1b in the form of a 1D series of springs

representing the effect of the elastic substrate. While the springs underlying the contractile

dipoles are compressed, the springs between them are stretched. By moving to different

positions in the medium for a given position of dipole α, the dipole β can reduce the net

substrate deformation energy by compressing regions stretched by dipole α. This leads to

a substrate deformation-mediated elastic force on the dipole β,

fβ
el = −

∂Wαβ

∂xβ
= −P β

ij

∂uαij(xβ)

∂xβ
j

, (3.1)

given by the gradient of the strain induced by the other dipole, where the strain therefore

acts as a potential. While the expressions vary in detail, this physical interaction between

elastic dipoles considered here is analogous to the interaction of an electric dipole with the

electric field induced by another dipole. A similar reciprocal force results on dipole α, since

the interactions are based on an elastic free energy. The physical origin of this force is

the tendency of the passive elastic medium to minimize its deformations in response to the

active, contractile forces generated by the cells. This generic mechanical interaction between

dipoles is not limited to cells [6], but also occurs for passive inclusions in an elastic medium

[192]. Experimentally, hydrogen atoms in metals were shown to diffuse and distribute

themselves according to configurations dictated by these elastic interactions [193].

Pairwise dipolar interactions are anisotropic and depend on both the distance

between and relative orientations of the two particles with respect to their separation axis.

Insights into the nature of the elastic interaction potential between a pair of force dipoles,

may be obtained from Fig. 3.1c where we plot spatial maps of the interaction potential

Wαβ for two cells with fixed orientation. To plot these functions, we choose a reference

contractile force dipole α that is fixed at the origin with its axis along the −x direction,

i.e. whose dipole moment has purely the Pxx component. A second test dipole β interacts

with the reference dipole according to its position and orientation. The red (blue) regions

in the potential maps in Fig. 3.1c represent repulsion (attraction) which arises from the

substrate strain. Here, we use the convention that stretched (compressed) regions have

positive (negative) strain, while compressive dipole moment is negative. While the map on

the left corresponds to parallel alignment, that on the right maps the interaction potential

for perpendicular alignment of the two dipoles. In this example, we fix the orientation of

the second dipole to be either parallel or perpendicular, and therefore it couples to either

the uxx or the uyy component of the strain according to Eq. 3.1. In general, the dipoles can
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also rotate and change its relative orientations. In particular, while the favorable parallel

configuration shown here leads to end-to-end alignment of the dipoles, the unfavorable

perpendicular configuration will lead to mutual torques that tend to orient them in the

favorable parallel configuration. The elastic material comprising the substrate is treated as

homogeneous and isotropic with shear and compression modulii proportional to the Young’s

modulus E, and a Poisson ratio ν that provides a measure of its compressibility [130]. While

the Poisson’s ratio can in principle have the full range −1 < ν < 1/2 in linear elasticity

theory, the figures plotted here correspond to ν = 0.11.

The interaction potential and model dynamics are detailed in the Methods Sec-

tion 3.4 in Eq. 3.4-Eq. 3.7. As shown in Fig. 3.2a, the ABPs – here termed particles – are

modeled as circular disks of diameter σ, each particle being endowed with a dipole moment

and a self-propulsion direction n̂. The orientation of n̂ is aligned with the dipole axis (shown

as the bold black line). This assumption is reasonable for motile cells with elongated shape,

but is not necessarily satisfied for all cell types, where higher force multipoles may be rele-

vant [170]. Particles are assumed to self-propel with a speed v0. This phenomenologically

models the movement of cells which require internal cell forces arising from actomyosin

activity as well as the remodeling dynamics of the cell-substrate adhesions, not explicitly

modeled here. Additionally, the motion of each particle is subject to forces and torques

arising from dipolar interactions with other particles, as well as a random stochastic force.

This latter mimics the effect of the thermal environment surrounding the particles, and

leads to diffusive effects in both orientation and spatial position of the ABPs.

Since we are motivated by adherent cells on elastic substrates whose contractile

traction forces act as elastic dipoles, a cutoff distance of rcut = 7σ (red dashed circle in

Fig. 3.2a) is imposed on the long range dipolar interactions. The choice of a cut-off length

for interactions is consistent with experimental observations that cells can interact with one

another via mechanical signalling at distances that are up to a few cell lengths away [5, 167].

In addition to the long-range interactions mediated by the elastic substrate, cells may also

interact via short-range interactions. Here we introduce short-range steric repulsion using a

mechanical model using compressive springs that discourage overlap between neighbouring

particles. Specifically, two particles in close-contact exert a repulsive elastic force on each

1This choice ensures end-to-end alignment of dipoles and provides interactions seen not just in cells but
also in other types of active matter that feature particles with magnetic or electric dipole moments. The
interactions at ν > 0.3 have a different symmetry and can result in more complex structures such as short
rings without any electric or magnetic analogs [194].
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Figure 3.2: Overview of agent based simulations of active Brownian particles (ABPs) moving in the

x-y plane and interacting mechanically via elastic deformations induced by contractile, active force

dipoles. (a) An elongated cell with traction forces distributed around its long axis is modeled as a

disk-like particle endowed with a dipole moment. (b) Each ABP has a dipole axis represented by

the bold black line and an in-plane self-propulsion direction represented by the gold arrow. These

particles move on a linearly elastic, thick, flat substrate, on which they exert contractile dipolar

stresses. Substrate deformation due to one particle is sensed by neighbouring particles. These

dipole-dipole elastic interactions are confined to particles within a cutoff distance rcut = 7σ (shown

as the dashed red circle). Particle overlap is penalized by a short range steric repulsion. They are

confined by steric repulsions along the top and bottom walls shown by the thick lines, while being

free to move through periodic boundaries shown by the thin lines. (i) Simulation snapshot shows

that weakly interacting particles do not stick to each other and move as independent entities. As

the elastic dipolar interaction parameter A increases, the particles self-assemble into long chains

((ii)-(iv), zoomed view shown). The flexibility of the chains and fluctuations in the mean curvature

both decrease with increasing values of the interaction parameter. The colors represent the self-

propulsion direction of each particle, as indicated by the color wheel.

other when the center-to-center distance is less than the rest length σ of these springs.

The ensuing dipolar interactions, when strong enough relative to the stochastic

noise, cause end-to-end chaining of the particles along their dipole axis. Examples of this

chaining process are seen to occur in our simulations and representative snapshots are shown
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in Fig. 3.2c. As expected intuitively, increasing interaction gives rise to stronger alignment

resulting in chains that are progressively less flexible. The effective elastic bending modulus

of these chains that determines the fluctuations of the backbone contour of the chained

ABPs is thus higher with increasing interaction strength.

To illustrate the bulk behavior of interacting ABPs as well as the effect of confine-

ment on emergent collective patterns, we simulate a few hundred of these particles in a box

confined in the y− direction, and periodic in the x− direction. The confining boundary is

lined by repulsive springs of the same type used to penalize particle overlap, and keeps the

ABPs from escaping the simulation box. This setup mimics a channel geometry typically

used in cell motility experiments [195] and is used in other works on simulations of ABPs

under confinement [196, 197, 198]. We focus on the physical barriers to cell motility and not

interfaces in the elastic medium. In principle, such elastic interfaces can lead to additional

elastic torques and forces on dipoles by inducing “image forces” [6], but this is outside the

scope of the present work. One way to realize this type of confining boundary that does

not induce stresses in the elastic medium is to culture cells on a large and thick slab of

hydrogel with uniform elastic properties, but micropattern a specific region of the substrate

with ligands to which the cells can adhere – a common technique in mechanobiological cell

culture studies. [1]

The important nondimensional control parameters in the model are the elastic

dipole-dipole interaction strength A, the active self-propulsion velocity characterized by a

Péclet number,. Pe, and the packing fraction, ϕ. The packing fraction used in simulations

below is typically either ϕ = 0.08 or 0.25 corresponding to relatively dilute regimes, except

in a narrow channel geometry where we go up to ϕ = 0.75. Definitions and physical

interpretations of these parameters are provided in the Methods Section 3.4.

3.3 Results

3.3.1 Characteristic states of active dipolar particles: chains, polar bands,

clusters and networks

We first explore the possible collective structures that result from the combination

of active self-propulsion with dipolar attraction and alignment. We explore the parameter

space of activity (given by the Péclet number, Pe) and strength of dipolar interactions

(given by the effective elastic interaction parameter, A) for two representative systems: one
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Figure 3.3: Simulation snapshots of active particles with short range steric repulsions and long-range

elastic dipole-dipole interactions as a function of effective elastic interaction A = P 2/Eσ3kBTeff and

Péclet number Pe = σv0/DT. Particles are confined in the y-direction, while they experience

periodic boundary conditions in the x-direction. They are colored according to their self-propulsion

direction n̂, and coded based on the color wheel. Motile particles at low effective elastic interaction

collect into clusters at the boundaries. Strong elastic interactions promote network formation at low

activity. Strong elastic interactions paired with high activity gives rise to active polymers and polar

bands.

dilute and the other semi-dilute. We show representative snapshots of the steady states of

the simulations by coloring the particles according their orientation. Collections of these

snapshots as well as the color wheel corresponding to particle orientations are shown in

Figs. 3.3, where the packing fraction ϕ ≈ 0.25, and Fig. 3.4, where the packing fraction

ϕ ≈ 0.08.

We see from figure 3.3 that at both low motility and weak elastic interactions(A =
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Figure 3.4: Simulation snapshots of active particles at low packing fraction - The interaction pa-

rameter A ≡ P 2/Eσ3kBTeff and Péclet number Pe ≡ σv0/DT define the collective behavior of the

particles. Particles are confined in the y-direction, while they experience periodic boundary con-

ditions in the x-direction. They are colored based on the direction of n̂, as indicated by the color

wheel. At low interaction parameter A = 10, the particles remain isolated and diffuse. At high Pe,

more particles get collected at the confining boundary. At higher values of the interaction parameter,

A, particles form chains. The typical length of the chains is seen to decrease with increasing Pe. At

very high interaction parameter, A = 200, networks with multiple branches form at low Pe, while

chains aggregate into polar clusters at Pe = 10. Although the particles in the cluster are oriented

in opposite directions, the cluster is stable and moves in the direction given by its overall polarity.

Again at very high Péclet, Pe = 100, the particles in the chains are oriented in the same direction.

1), particles do not form any ordered structures but are distributed uniformly in space, over

the utilized simulation time. As motility is increased (Pe ≥ 10), particles are seen to clump

up at the boundary with their orientation vectors facing the wall at which they are localized.

This is a familiar result of confined active Brownian particles (ABPs) wherein these tend
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to point towards the wall until their orientation is sufficiently randomized by the rotational

diffusion[199]. As elastic interactions are dialed up such that the motions resulting from the

dipolar interactions are much stronger than the stochastic diffusion of the system, structures

characteristic of dipolar interactions emerge. In the case of low particle motility (Pe = 1),

and high elastic interactions, we see a branched network form. In the case of intermediate

motility (Pe = 10), networks are broken down into a single traveling cluster. In the former

case, the particles comprising any given chain can either be oriented parallel (0) or anti-

parallel (π) with respect to one another as the dipolar interaction is head-tail symmetric. In

the latter case, networks form at short timescales and are compressed into one motile cluster

at long timescales. This motile cluster contains numerous defects (shown by their different

color) - particles oriented anti-parallel to the direction of cluster motion - caused by the

earlier stage of network formation. Lastly, in the case of high particle motility (Pe = 100),

particles assemble into traveling flexible chains which predominantly move parallel to the

confining boundary and undergo inter-chain collisions in the bulk. Much of our forthcoming

analysis is focused on these highly ordered, yet highly dynamic, structures.

At low packing fraction (Fig. 3.4), for A = 10 the elastic interaction between the

particles is low and they diffuse around in the simulation space which is in contrast to what

we see for higher packing fraction (Fig. 3.3) where particles show alignment with weak

attraction. Accumulation of the particles can be seen at the confining boundaries which is

attributed to the activity of the particles. Upon increasing the elastic strength to A = 50,

formation of chains has been observed. At Pe = 1, long and branched chains of particles

are formed. Increasing motility leads to a decrease in length of the chains and an increased

polarity. At even higher elastic strength of A = 200, long chains with multiple branches

are seen for Pe = 1. At increased activity, the chains stick to each other and form an

ordered cluster that moves coherently in the direction determined by the net polarity of the

constituent particles.

3.3.2 Pair correlations reveal spatial organization of active chains

To quantify the spatial distribution of particles around their neighbors, we calcu-

late the pair correlation function, g(r, θ), the probability of finding a neighboring particle

at a distance r in a direction θ from the central agent’s orientation axis. We calculate this

quantity by averaging over the positions of all agents over time, and binning every other

agent according to its separation vector (both distance and angle) from the current central
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Figure 3.5: Angular dependent pair correlation function is affected by both motility and elastic

interactions. Strong elastic interactions promote pair correlation peaks at (r, θ) = (σ,0) , (σ,π). At

Pe = 1, these are the only prominent peaks in the pair correlation function. Motile activity gives

rise to secondary peaks at roughly (r, θ)=(σ,π3 modπ), (σ, 2π3 modπ) as the preeminent structures are

bundles of offset traveling chains. Weak elastic interactions broaden the pair correlation distribution.

In this case, motility breaks head-tail symmetry and peaks can be seen at multiple integers of particle

diameter at the head (θ = 0 axis).

agent. Finally the distribution is normalized such that g(r, θ) approaches 1 for distance

r going to infinity. We then analyze the peaks in (r, θ) space. Fig. 3.5 shows four such

distance and angle dependent maps in the space of motility and elastic interaction. Elas-

tic interactions localize the peaks of the pair correlation function. When motility is low,

particles form branched networks and the primary configuration of particles is in straight

chains. In this case, there exists two prominent peaks in the pair correlation function at

(σ,0) and (σ,π). When both motility and elastic interactions are high, particles form into

flexible traveling chains that have a tendency to join one another in a parallel fashion with

an offset - a configuration that is energetically favorable to the elastic interaction and can

be seen prominently in the simulation snapshot corresponding to A = 100 and Pe = 100 in

Fig. 3.3. In this case, the primary peaks still occur at (σ,0) and (σ,π), but secondary peaks

are present at (σ,π3 mod π) and (σ,2π3 mod π), indicating the offset parallel band structure.
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Low elastic interactions constitute the more familiar case of collections of repulsive ABPs.

In this regime, the head-tail symmetry characteristic of the elastic interactions is broken

as particles are more likely to encounter other particles along their direction of propulsion

[200]. There exists a single prominent peak at the head of the dipole that monotonically

decreases on either side of the head axis. Increasing motility in the ABP system adds lay-

ers to the single peak function in integer multiples of particle size σ as collision frequency

increases.

3.3.3 Activity and elastic interactions promote orientational order

At higher interaction strength, A, and higher motility, Pe, we see chains that move

parallel to each other forming polar bands at high density (top right of Fig. 3.3). Since chains

are elongated objects, a collection of them can give rise to orientational order, similar to

active nematic and polar states that result from active, anisotropic particles [157]. This type

of order commonly seen in active matter comprising suspensions of cytoskeletal filaments

and motors [201]. To quantify the orientational order in these cases and to distinguish from

the individual ABPs under confinement, we measure the nematic and polar order for these

states. The magnitude of the nematic order parameter is defined as an average over the

orientation of all particles, S ≡ 2⟨cos2 θ⟩ − 1, where θ is the angle between a particle’s

orientation and the average director. In this case, the global alignment direction is parallel

to the confining boundaries given by the x− axis. The nematic order tells us how well

the dipoles are aligned, without distinguishing between the head and tail and contains no

information about the motility direction. To quantify the oriented motion, we calculate the

polar order, whose magnitude is given by, |p| ≡
√
⟨nx⟩2 + ⟨ny⟩2, where nx and ny are the x

and y components of the orientation vector, n̂, respectively. This quantity is higher if the

particles are oriented in the same direction, in addition to being aligned. While nematic

alignment is encouraged by the passive dipolar interactions, active motility induces polar

order.

Fig. 3.6(a,c) shows the global nematic order in time and Fig. 3.6(b,d) shows the

time averaged spatial map of the polar order parameter, calculated by subdividing the

simulation box into regions of dimension 3.75σ x 3.75σ, for both ABPs and traveling flexible

chains. In the ABP system, the global nematic order is small due to the tendency of particles

at the walls to be oriented orthogonal to the wall and those in the bulk to be oriented parallel

to the wall, as well as the presence of orientational fluctuations from rotational diffusion.
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Figure 3.6: Elastic interactions promote global nematic order and local polar order. (a) Global

nematic order, measuring the overall alignment of the particles’ dipole axes, vs. time for low effective

elastic interaction and high activity. Average global nematic order is negligible for these parameters.

(b) Global nematic order vs. time for high effective elastic interaction and high activity. The system

quickly gains a persistent global nematic order parameter near unity because the chains align parallel

to each other. (c) Spatial distribution of time averaged polar order, where grid size is 3.75σ x 3.75σ,

measuring the overall orientation of motility for the particles, for a characteristic run at low effective

elastic interaction and high activity. Particles accumulate at the boundary and exhibit polar order

along that boundary. This order rapidly decays away from the boundary and there is virtually no

polar order observed in the bulk. (d) Spatial distribution of time averaged polar order, where grid

size is 3.75σ x 3.75σ, for a characteristic run at high effective elastic interaction and high activity. A

polar order near unity is observed at the boundary and persists into the bulk where near the middle

of the channel |p| ≈ 0.3.

Traveling flexible chains of dipolar particles exhibit a global nematic order close to unity as

all particles in this system tend to point along a director parallel to the confined boundary.

Spatially resolving the average of the magnitude of the polar order parameter gives us a

picture of particle alignment at a smaller length scale. ABPs exhibit polar alignment at

the boundary. This alignment quickly diminishes and no polar order is seen in the bulk.

Traveling chains form bands at the boundary such that p > 0.7 up to 6σ away from the

wall. The polar order of these flexible chains drops off far less drastically in the bulk than
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the ABP system.

3.3.4 Transport properties of active chains are distinct from single par-

ticles

a

c

b

d

𝐴 = 10 𝐴 = 100 

Figure 3.7: Mean-Squared Displacement or MSD vs. time interval, for 100 particles in a square

simulation box of 30σ. Due to confinement of particles in y-direction, MSD is plotted separately for

x and y components of displacement. (a), (b) MSD along unconfined direction: for A = 10, particles

are super-diffusive at short time scale and diffusive at longer time scale, where the crossover time

scale is determined by the Péclet number (Pe) of the particles. At A = 100, particles align themselves

to form chains or clusters. At low Pe, the particles show sub-diffusive behavior at shorter times

and ballistic behavior at longer times. At higher Pe, the ballistic behavior of particles is observed

at all time scales. (c), (d) MSD along confined direction: particles reach the confining boundary

at shorter times for high Pe number, and also at low elastic interactions A. At higher A, particles

chain up and move predominantly parallel to the confining boundary.

The mean-squared displacement or MSD is a typical metric that quantifies how
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motile entities cover space in time. In Fig. 3.7, we report the MSD for simulations with a

packing fraction ϕ ≈ 0.08 in a square box of size 30σ, corresponding to the structures shown

in Fig. 3.4. Given the confinement along one direction, we calculate the MSD separately for

the confined (y-) and unconfined (x-) directions. The unconfined MSD, ⟨x2⟩, for particles

with low elastic interaction e.g., at A = 10 , shows similar trends to individual active

Brownian particles [202]. At short time intervals, individual ABPs propel persistently in the

direction of their orientation, leading to ballistic behavior. In Fig. 3.7a, we see such behavior

at very short time scales which gave way to super-diffusive behavior at intermediate time

scales, where particles are slowed down by collisions with other particles. At sufficiently

long time scales, the particles are diffusive as the rotational diffusion randomizes their

orientation. Increasing Péclet number increases the timescale for super-diffusive behavior

as the persistence time is longer.

We see qualitatively different regimes in the MSD for particles with stronger in-

teraction in Fig. 3.7b. At interaction strength A ≥ 100, which leads to formation of long,

stable chains, we observe larger-scale structures such as branches, clusters and networks in

the simulation snapshots shown in Fig. 3.4. In this case, the particles show sub-diffusive

behavior at shorter time scales when they are still moving individually in an uncorrelated

manner and beginning to form these structures. On the other hand, at longer time scales,

they cluster into larger scale structures that move coherently in a specific direction like polar

flocks, giving rise to a ballistic behavior. The crossover from subdiffusive to nearly ballistic

behavior occurs earlier for higher Péclet numbers. At higher particle motility, we obtain

ballistic behavior for all time scales. The resulting behavior is thus qualitatively different

from single ABP behavior, which show a crossover from persistent to diffusive motion at

timescales longer than the persistence time (∼ Pe). Here, on the other hand, the long time

behavior is dictated by large-scale, polar structures that self-assemble irreversibly and move

persistently at long times.

The MSD in the confined direction, ⟨y2⟩, plateaus off at long times, both for the

individual ABPs (Fig. 3.7c) and the larger scale structures (Fig. 3.7d). The time scale to

reach a plateau in the MSD corresponds to the time it takes an entity to reach the confining

walls from the bulk of the simulation box. Thus, ⟨y2⟩ reaches a plateau at a shorter time

scale for highly motile particles, as compared to the less motile ones. Due to the confining

wall in the y-direction and strong alignment with neighboring particles at A = 100, the

particles line up into chains that orient and move parallel to the confining walls, and not
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as much in the y-direction. Thus, ⟨y2⟩ for A = 100 reaches the plateau later than for the

A = 10 case, for corresponding values of Pe.

3.3.5 Collisions of active chains reveal stable, mobile structures
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Figure 3.8: Interaction of two motile chains (Supplementary Movie (Supplementary Movie 8). Two

straight chains of 10 particles each are initialized to approach each other at an angle of π
3 and also π

(“head-on”) at Pe = 1 and 5. At Pe = 1, a ‘Y’ junction forms for an approach angle of π
3 whereas

at Pe = 5, an ‘eye’ ( two junctions) occurs. Upon head-on collision, a longer fluctuating chain with

negligible net motility results at Pe = 1, and a propelling, buckled shape is observed at Pe = 5.

Insets at the top corners represent the approach of the chains. Color represents angle of orientation

of particles. The arrows indicate progression in time and suggest that the configurations are both

stable and motile.

We observe from simulations at low packing fraction (Fig. 3.4) that once particles

self-assemble into chains, these can intersect to form junctions and get organized into larger-
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scale polar structures. We now explore in more detail the inter-chain interactions responsible

for this self-organization. To do this, particles were initialized in an ordered chain and

oriented in the same direction. Two such chains were oriented initially at different angles

to control their approach direction, as shown in the insets in Fig. 3.8.

At A = 200 the junctions formed by chains depended on the Péclet number and

the angle and position of approach. The ‘Y’ junction was the most observed for all Péclet

number, which is formed from when the second chain attaches itself at the middle of the

first chain (Figure 3.8, top left). An ‘eye’ (Figure 3.8, top right) is formed from two closely

spaced ‘Y’s, which is observed for higher Péclet number, Pe = 5 and 10 and when the

chains are oriented in the same direction. Again, at low particle motility Pe = 1, the chains

upon colliding head on form a longer and more rigid chain (Figure 3.8, bottom left). On

the other hand, at Pe = 5 chains show buckling upon undergoing head on collision which

leads to a propelling ‘necklace’ (Figure 3.8, bottom right). At even higher Péclet number,

the force between the particles is overpowered causing particles to detach from a chain and

thereby creating defects. All these cases have been observed for A = 200. These junctions

are also observed at lower elastic strength A = 50 and 100, but were unstable giving rise to

many defects. Chains may interact with each other in a head-tail fashion which results in

a stable longer chain. Chains with multiple defects have also been observed to form these

‘Y’ and ‘eye’ structures at A = 200 and Pe = 1 (Figure 3.4).

3.3.6 Stronger confinement in narrow channels reveals polar clustering

dynamics

In our system of traveling flexible chains comprised of strongly interacting and

highly motile dipolar particles (A = 100, P e = 100), bands that form along the confining

boundary are relatively stable compared to those that form in the bulk. The latter are sub-

ject to more frequent collisions with other traveling chains. In order to gain understanding

of these chain collision dynamics, we confine the same number of particles into a channel of

width Ly = L
3 , where L is the box size of our original simulation space, in order to induce

more frequent and global chain-chain collisions. In this system we find a cyclic tripartite

state dynamic. As shown in figure 3.9a, at some point, the particles with orientations +x

become well mixed with particles with orientations −x. The particles will then separate

into lanes according to their polarity so that they can move unimpeded. These lanes will

then collide which initializes another well mixed system and the cycle repeats.
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This effect of colliding lanes can be seen quantitatively by tracking the magnitude

of the polar order parameter averaged over boxes of width 3σ and height 2.5σ in time shown

in figure 3.9b. The well mixed system has an average polar order parameter of p ≈ 0.2.

The system then phase separates into lanes with average polar order parameter ≈ 0.6.

The +x and −x lanes collide and the resultant combination has an average polar order

parameter ≈ 0.4. When the channel is sufficiently wide, collisions between opposite lanes

is less common, and the average polar order is bolstered by persistent polar chains at the

confining boundary as seen in Fig. 3.9c.This time dependent formation and disbanding of

polar structures is consistent with bead spring simulations of semiflexible filaments in the

high activity regime [203].

3.4 Methods

Here, we present the equations governing the motion of the active motile particles

discussed earlier and their interaction via the elastic substrate on which they move. In our

model, we treat the particles as circular active Brownian particles (ABPs) that interact

with other particles via long-range substrate modulated interactions and direct short-range

particle-particle steric contact interactions. Long range interactions arise as each ABP

exerts a contractile stress dipole P on the flat, semi-infinite, linearly elastic, isotropic sub-

strate, thereby inducing strain fields which induces an effective force on nearby particles.

For simplicity, we assume that the dipole axis is coincident with the direction of motion

of the particle. For instance in an elongated cell, the force dipole axis coincides with the

orientational axis of the cell, that is also the direction of self-propulsion.

In the derivation that follows we use Einstein summation convention over the

Latin indices, while Greek indices are used to label the particles. Consider a particle α

that deforms the substrate. The work done by the associated dipole, Pα in deforming the

substrate in the presence of the strain created by a second dipole Pβ (generated by a second

particle β) is given by [6],

Wαβ = P β
ij∂j∂lG

αβ
ik (rαβ)P

α
kl, (3.2)

where rαβ = rβ − rα is the separation vector connecting the centers of particles α and β

(Fig. 3.10) (c.f [185, 130]). The elastic half space or Boussinesq Green’s functionm that

gives the displacement field in the linearly elastic medium at the location of one particle
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Figure 3.9: Traveling chains in a narrow channel exhibit cycles of mixing, laning, and collision and

remixing. (a) Snapshots of a simulation where channel width has been decreased by a factor of

3. Dynamics of the system are encompassed by three cyclic states: A mixed state shown at an

arbitrary initial time t0, a phase separated laning state shown a short time after t0, and a collision

and remixing state shown a short time after the laning state. (b) Polar order averaged over boxes

of width 3σ and height 2.5σ versus time is shown to elucidate the three states described in (a). The

polar order for a mixed - laning - collision and remixing cycle are shown in the red circles. When the

system is well mixed, the average polar order is small (p ≈ 0.2). When the particles separate into

lanes, the polar order increases rapidly (p ≈ 0.6). When the lanes then collide and begin remixing,

the remnants of the bulk of the lanes provide polar order while mixed particles and the interface

between lanes decreases polar order (p ≈ 0.4). (c) Polar order averaged over boxes of width 3σ

and height 2.5σ versus time for three channel widths. Time averaged polar order, shown in dashed

horizontal lines, is similar for the Ly = 20 and Ly = 30 cases when collision dynamics occur in the

bulk, but non-interacting traveling chains line the boundaries. Time averaged polar order is smaller

for the Ly = 10 case as collision dynamics are global phenomena.

caused by the application of a point force at the location of the other is given by [191],

Gαβ
ik (rαβ) =

1 + ν

πE

[
(1− ν)

δik
rαβ

+ ν
rαβ,irαβ,k

r3αβ

]
, (3.3)

where E is the stiffness (Young’s modulus) and ν is Poisson’s ratio of the substrate. Given

the linearity of the problem, superposition of strain fields each of which is obtained by using
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Figure 3.10: Schematic of two interacting particles with all relevant angles and vectors labeled. n̂i

are unit vectors of force dipoles. θ′i are angles of force dipoles with respect to the lab frame x-axis. θα

and θβ are angles of force dipoles with respect to their separation vector rαβ which has components

rαβ,x and rαβ,y.

the Green’s function (1) appropriately provides the net displacement at a test position due

to particles around it.

Two particles in our model interact via a combination of pairwise long-range and

short-range interactions. The long range interaction forces originate from the substrate-

mediated, elastic dipole-dipole interaction potential, Wαβ. The short-range interactions

are steric in nature and prevent ABPs from overlapping. This functionality is achieved in

the framework of our model by linear springs that only resist compression. Taken together,

the total interaction potential between particles α and β can be written as,

Wαβ =
1

2
k(σ − rαβ)

2, when 0 ≤ rαβ < σ

=
P 2

E

f(ν, θα, θβ)

r3αβ
, when σ ≤ rαβ < rcut

= 0, when rαβ ≥ rcut. (3.4)

where k is the spring constant of the linear (repulsive) spring preventing overlap, σ is the

particle diameter (kept constant in our simulations), and rcut is a cutoff distance beyond
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which the dipolar interactions are neglected. The magnitude of each force dipole is taken

to be the same value denoted by P . The dependence of the pairwise dipolar interactions

on the orientations of the two dipoles with respect to their separation vectors, and on the

Poisson ratio of the medium, ν, is expressed compactly in the expression [130],

f(ν, θα, θβ) =
ν(ν + 1)

2π

(
3(cos2 θα + cos2 θβ − 5 cos2 θα cos

2 θβ − 1
3)− (3.5)

(2− ν−1) cos2(θα − θβ)− 3(ν−1 − 4) cos θα cos θβ cos(θα − θβ)
)
.

where cos θα = n̂α · r⃗αβ and cos θβ = n̂β · r⃗αβ are the orientations of particles, α and β,

with respect to their separation vector, respectively (Fig. 3.10).

Motivated by natural and synthetic systems to which our model is applicable, we

assume that the particles are in an over-damped viscous environment, and the inertia of the

ABPs can be ignored. We can then write the equations of motion governing the translation

and rotation, respectively, of particle α as,

drα
dt

= v0n̂α − µT

∑
β

∂Wαβ

∂rα
+
√

2DT ηT,α(t) (3.6)

and
dn̂α

dt
= −µR

∑
β

n̂α ×
∂Wαβ

∂n̂α
+
√

2DR ηR,α(t), (3.7)

where rα and n̂α are the position and orientation of particle α, respectively. In the equations

above DT and DR are the translational and rotational diffusivity quantifying the random

motion of a single particle, respectively. The viscous environment results in the translational

and rotational mobilities, µT and µR respectively. Random white noise terms ηT and ηR

have components that satisfy ⟨ηi,T(t)ηj,T(t′)⟩ = δ(t−t′)δij and ⟨ηi,R(t)ηj,R(t′)⟩ = δ(t−t′)δij .
Since the fluctuation dissipation theorem is not necessarily satisfied for a nonequilibrium

system, the translational and rotational diffusivity are independent of each other. However,

to reduce the number of free parameters and in the interest of simplicity, we assume that

DT = σ2DR and µT = σ2µR. This allows the definition of an effective temperature,

kBTeff = DT/µT . Finally we emphasize that each particle is endowed with the same dipole

strength, P , and self-propulsion velocity, v0, both of which are constant.

We now choose the cell diameter σ, the diffusion time, σ2/DT, and the effective

thermal energy that quantifies the strength of stochastic fluctuations, DT/µT , as physically

relevant length, time, and energy scales in our model. Solutions to the scaled dynamical
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model are then dependent on three non-dimensional numbers,

Pe =
v0σ

DT
, A =

µTP
2

Eσ3DT
, k∗ =

µTkσ
2

DT
(3.8)

where Pe is the Péclet number that is a measure of the self-propulsion in terms of the

diffusion of motile particles, A is an effective elastic dipole-dipole interaction parameter,

and k∗ is the nondimensional steric spring constant.

Nondimensional forms of the dynamical equations Eq. 3.6-3.7 are discretized and

numerically solved using the explicit half-order Euler-Maruyama method [204]. We use a

time step of ∆t = 10−4 for a total of 105−106 timesteps corresponding to a total simulation

time of 10−100. Each particle was initialized with a random position and orientation in our

simulation box of size Lx = 30σ and 10σ ≤ Ly ≤ 30σ with periodic boundary conditions

in x and confinement modeled by repulsive springs identical to those used for particle-

particle steric repulsions, with a fixed spring constant, k∗ = 104, placed along the top and

bottom walls. In our simulations, we want particles near each other to interact via the

elastic potential at every time step, and to ensure that the overlap of particles is minimized.

Furthermore, to ensure that the particles are not subject to unphysical repulsive forces, we

choose k∗ such that k∗∆t = 1. We show in the Supplementary Figure that the higher order

structures formed by the particles at different k∗ are qualitatively similar when the timestep

is appropriately rescaled. A and Pe are varied and analyzed in the Results section of the

text.

3.5 Discussion

We have shown the typical collective behavior that emerges when active particles

interact with each other as dipoles, using Brownian dynamics simulations. This minimal

model is inspired by collective cell motility on elastic substrates where the cell-cell interac-

tion is mediated by their mutual deformations of the passive substrate. While some of the

emergent collective structures have analogs in cell culture experiments, such as the network

organization of endothelial cells [153], our model is not intended to capture any specific

biological behavior. We expect the first tests of our model to happen in dilute cell culture

experiments that measure both pairwise cell interactions and substrate traction forces as in

Ref. [169, 170].

The passive dipolar interactions lead to the end-to-end alignment of the particles
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into motile chains, which can be mutually aligned into polar bands and clusters because

of their active motion. Polar chains that travel in opposite directions would be sorted

into bands that get out of each others’ way. These basic implications of our model, while

specifically demonstrated here for elastic dipoles, belong to a broader class of active particles

with dipolar interactions [177, 178, 205], and may therefore also be experimentally realized

in active colloids endowed with permanent or induced dipole moments [176, 206]. We note

that the symmetry of the elastic dipolar interactions is modified at higher Poisson’s ratio

[130], which is expected to result in structures such as active rings with rotational motion.

This richer behavior with elastic interactions is a direct consequence of the tensorial, as

opposed to vectorial nature of the elastic dipoles, in contrast with magnetic or electric

dipoles, and will be the subject of future study.

We further note that the mechanical interactions between cells in elastic media is

in reality expected to include effects not considered here including from the nonlinear elastic

properties of the substrate and nonlinear effects arising from the cells actively maintaining

mechanical homeostasis at their boundaries, such as by regulating their shape [137]. We

also ignore the elastic response of the cells themselves, which can give rise to additional

interactions similar to that between rigid inclusions in soft media [207].

We focused on the strong elastic interaction cases in the dilute regime, where the

self-assembly and dynamics of single chains can be studied. Since the chains are stable

in this regime, they resemble other active polymer systems [201], that typically arise in

gliding assays of biological filaments [208] or with synthetic colloids [172]. Polar bands are

also seen at a higher density of active polymers [203]. However, in our system where these

chains are self-assembled by dipolar interactions, multiple chains can stick to each other at

higher interaction strength, while they can also fall apart, when colliding at high motility.

By showing how a pair of chains interact with each other, we show the stable higher order

structures that form and contribute to the polar clusters seen at higher density. Although

not investigated in detail here, it will also be interesting to explore the bending dynamics of

a single active polymer [209, 210] and characterize how the bending rigidity increases with

dipolar interaction strength or decreases with particle motility.

To conclude, we note that our cell mechanobiology-inspired model also realizes

a new class of active matter with long-range dipolar interactions. The emergent self-

organization behavior distinct from the two typically studied pathways to the clustering

of active particles: motility-induced phase separation [164], and Vicsek-style models [211].
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In the latter, particle alignment is imposed in an agent-based manner, whereas here align-

ment emerges as a natural consequence of physical interactions.



Chapter 4

Elastic interactions compete with

persistent cell motility to drive

durotaxis

This chapter is reproduced from our published article in Biophysical Journal.

4.1 Introduction

Animal cells migrate by crawling on elastic substrates during many crucial biolog-

ical processes such as wound healing, tumor progression and tissue development [29]. Cell

migration is responsive to physical cues of their extracellular environment, such as extent

and degree of confinement and stiffness of the ambient material or the substrate [212]. Mi-

grating cells consume energy in the form of ATP to generate directed motion interspersed

with stochastic reorientations. Cell trajectories may thus be represented by active parti-

cle models [187], where “active” implies autonomous energy-consuming units that generate

their own motion. Collections of such active particles constitute out-of-equilibrium complex

systems and exhibit unusual statistical properties such as motility-induced phase separation

and accumulation at confining boundaries [213, 164]. The extracellular matrix of migrating

cells are typically heterogeneous in stiffness and geometry, which implies that cell migration

is influenced by mechanical boundaries. Motile cells may therefore be considered as living

active matter that interact with their complex environments [158].

60
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At the cellular scale, the actomyosin cytoskeletal machinery leads to coordinated,

directed migration, which manifests as persistent motion interspersed with speed and orien-

tation fluctuations on uniform two-dimensional substrates. The complex polarity processes

and protrusion formation can be effectively captured by the self-propulsion speed with a

characteristic persistent time scale, and the translational noise in phenomenological models

for cell motility [214]. As cells migrate, they exert traction forces on the underlying sub-

strate. These forces are generated within the cell by its actomyosin cytoskeletal machinery

and are communicated to the extracellular substrate through localized focal adhesions [49].

These traction forces can be significant and generate measurable deformation in the elastic

extracellular substrate [50, 51].

By actively deforming the substrate, cells sense geometric and mechanical cues in

their micro-environment, including material properties such as the substrate stiffness [215]

and viscoelasticity [216]. This gives rise to the possibility of long range cell-cell mechanical

communication mediated by mutual deformations of the elastic substrate [194], for which

there is mounting experimental evidence. For example, endothelial cells modulate their

pairwise inter-cellular contact frequency according to substrate stiffness [5], while forming

multicellular networks on substrates of appropriate stiffness [217, 153]. Recent theoretical

works show that both these trends can be quantitatively understood through substrate-

mediated cell-cell mechanical interactions [189, 218].

The cells may use these mechanical cues, in addition to chemical signaling that is

ubiquitous in biology, to direct their persistent migration [160, 219].

The observed preferential migration of cells along gradients in substrate stiffness,

usually towards stiffer regions, has been termed “durotaxis” [3, 220, 221]. Durotaxis has

been observed both in single cells in culture [222, 223, 224, 4], as well as in collections of

confluent migrating cells [225], including in vivo [226]. Small cell clusters have also been

observed to exhibit negative durotaxis and migrate towards softer substrate regions [227].

Durotaxis is influenced by matrix composition, as observed in the case of vascular smooth

muscle cells on fibronectin substrates but not on cells on laminin-coated substrates [228].

Suggested biophysical mechanisms for durotaxis include enhanced persistent cell motility

due to enhanced cell polarization on stiffer substrates [229], larger local deformation of the

softer substrate when the cell or collective is spread across a gradient resulting in overall

translation of the center of mass towards the stiffer side [225, 227], and more stable focal

adhesions on the stiffer side. While the higher persistence of cell motion on stiffer substrates
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may be rationalized based on the strongly polarized cell shapes in stiffer environments [230,

231], this does not address the important roles of cell traction forces exerted on the substrate,

and of cell-substrate adhesion, in driving durotaxis. Recent work using molecular clutch

models at the level of single cells or confluent tissue have explained durotaxis as arising

from stiffness-dependent cell-substrate adhesive interaction [225, 227, 232, 91]. However,

these mechanistic models do not lend easily to the evaluation of the statistical distributions

of numerous cell trajectories at long times.

Experimental measurements of time-averaged traction forces mapped to cell shapes

[134] suggest that stresses can be effectively resolved into a contractile force dipole acting

along a preferred axis [233]. Thus, traction force patterns exerted by a cell on underlying

elastic substrates may be modeled as a force dipole. This force distribution also satisfies

internal force balance [215] as required. Such a minimal theoretical description of traction

forces exerted by an adherent cell leads to a natural organization principle for cells in

compliant media [130]. By orienting along directions of maximal stretch, as well as moving

towards stretched regions of the substrate, a contractile cellular force dipole can lower the

elastic deformation energy of the substrate. This naturally leads to configuration-dependent

torques and forces that may drive directed motion or durotaxis of the cellular force dipole

near an elastic interface between a softer and stiffer region [6]. While this static theoretical

model predicts the alignment and attraction of the cell towards the stiffer region, it does not

address how a self-propelling cell with intrinsically noisy dynamics moves to this favored

configuration.

A complete description of durotaxis thus requires combining the elastic model for

cell traction-induced matrix deformations by adherent cells, with an appropriate model for

stochastic cell movement [170, 189, 234]. We consider here persistently motile cells that

move in a directed manner for a characteristic time before reorienting. Since migrating

cells generate protrusions that may be randomly driven by noisy internal signalling [235],

the motion of our model cells feature stochastic reorientations and velocity fluctuations

[214]. Cells are assumed to move persistently and exert traction along their long axis, such

that the the polarization coincides with their principal traction axis [236, 237]. We here

propose and study a general, phenomenological model that incorporates these key elements

to provide a statistical physics description of durotaxis.

Figs. 4.1(a) and (b), reproduced from Ref. [3], illustrate the scenario we wish to

analyze theoretically. The authors here examined the behavior of a fibroblast cell cultured
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Figure 4.1: Experimental motivation and model setup. (a, b) Isolated fibroblasts near inter-

faces between soft and stiffer regions of a polyacrylamide gel substrate (reproduced with permission

from Ref. [3]). (a) A cell approaching the interface from the stiffer side (left) aligns parallel to the

interface and remains in the stiffer region. (b) A cell on the softer side aligns normal to the interface

and eventually crosses over to the stiffer side.

on a deformable polyacrylamyde hydrogel substrate, and located near an interface separat-

ing a soft region from a stiffer region. When the cell is on the stiff side, it aligns parallel

to the interface and remains on the stiffer side. On the other hand, when the cell starts off

on the soft side, it aligns perpendicular to the interface and eventually moves and crosses

over to the stiffer side (not shown). This behavior may be understood by considering the

polarized cell as a force dipole acting along its axis of elongation [6]. When on the stiffer

side (Fig. 4.1(a)), the cell deforms the interface and the softer elastic medium on the other

side of the interface can easily displace, resulting in an effectively stress-free boundary con-

dition. Conversely, when the cell is on the soft side (Fig. 4.1 (b)), the rigid medium on
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Figure 4.2: Model setup. Schematic of a cell moving on a flat linear elastic substrate with uniform

stiffness (given by Young’s modulus E, and Poisson’s ratio ν) near a confining boundary. Clamped

or free elastic boundary conditions are employed to distinguish between the cell being on the softer or

stiffer region of the substrate, respectively. Unlike the experiment, the simulated cell is not allowed

to cross the boundary. Traction forces generated by the cell are reduced to a contractile force dipole

of strength P (red, inward pointing arrows) acting on the substrate. Cells are modeled as circular

discs (shown here as red circles) of diameter σ. The direction of propulsion p is assumed to be along

the cell dipole axis and makes an angle θ with the horizontal axis. The cell lies a horizontal distance

x from the boundary (the y axis). An excluded region of extent σ/2 (a lower limit) at the boundary

models confinement.

the other side undergoes minimal displacement at the interface, resulting in an effectively

clamped boundary. In fact, it was shown in Ref. [6] that when the interface acts as a

clamped (free) boundary, the effective elastic interaction potential between a cell dipole

and the interface computed by a full consideration of the virtual image stress distribution

required to satisfy the relevant boundary condition, yields an attractive (repulsive) force on

the dipole. Additionally, elastic interactions also result in a torque that orients the dipole

perpendicular (parallel) to the interface. This model based on cell response to substrate

strain is inherently long-ranged. It thus allows a cell to detect a sharp interface in substrate

stiffness from afar, without requiring it to sense both soft and stiff regions at the same time.

These local interactions may predominate when the cell is on a substrate with a continuous

stiffness gradient [221], or close to a step-like interface in stiffness, but are not included in
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Figure 4.3: Experimental motivation and model setup. (a,b) The spatial map of the elastic

interaction potential experienced by the cell as a function of distance from the boundary and the

orientation is shown for free and clamped boundaries, respectively. (c) The potential is plotted as a

function of distance for the control case representing pure confinement without elastic interactions

(solid black), the repulsive free boundary (dashed, brown) and the attractive clamped boundary

(solid, cyan).

the present work.

While this static model for an adherent cell provides a heuristic explanation for

single-cell durotaxis [6], we consider here the role of cell motility, in the presence of such

an elastic boundary interaction arising from cell traction. Unlike the original durotactic

experiment [3], we also choose to confine the model cell to either the softer or stiffer re-

gion. This mimics complex or micro-patterned environments and allows us to study the

interplay of motility,confinement and elastic interactions. The model setup of a cell moving

on an elastic substrate near a confining boundary is illustrated in Fig. 4.2. The substrate
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deformation-mediated elastic interaction potential experienced by a stationary cell is de-

picted in Figs. 4.3. The elastic potential as a function of the cell orientation is shown for free

and clamped boundaries in Figs. 4.3(a) and (b), respectively. These highlight the repulsive

and attractive nature of the interactions, as well as the favored parallel and perpendicular

orientations. Fig. 4.3(c) shows the long-range spatial decay of the potential away from the

interface in the clamped, free and “control” regions, the latter corresponding to only steric

interactions with the confining boundary. Using this model setup, described in more detail

in the next section, we seek to predict how statistical distributions of cells depend on the

persistent and stochastic aspects of motility, as well as the strength and nature of the elastic

interactions with the boundary.

4.2 Model for cell motility and elastic cell-boundary interac-

tions

The motion of each cell is modeled using Langevin dynamics in the overdamped

limit since inertial effects are negligible at the microscale. Each cell is treated as a disk of

diameter of diameter σ moving on a 2D xy-plane corresponding to the surface of an idealized,

infinitely thick elastic substrate. The state of each cell is defined by its position vector

r corresponding to the cell center, and unit orientation vector p associated with its self-

propulsion direction (Fig. 1(c)). Cells move with speed v0 in the direction p (with Cartesian

components (cos θ, sin θ)), and interact with boundaries through a potential U(x, θ) that

depends on the normal distance from the boundary x (see Fig. 4.3 -(c)), and on the angle

θ [6]. The equations that govern the dynamics of a cell modeled as an active Brownian

particle in an elastic potential are,

∂r

∂t
= v0p− µT∇U +

√
2DTηT(t), (4.1)

∂θ

∂t
= −µR

∂U

∂θ
+
√

2DRηR(t), (4.2)

where DR and DT are diffusion coefficients associated with orientational and translational

fluctuations of the cell’s principal axis and center of mass, respectively, while µR and µT

represent the corresponding rotational and translational mobility.

For passive bodies in an ambient viscous medium, mobility coefficients depend on

the medium’s viscosity and thermodynamic temperature, and are coupled via the body’s

geometry, through the Stokes-Einstein relationship [238, 239]. Living cells, however, being
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active and not at equilibrium, do not have to adhere to this constraint. Their self-propulsion

velocity can be resolved into a persistent as well as a stochastic part, the latter arising from

random protrusions created by cytoskeletal processes. Thus, in principle, the cell is free

to set effective translational and rotational diffusivities, DT and DR, independently. For

migratory cells, mobility coefficients arise from dissipative frictional mechanisms at the cell-

substrate interface. The friction can contribute additional terms due to memory and inertial

effects in the cell dynamics [240], while the statistics of the cell trajectory may deviate from

a persistent random walk [241] in 3D [242], effects which we ignore here for simplicity. We

include the effects of stochastic noise via the last terms on the right hand side of Eqs. (4.1)

and (4.2), ηT(t) and ηR(t) respectively, and correspond to white noise.

The boundary interaction potential includes contributions from cell-boundary in-

teractions mediated by the underlying elastic substrate, and an additional short-range steric

interaction term that prevents cells from penetrating the boundaries. Exact implementa-

tions of this steric interaction are discussed in Supp Note 1. The elastic potential arising

from the interaction of the cell force dipole with the substrate deformation (strain) it gen-

erates in the vicinity of the free or clamped boundary is of the form [130],

U(x, θ) = −
(

P 2

256πE

)
fν(θ)

x3
, (4.3)

where P is the strength of the cellular force dipole that is aligned with the cell major axis,

parallel to the direction of motility p, and fν(θ) = (aν + bν cos
2 θ + cν cos

4 θ) encodes the

angular dependence of the potential U that is separable in x and θ coordinates. Substrate

elastic properties affect the potential U through its dependence on the Young’s modulus E,

and the Poisson’s ratio ν. Specifically, the angular factor fν(θ) depends on the substrate

Poisson ratio via constants aν , bν and cν (see Supp. Note 1). Importantly, the constants

vary depending on the type of boundary condition - i.e., whether the boundary is free or

clamped. Exact forms of these from Ref. [130] are provided in Supp. Note 1. Subsequently,

we use a scaled form of the angular factor defined as f̃ν(θ) ≡ 50
256πfν(θ), such that f̃ν(θ) ∼ 1.

The spatial dependence of the potential may be rationalized as follows. The force

dipole exerted by the cell interacts with local deformation arising due to the presence of

the boundary. This strain field is generated by the associated “image” dipole configuration

required to satisfy the free or clamped condition on the boundary [243]. The strain created

by a dipole in an elastic half-space decays with distance as 1/x3, while it is linear in the

magnitude of the dipole moment, P . The dipole-dipole interaction potential therefore scales
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as P 2/x3. In writing down equations Eqs. (4.1), (4.2) and (4.3), we made a simplifying

assumption, valid for highly polarized cells such as fibroblasts, by identifying the dipole

axis with the direction of motion [229, 189]. The coarse-grained model of cell traction force

distribution as a force dipole is a far-field approximation, valid when the cell-boundary

distance is greater than the cell diameter.

Our model features four dimensionless parameters controlling cell trajectories:

Pe ≡ v0
DRσ

, A ≡ 1

50

(
µTP

2

EDRσ5

)
, B ≡ 1

50

(
µRP

2

EDRσ3

)
, D ≡ DT

DRσ2
. (4.4)

The Péclet number Pe quantifies the relative importance of directed self-propulsion and

random motion, and is a measure of persistent motion of the particles in the absence of

boundary potential U . Parameter A quantifies the strength of the force, while B quantifies

the strength of re-orienting torque, both acting on the cell due to cell-boundary elastic

interactions. Both parameters depend on the elastic properties of the substrate but are

notably independent of active self-propulsion. The factor of 50 in the definition of A and

B results from the angular average ⟨fν(θ)⟩ ≡ (1/2π)
∫ 2π
0 fν(θ)dθ = 1/50. In this work, we

set the substrate Poisson’s ratio to a representative value of ν = 0.3 [3, 244].

In general, A and B can differ in value depending on the specific mode of cell

migration. The ratio A/B is equivalent to (µT /µRσ
2). For a passive spherical particle at

equilibrium in a viscous medium, the ratio A/B = 1/3. For elongated rod-like objects, the

ratio depends on the aspect ratio and tends to 1/9 in the limit of infinitesimally thin rods

[245, 246, 247]. The case of cells on an elastic substrate is more complex. The values of A

and B can strongly depend on the internal mechanisms driving cell motility, an example

being internal changes in cell biochemistry that determine the direction of protrusions in

the cells.

To estimate A in cell culture experiments, we use the typical value for the traction

force of a contractile cell adhered to an elastic substrate F ∼ 10− 100 nN, with a distance

of σ ∼ 10− 50 µm separating the adhesion sites. This results in a force dipole moment for

a single cell, P = F ·σ ∼ 10−12−10−11 J [130]. Using typical values of substrate stiffness in

durotaxis experiments, E ∼ 10 kPa [4], rotational diffusion, DR ∼ 10−2 min−1 [231], cell size

σ ∼ 20 µm, and previously estimated translational mobility [218], µT ∼ 0.1µm/min ·pN−1,

we estimate A ∼ 1. By changing substrate stiffness and allowing for variation in cell types,

we estimate a typical range of A ∼ 0.1− 10, where A can be small on very stiff substrates.

Further using µR ∼ 10−4 µm−1min−1pN−1, we estimate B ∼ 1. We again estimate a typical
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range of B ∼ 0.1−10 by changing the substrate stiffness, where B is small on high substrate

stiffness.

We estimate Pe ∼ 0 − 10 based on typical cell migration velocities [231], v0 ∼
0 − 100 µm/hr. We choose to keep the parameter D = (DT /DRσ

2) fixed at 0 or 1 in our

simulations. The former simplifying choice corresponds to the regime of highly persistent

cell migration characterized by high Pe values, where the effective translational diffusion

results from cell reorientations, and is given by v20/DR. We also fix the size of the simulation

box to L = 40σ.

4.3 Results

4.3.1 Elastic interactions determine steady state distributions near free

and clamped elastic boundaries

Cells migrating through their complex extracellular matrix sense and respond to

physical cues [212]. They are expected to respond to both gradients in substrate stiffness

and confining boundaries. Theoretical models describing the statistical behavior of active

particles under confinement have been studied extensively in earlier works. These works

compute the density, surface density, polarization, and orientation distributions of active

particles between two parallel confining boundaries or at straight or curved boundaries

[196, 198, 197, 248, 249]. These studies show that statistical steady state distributions

depend strongly on particle activity, the shape of the particles, and the curvature of the

boundaries. Passive particles moving in a constant temperature, non-deforming medium

without persistent self-propulsion (Pe = 0), are expected to reach thermodynamic equilib-

rium and have uniform distribution between the boundaries that maximizes entropy. In

contrast, as Pe→∞, particles populate the boundaries at all times with the probability of

finding particles at the boundary tending to unity resulting in a diverging surface density.

The surface density also depends on the curvature of the surface [250].

Cell-boundary interactions mediated by an ambient material medium have also

been investigated in detail for a related class of microswimmer problems, including the

interaction of low Reynolds number microswimmers such as bacteria, algae and sperm with

boundaries [251, 252, 253, 254, 255, 256, 257, 258, 259, 260, 261]. Unlike the animal cells

studied here that act as contractile dipoles, free swimming organisms can act as pushers

(bacteria, and sperm) or pullers (algal cells). Far from interfaces, pushers generate extensile
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Figure 4.4: Spatial distribution profiles of single motile cell near free and clamped elastic

boundaries. Spatial distribution map of model cells for (a) free (A = B = 16, Pe = 8), and (b)

clamped boundaries (A = B = 8, Pe = 8), where the data points represent the occurrence of cells at

corresponding positions, sampled at regular intervals from multiple simulation trajectories. Insets

show a magnified view close to the boundary, at xb = σ/2, with arrows indicating the orientation

of the self-propulsion of the cell at each sampled position in its trajectory. In (a), the repulsive

potential from the free boundary results in a void region of extent ℓvoid, which cells are unable to

access. Cells close to the boundary are oriented parallel to it due to elastic torques (see inset).

In (b), the attractive potential from the clamped boundary causes accumulation of cells while the

elastic torque orients the cells perpendicular to the boundary (inset in (b)). In the inset in (b), the

pink dashed line shows the center of all the cells at x = 0.5σ.

force dipoles on the ambient fluid, while pullers exert contractile force dipoles. Additional

stresses on the fluid are generated in pushers due to “rotlet” dipoles arising from counter-

rotation of the cell body and the flagellar bundle. The presence of interfaces near swimming

cells results in wall induced forces and torques on these swimmers; these effects arise due to

the requirement that the overall fluid fields generated by the moving cells, and mediated by

the interface(s), satisfy appropriate boundary conditions – that is no-slip for solid walls, or

stress-free for free surfaces. Experimental studies on swimmers near surfactant-free, solid,

no-slip surfaces indicate that, irrespective of the type of dipolar swimmer, microorganisms

tend to accumulate near the interface albeit with varying orientations. Pushers tend to align

parallel to no-slip solid interfaces due to hydrodynamic torques, and swim along the surface
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Figure 4.5: Probability of finding motile cell dipoles near free and clamped elastic bound-

aries. (a,b) We quantify the localization of particles at the free (a) and clamped (b) boundaries as

a function of Pe for various values of A(= B). (a) For the free boundary, the localization at the

boundary decreases with A. The value of Pbound increases with Pe due to motility induced accu-

mulation at the boundary. At very high A, the particles cannot get close to the boundary leading

to Pbound = 0. Pe∗f corresponds to the critical value of Pe at which the cell’s motility can overcome

the repulsive boundary force and reach the boundary at any specific value of A. Pe∗f increases with

A (only shown for A = 4). (b) The localization at a clamped boundary increased with A. At low A,

the boundary probability Pbound increases with Pe, since faster cells reach the boundaries easily. At

higher values of A, cells stay at the boundary until reorientation events occurs. The high speed (high

Pe) leads to rapid escape, resulting in a sharp drop in Pbound. There is further increase in Pbound due

to persistence-driven accumulation. At very high A the particles don’t leave the boundary leading

to Pbound = 1. Here, Pe∗c corresponds to the critical value of Pe at which the cell’s motility can

overcome the attractive boundary force at any specific value of A. We note that Pe∗c increases with

A, the trend being shown here at A = 4).

exhibiting long residence times [251, 259]. Analyzing the competition between cell-wall

hydrodynamic attraction and rotational diffusion, Drescher et al. estimated characteristic

cell-wall interaction time scales and deduced that hydrodynamic wall-induced attraction

dominates provided the distance from the wall x < P (a/v0DR) where σ is the cell (body)

size, P is the hydrodynamic dipole strength, and v0 is the self propulsion speed. Contractile

pullers meanwhile have been observed to align perpendicular to the interface and remain

trapped until they can reorient and escape due to thermal noise or rotational diffusion
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arising from variations in the swimming mechanism [251, 262]. Interestingly, pushers are

theorized to be attracted to surfactant-free (clean) interfaces with the Stokes dipole oriented

and aligned parallel to the interface, for both free surfaces as well as for solid walls [259, 257].

In this work, we investigate the effects of cell-interface elastic and steric interactions

on the boundary and bulk distributions of active particles representing motile cells on elastic

substrates. Motivated by the process of single cell durotaxis across sharp gradients of

substrate stiffness as shown in Figs. 4.1a , we study the effect of elastic forces and torques

on the density and orientational distributions of motile cells at the confining boundary. We

carry out simulations of cell trajectories using the model Eqs. 4.1-4.2 for a range of values

of self-propulsion, Pe = 0.5 − 10, and elastic interaction strength, A(= B) = 0 to 20, that

were estimated in the model section for cell culture experiments. From these simulations, we

compute the probability of finding a particle at the boundary using Pbound = Nbound/Ntotal,

where Nbound is the number of occurrences of the particle at the boundary – that is, its

center is located at x = xb ≡ σ/2 after the instantaneous displacement/reassignment step

(Appendix C). Ntotal meanwhile is the total number of times the particle is observed.

To aid in the analysis and interpretation of results, we set D = 0, that is we

switch off translational diffusivity DT = 0, in our simulations. In the short time limit

relative to the persistence time D−1
R , this allows cells to localize and stay at the boundary

except when the directed self-propulsion drives them away. Over longer times however,

an effective diffusivity that is v20/DR arises due to the combination of self-propulsion and

re-orientations represented by rotational diffusion.

As a point of departure, we first describe the results in the absence of elastic

interactions with the boundary, A = B = 0. Geometric confinement prevents cells from

leaving the system in the direction normal to the boundaries. Consistent with previous

studies on non-interacting Active Brownian Particles (ABPs) [196], we observe localization

of cells at the boundaries, with the associated number densities at the boundaries (Nbound)

increasing with the Péclet number (Pe). To rationalize this, we note that increasing Pe is

equivalent to faster cell migration speed and more persistent motion (Fig. 4.5). Cells are

able to translate over longer distances due to decreased effects of diffusion. Once the cells

reach the boundaries however, they tend to remain there since they are oriented towards the

wall, until reorientation is caused by rotational diffusion over the characteristic timescale

∼ D−1
R . Upon reorientation, the cell’s orientation given by the polarization vector’s angle

is pointed away from the boundary, θ < π/2. If the cell’s self-propulsive force is strong
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enough to overcome the elastic attractive force, the cell escapes from boundary trapping

and moves back into the bulk. Increasing cell Pe decreases the time spent between the

confining boundaries which in turn increases their probability to be at the boundary.

Such localization at the boundary, while well-known for microswimmers (as previ-

ously described), and also for synthetic active particles, is yet to be demonstrated for crawl-

ing animal cells. We propose that this effect may be detected by tracking spatial probability

of cells in a dilute cell culture experiment where confinement is created by micro-patterning

the underlying elastic substrate into two discrete regions, only one of which favors adhesion.

The interface between these two regions will act as a confining boundary that restricts cell

migration into the unfavorable region where cells cannot adhere. Henceforth in this work,

we term this increased localization of cells at the confining boundary by purely kinetic

means, motility-induced accumulation (MIA).

The probability of a cell being at the boundary is strongly modulated by the nature

of elastic interactions in our model. Specifically, the sign of elastic interaction depends on the

type of boundary condition, clamped (i.e. “no displacement”) or free (i.e., “no stress”). For

stress-free boundary conditions representing an interface with a softer substrate, increasing

repulsive forces act on the cells as they approach the boundary. Therefore in this case,

cells are unable to reach the boundary and remain a distance away from it, see Fig. 4.4(a).

Furthermore, the torque from the elastic interaction induces cells close to the boundary

to align parallel to it, see inset to Fig. 4.4. Increasing the interaction parameter A (here

we set B = A) increases the length of the region over which the repulsive force acts and

reduces the probability of a cell being at the boundary. For A > 0 and low Pe, there is

no localization at the boundary, Fig. 4.5(a). Quantifying this localization by a probability

density of observing particles at the boundary we find from our simulations that for each

value of A, there exists a critical Péclet number Pe∗f at which the localization probability,

Pbound at the boundary becomes non-zero. For A > 0, increasing the Péclet number to

values larger than Pe∗f , increases the probability of the cells to localize at the boundary.

When Pe < Pe∗f , cells cannot reach the boundary resulting in a void region evident in

Fig. 4.5 (a). We find that Pe∗f increases with the interaction parameter A. This increase is

expected to be linear from force balance.

The situation is quite different for cells interacting with clamped boundaries. In

this case, cell-boundary elastic interactions are attractive and increasing A localizes more

cells at the boundary, Fig. 4.4(b). In addition, the elastic torque from the boundary orients
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cells orthogonal to the boundary, seen in Fig. 4.4(b) (inset). At low values of A (for A < 2),

we find that Pbound increases monotonically with Pe. This is a consequence of the enhanced

flux towards the boundary due to the higher speed (Pe), and the attractive potential that

traps the cells. For higher A (A > 2), and at low Pe, cells are strongly localized at the

boundary with Pbound = 1 due to the strongly attractive elastic force from the clamped

boundary. For Pe ≥ 1, we see a reduction in Pbound as escape from the boundary is

increasingly facilitated by the greater speed. The critical Péclet number Pe∗c at which the

cells overcome the attractive interaction with the clamped boundary and escape into the

bulk increases with A and is expected to be linear from force balance. Eventually however

as Pe≫ 1, the role of the elastic potential becomes subdominant to the effects of increased

motility, and particles are more likely to be observed at the boundary than in the bulk. In

contrast, for a clamped elastic boundary, when the strength of the elastic attraction A is

sufficiently larger than the persistent cell motility Pe, Pbound = 1 implying cells are strongly

localized at the boundary. These cells have a higher chance of crossing over to the stiffer

side. On the other hand, an elastic free boundary decreases Pbound thereby reducing the

cells’ tendency to go towards the softer substrate. Both these types of interactions from

clamped and free boundaries, while distinct, promote durotaxis. On the other hand, higher

cell migration speeds promote their motility-induced accumulation at a confining boundary

without discriminating between stiffer and softer substrates.

4.3.2 Free elastic (repulsive) boundary induces depletion and prevents

anti-durotaxis

We have demonstrated that our simulated cells are repelled by the free boundary

due to the nature of the elastic potential. We track the positions of all cells over time and

establish the closest distance from the boundary accessed by each. We showed in Sec. 4.2

that the repulsive force from the free boundary induces a effective void region where cell do

not penetrate, see Fig. 4.4(a).

To characterize this void region systematically, we plot the statistically attained

(time averaged and ensemble averaged for all cells ) probability distribution function ρ(x)

as a function of x (the distance from the boundary) for various values of A and Pe. To

obtain ρ(x), we simply record the positions of the cells after sufficient time required to

reach steady state has elapsed. The length of the void region ℓvoid is evaluated through

these distributions, and is measured as the minimum distance at which the spatial density
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Figure 4.6: Depletion region near a free boundary, and its dependence on motility and

elastic strength interaction parameters. (a) The probability distribution ρ(x) of a particle is

plotted as a function of closest distance x from the boundary for A = 20 with Pe = 0.5, 1, 2, 5, 10.

Increasing Pe leads to a reduction in the length of the void region. (b) The void length scales as

A1/4, and Pe−1/4 (for constant A) as predicted from force balance,see Eq. (4.5). Inset shows the

collapse of the ℓvoid + 1 vs (A/Pe)
1/4

for Pe = 0.5, 1, 2, 5, 10.

attains a non-zero value. For fixed values of A (for instance, A=20 in Fig. 4.6 - (a)), we

find that increasing Pe decreases the length of the void region. In general, increasing A

increases ℓvoid while increasing Pe decreases it.

We estimate ℓvoid for Pe from 0.1 to 10 and for A = B from 0.002 to 20 to discern

trends from physical scaling. Consider the balance of forces acting on a cell located at x =

ℓvoid. Balancing the self-propulsion (∼ Pe) and elastic interaction forces (∼ A/(x/σ + 1)4)

that move the cell, we obtain

(ℓvoid/σ) + 1 ∼ (A/Pe)
1
4 . (4.5)

Indeed, void lengths extracted from simulated probability distributions confirm this theo-

retically predicted scaling in Fig. 4.6(b). Experimentally, the presence of a void region may

be detected by culturing and tracking cells on a stiff adhesive region of an elastic substrate,

adjoining a very soft, non-adhesive region that acts as a free boundary. Our model predicts

low probability of finding cells in a void region.
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4.3.3 Clamped (attractive) boundary induces durotactic trapping

In our model, the clamped boundary condition represents the cell being on the

softer substrate. It facilitates durotaxis by inducing an attractive force and aligning torque

on the cellular force dipole. Such cells therefore tend to be trapped at the confining bound-

ary. Since cell migration is stochastic and not deterministic, they can sometimes go opposite

to the durotactic direction. This is possible in our model through reorientation via rota-

tional diffusion, which represents random internal fluctuations in cell polarity. Once the

cell reorients and points away from the confining boundary, it can escape from the trapped

state if the self-propulsion is strong enough to overcome the elastic attraction, Pe ≳ A.

When A ≥ 1 and Pe ∼ 1, cells tend to localize at the clamped boundary, as

seen in Figs. 4.4(b) and 4.5(b). At the same time, a large elastic torque, B ≥ 1, orients

the direction of propulsion directly towards or away from the boundary, as shown in the

schematic Fig. 4.7(a). We now quantitatively investigate the rate at which the cells trapped

at the boundary flip their orientation from pointing towards the boundary to pointing

away from the boundary, or vice versa. This provides as estimate of the time scale over

which escape of trapped cells can occur. Since reorientation dynamics is dominated by

the boundary-induced elastic torque, we focus on B as our parameter of interest in this

subsection. Since escape after rotation diffusion-enabled reorientation is possible through

persistent motility alone when Pe > A, we continue to keep the translational diffusion

parameter D = 0 in this section.

In the limit of large elastic torque parameter B ≫ 1, cells at the boundary are

always oriented perpendicular to the boundary, pointing towards or away from it. As

depicted in Fig. 4.7(a), a cell can thus reside in one of two possible orientation states:

either pointing towards the boundary (θ = 0), or away from (θ = π) the boundary. These

two states are the minima of the potential double well in orientation, U(x = xb, θ). Flips

are defined as the large, stochastic, reorientation events caused by rotational diffusion when

θ changes from π to 0 or vice versa. To measure the average frequency of flips, we track the

change in orientation of cells localized at the boundary, given by the angle θ, see Fig. 4.2.

Thus, flips result in change in sign of cos θ , seen in Fig. 4.7(a). A typical simulation

trajectory in Fig. 4.7(b) shows that flipping occurs multiple times during a given simulation

run, even at high values of B. We define and measure a time taken by a cell to flip, τflip

, as the residence time of the cell in either state. Following the orientation of a single cell



CHAPTER 4. ELASTIC INTERACTIONS COMPETE WITH PERSISTENT CELL
MOTILITY TO DRIVE DUROTAXIS 77

(a) (b)

Theory

F
li

p
p

in
g 

T
im

e,
 

Elastic torque parameter, 𝐵

Simulations

Angular Coordinate, 𝜃

𝜏 𝑓
𝑙𝑖

𝑝
𝐷

𝑅

(c)

0 𝜋𝜋/2𝜋/4 3𝜋/4

Tflip

𝑈bound 𝜃

Figure 4.7: Cell reorientation (flip) kinetics at clamped (attractive) boundary quantified

by barrier crossing theory. (a) For a clamped boundary, and at very high values of A and

B, cells localize at the boundary even at high values of Pe, and are oriented perpendicular to the

boundary. (b) Rotational diffusion enables the cell to transition from the parallel to the anti-parallel

configuration. These random flips are recorded for a cell stuck at the boundary for A = B = 20.

(c) The average frequency of these flips is observed as a function of B. The flipping time follows

Kramer’s theory of barrier crossing and is given by Eq. (4.6).

over the time it is trapped at the boundary provides a distribution of flipping times. In

Fig. 4.7(c), we show the mean flipping time τflip, averaged over many cell trajectories, for a

range of large B values (B = 4− 45) with A set to equal B. The dependence of τflip on B

follows the predicted form of Kramer’s theory of barrier crossing [263],

τflip =
2π

µR

√
U ′′(0)|U ′′(π/2)|

exp

(
µR

U(π/2)− U(0)

DR

)
∼ 1

B
exp

(
B
(bcν + ccν)

864π

)
. (4.6)

where we used the form of the elastic potential U(x, θ) given in Eq. 4.3. Note that

since our simulation is for cells trapped at the boundary that are free to change orientation,

the potential U(x, θ) is evaluated at a fixed value of x = σ/2. The theoretically predicted

flipping times from Eq. 4.6 (dashed line) closely agree with the simulation data in Fig. 4.7(c).

For low or moderate values of B however, cells at the boundary may adopt orienta-
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Figure 4.8: Orientational probability profiles of cells at clamped boundary provides

bounds for escape. The angular probability distribution at the boundary ρbound(θ) is plotted

for A = 0.2 and A = 2. Here we set B = A in both cases. (a) For A = 0.2, cells are weakly

attracted by the boundary and since B = 0.2, the torque due to elastic interaction is low. Under

these conditions ρbound(θ) > 0 when cells are oriented towards the boundary. Increasing the Pe

increases the angle through which the cell can escape from the boundary (inset (a)). θesc is observed

to be 77.40, 810 and 84.60 for Pe = 1, 2 and 10 respectively. (b) When A = B = 2, we identify 3

distinct regimes that are Pe dependent. For Pe = 1, the cells are stuck to the boundary but free to

reorient due to rotational diffusion, preferentially orthogonal to the boundary. At Pe = 10 the cells

can escape the boundary forces when the cell is oriented away from the boundary. At Pe = 2, the

cells are only able to escape when their orientation lies in the angular pocket between θ = 0 and

π/2, denoted by dotted lines at θ1 = 30.70 and θ2 = 55.80.

tions other than just p and π. This is captured by the steady state orientational probability

distribution ρbound(θ) of the cells at the boundary, shown in Fig. 4.8 for two representative

values of B. At A = B = 0.2, Fig. 4.8(a), both force and torque from the elastic interactions

with the boundary are low. Cells pointing away from the boundary with cos θ > 0 are not

strongly attracted by the boundary and may escape by self-propulsion. The angle at which

these cells lose contact with the boundary, defined here as θesc, is then the minimum angle

at which ρbound(θ) just becomes non-zero. There is no probability of finding cells at the

boundary with orientation, θ < θesc at steady state, because these cells have escaped back

into the bulk. In this small B regime, the escape angle is close to, but smaller than π/2.

Increasing Pe increases the θesc slightly towards π/2, as shown in the inset to Fig. 4.8(a).
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For moderate values of B, such as when B = A = 2, we observe three distinct

regimes separated by two transition Péclet numbers, Pe1 and Pe2, as seen in Fig. 4.8(b).

All results in Fig. 4.8, including the three possible behaviors in Fig. 4.8(b), may be quan-

titatively understood from a simple force balance argument. In these simulations without

translational diffusion (D = 0), a cell can escape from the boundary only if the attractive

force from the boundary is overcome by the normal component of its self-propulsive force.

Evaluated at the boundary position, x = xb = σ/2, this force balance has the form

Pe cos θ =
3A

(xb/σ + 1)4
f̃ν(θ) (4.7)

where f̃ν(θ) is the rescaled form of fν(θ) in Eq. 4.3, such that f̃ν(θ) ∼ 1. The conditions

for the existence of solutions of this force balance equation (detailed in see Appendix D)

determine three possible regimes of escape behavior. For low values of Pe ≤ Pe1, the elastic

attractive force from the boundary, given by A, is strong enough to prevent cell escape, even

when the cell is oriented away from the boundary. At high Péclet number, Pe > Pe2, cells

are able to escape the boundary interactions provided the orientation angle θ < θesc, where

0 < θesc < π/2. At intermediate Péclet numbers, Pe1 < Pe < Pe2,there exists a range

of orientation angles, 0 < θ1 to θ2 < π/2,between which cells can escape. If θ < θ1, the

attractive force from the boundary is too strong and if θ > θ2, the cell leans towards the

boundary and cannot propel away. Thus, there is an angular cone of escape between θ1 and

θ2.

When A = 2, we estimate Pe1 = 1.82 and Pe2 = 2.14, respectively. This corre-

sponds to the results in Fig. 4.8b, for B = A = 2, where all the three regimes discussed

above occur. The cells with Pe = 1 < Pe1 cannot escape at any angle. Those with the

intermediate Pe1 < Pe = 2 < Pe2 exhibit a range of escape angle, where the probability

density vanishes. Cells with high Pe = 10 > Pe2 can escape at all angles higher than a θesc

near π/2. This last case is observed at all Pe values shown for A = 0.2 in Fig. 4.8a, since the

theoretically estimated values of Pe1 and Pe2 from the analysis in Appendix D are 0.182

and 0.214 respectively. Thus, the force balance in Eq. 4.7 and resulting self-propulsion-

dependent escape criteria quantitatively explain our simulated orientational distributions

for cells trapped at the boundary in Figs. 4.8.

If the elastic force from the boundary is very strong, i.e., A≫ Pe the cells cannot

escape the influence of the boundary and will all participate in durotaxis. Escape is likelier

when the gradient in substrate stiffness is small, such that the boundary attractive force
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and the cell’s active propulsive force are comparable. The rotational diffusion in our model

corresponds to random protrusions and internal chemical signaling that can reverse the

polarization of the cells, while the propulsion drives them away from the boundary.

Three mechanisms influence the motion of cells - elastic interaction forces, self-

propulsion, and random motion. For zero to very small Pe numbers, we expect random

motion to dominate over the deterministic self-propulsion force. Balancing elastic interac-

tion energy in the vicinity of the clamped boundary with effective thermal energy gives us

P 2/(Eℓ3E) ∼ DRσ
2/µR, or ℓE ∼ σA1/3, the length-scale quantifying the distance from the

boundary for which elastic interactions dominate. For A in the range 1 − 10, we find that

ℓE/σ varies from 1 to ≈ 2.15. For moderate to large Péclet numbers, the relevant balance

now comes from the competition between the attractive elastic force, and the self-propulsion

force. In this case, we find ℓE ∼ σ(A/Pe)1/4. We note that the propulsion force may not

always act in parallel to the elastic force. Nonetheless, when x < ℓE elastic forces win and

the net force moves cells towards the boundary. When the typical cell spacing is larger

than these elastic interaction length scales, as expected for dilute cell cultures, our single

cell model will apply.

Our predictions for the orientational distribution and dependence of reorientation

(flipping) timescales may be checked in experiment by tracking the orientation and polar-

ization (i.e. the direction of migration) of cells cultured on elastic substrates. How these

quantities depend on on A and Pe may be checked by performing experiments on substrates

of varying stiffness and quantifying cell traction (related to A) and migration speed (related

to Pe).

4.3.4 Comparison with experiment and predicted durotactic phase dia-

gram

So far, we have shown that elastic interactions promote accumulation and trapping

at the clamped boundary, thus facilitating durotaxis. On the other hand, cell motility

enables escape from the boundary, thus counteracting durotaxis. We now quantify the

extent of durotaxis in terms of some possible definitions of tactic index used in prior work.

Based on our theory and simulations, we predict how the extent of durotaxis varies with

the two main parameters in our model: the elastic cell-boundary interactions, A = B, and

persistent cell motility, Pe. We focus on the case of a clamped boundary relevant for the

cell located on the softer part of the substrate.
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Figure 4.9: Comparison of cell migration index with experiment and a predicted duro-

tactic phase diagram. (a) The forward migration index defined as the ratio of cell displacement

towards the boundary and its total path length, FMI = −∆x/ℓp, is calculated from simulations at

Pe = 0.1 and D = 1. Simulation results (blue diamonds) compare well with experimental data

(orange circles) obtained by DuChez et al. for U-87 gliblastoma cells on an elastic substrate with

gradient in stiffness from 2 − 18 kPa [4]. The substrate had three different stiffness regions with

effective Young’s modulus of 5 kPa (soft), 10 kPa (medium) and 15 kPa (stiff). (b) To calculate the

value of durotactic index (DI, defined in Eq. (4.8)), we simulate and compare the number of cells

trapped at a confining boundary for A ̸= 0 with the corresponding A = 0 case at the same Pe value.

(c) Simulated phase diagram in A−Pe space classified according to durotactic index and boundary

accumulation. The durotactic region (green) corresponds to simulated cells (green pentagrams) with

a DI greater than a threshold value (DI> 0.27), which corresponds to the DI value of cells at A = 1,

escaping through random diffusive motion. The Pe = A line separates the durotactic region into the

diffusion-dominated regime (DT1) and motility-dominated regime (DT2). The cells with DI smaller

than the A = 1, P e = 0 case (DI< 0.27) are classified as adurotactic, AD1 (purple), or adurotactic

with motility-induced accumulation, AD2(MIA) (orange), depending on the boundary localization

given by Pbound. Experimental data points observed by DuChez et al. [4] are estimated to lie on

the Pe = 0.1 line in the durotactic region (DT1), marked by the large stars.
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The elastic interaction parameter in our model, A ∼ P 2/E, can be tuned by vary-

ing substrate stiffness, E. For a cell with fixed contractility P , the elastic interaction scales

inversely with E, thus predicting a reduction in durotaxis with increasing substrate stiff-

ness. We first compare our predictions with DuChez et al. [4], where the authors observed

durotaxis of migrating U-87 glioblastoma cells up a stiffness gradient on polyacrylamide

substrates. They quantified the extent of durotaxis as a forward migration index (FMI),

defined as the ratio of the displacement of a cell up the stiffness gradient to its total path

length. For simulations, we consider the situation where random protrusions enable trans-

lational motion of the cell away from the attractive clamped boundary. Such protrusions,

when large and frequent, lead to random movements of the cell center of mass, that has

to be taken into account through non-zero values of the translational diffusion co-efficient,

which we now set D = DT /DR = 1. In our simulation setup, this corresponds to −∆x/ℓp,

that is, the ratio of displacement of the cell towards the clamped boundary to the total

path length traversed along its trajectory. The substrate in the experiment comprised of

three, connected, 250 µm-wide regions, labeled “soft”, “medium”, and “stiff”, with average

Young’s moduli (E) of 5 kPa, 10 kPa and 15 kPa, respectively. This allows us to map

the dependence of a tactic index on A and Pe and enables quantitative comparison of

experimental observations with our model predictions.

Using typical values for cell diameter, σ ∼ 20 µm, and traction forces ∼ 2.5

nN [264], we estimate the elastic interaction parameter A = B to be 5, 2.5, and 1.7,

corresponding to the three average substrate stiffness values in the experiment. We estimate

Pe ∼ 0.1 for cells in all these regions, based on their measured migration speed, v0 ≈ 0.4µ

m/hr, and persistence time, D−1
R ≈ 0.1 hr. The results from the simulation are plotted

along with experimental data in Fig. 4.9(a). We find that the three data points for FMI

from the experiment agree closely with those obtained from simulations for corresponding

estimated A = B values. Overall, this demonstrates that durotaxis increases when the cell

is initially on softer substrates.

To classify our simulated results into qualitatively different regimes, we define tac-

tic indices that predict the dependence of durotaxis on two key model parameters. These

are: A (here we have chosen B = A), which represents the elastic cell-boundary interactions

that drive durotaxis, and the persistent cell motility represented by Pe. Higher values of

Pe induce accumulation of cells at a confining boundary but also facilitate escape from

“durotactic trapping” induced by the elastic potential. Thus, in our model setup, accumu-
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lation does not imply durotaxis. To distinguish accumulation from durotaxis, we define and

calculate a durotactic index (DI), that is distinct from the propensity to accumulate at a

confining boundary given by pbound. To define DI, we need to consider the accumulation

driven by elastic interactions alone. We thus compare Nbound, the number of occurrences

of a cell at the boundary at steady state, at some motility Pe, for A ̸= 0 and A = 0:

DI =
Nbound(A,Pe)−Nbound(A = 0, P e)

Nbound(A,Pe) +Nbound(A = 0, P e)
. (4.8)

This definition allows us to subtract out the effect of motility-induced accumulation from

the net accumulation. This may be visualized in the simulation setup shown in Fig. 4.9(b).

In one case, we consider a confining boundary with clamped elastic boundary condition cor-

responding to A ̸= 0, while in the other, the confining boundary has no elastic interactions,

A = 0. The difference in the number of accumulated cells between the two boundaries at

steady state is then our chosen measure of durotaxis. This is analogous to the definition of

DI used in previous works [231, 229]: DI = (Nf −Nr)/(Nf +Nr), the normalized difference

in the number of steps Nf in a cell trajectory in the “forward” direction - that is, the

direction up a stiffness gradient, and the number of steps Nr in the “reverse” (down the

stiffness gradient) direction,.

Next, we synthesize all simulation results for the clamped boundary case and

organize them into a phase diagram in the space spanned by A and Pe. In this simulated

phase diagram shown in Fig. 4.9c, we classify the region corresponding to DI above a critical

value (DI ≥ 0.27) to be “durotactic”. This choice corresponds to the calculated value of DI

at Pe = 0, A = 1, since we expect elastic attraction to dominate over diffusive (random)

cell motion for A ≥ 1. The phase boundaries are constructed by interpolating through

200 simulation data points (A = 0 to 10 and Pe = 0 to 10). The durotactic region can be

further separated into two regimes by the line Pe = A. The Pe < A region corresponds to a

diffusion-dominated regime (DT1), where escape from the attractive boundary is facilitated

by cell protrusion-facilitated random motion. The motility-dominated regime (DT2) occurs

when Pe > A, and in this case escape from the attractive boundary is driven by persistent

motility, without requiring any separate diffusive motion. Thus, in each case, it is the

random or persistent motility, given by D and Pe respectively, which primarily competes

with elastic interactions to reduce durotaxis.

For A < 1 or at high motility relative to elastic interactions Pe ≥ 5A, the cells

do not show sufficient durotaxis. These cells yield DI < 0.27, and are not considered to
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be in the DT regime. They can still accumulate at the boundary if the motility is high

enough. We denote this latter regime “motility induced accumulation” (AD2-MIA), and

distinguish it from the adurotactic (AD1) region without accumulation, using a threshold

value of Pbound. At A = 0, we consider the value of Pbound at Pe = 5 to be the cut-off

value (Pbound = 0.18) to separate regions AD1 and AD2(MIA). Pbound > 0.18 corresponds

to MIA while Pbound < 0.18 corresponds to AD1. All three datapoints from the DuChez

et al. experiment [4] shown in Fig. 4.9a lie in the DI region of the phase diagram and are

indicated by large stars in the phase diagram in Fig. 4.9c.

The main prediction of our simulated phase diagram is that durotaxis occurs when

the strength of cell-boundary elastic interactions is large enough compared to random or

persistent cell motility. This is realized when A > Ac, where the threshold value Ac = 1

at Pe = 0, and decreases with Pe. Higher values of A can result from increased cell con-

tractility, reduced substrate stiffness and/or less random cell movement. Higher persistent

motility (larger Pe) helps the cell overcome the elastic boundary attraction and reduces

durotaxis. While the predicted dependence on substrate stiffness is borne out by the data

from Ref. [4], the dependence on migration speed (Pe) is yet to be systematically tested in

experiments because of the low value Pe < 1 for cell migration in many cases.

4.3.5 Clamped (attractive) elastic boundary: escape facilitated by ran-

dom translational protrusions (Pe < A)

In the previous sections, we derived conditions for the motility-enabled escape

after re-orientation of a cell away from the clamped boundary at which it was trapped. Our

analysis of flipping dynamics and analytical prediction of the relevant time scale allows us to

predict the first part of the overall escape process - i.e., the cell switching to a configuration

favourable for escape, and concomitant conditions on Pe for cells to leave the boundary.

We also saw that the migration index in experiments does not have a high value, i.e. the

migration index is not close to 1. Hence we explore the possible cause for such behavior.

We extend our analysis and derive analytical expressions for the time required for

cells to escape from the boundary to a dimensionless length-scale Lesc ≫ 1. This corresponds

to a distance far enough from the potential well at x = 0, where the torque and force arising

from boundary interactions are negligible relative to random noise.

To aid the analytical derivation of the escape time from barrier crossing theory

and enable comparison with our simulation results, we initialize our cells at a position
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Figure 4.10: Diffusive escape from clamped boundary is governed by modified Kramers’

theory. (a) The angle-averaged original potential (black, dashed),given by Eq. (4.3), is modified to

a form (orange, solid), given by Eq. (4.9), that introduces an analytical minimum at the boundary

(x = 0), thus making the potential amenable to analysis in terms of barrier crossing theory. (b)

Two trajectories of cells starting of at the boundary (x = 0) with random orientation at time t = 0

are shown with blue and maroon dashed lines. Lesc is the distance beyond which the interaction

potential is very low, here Lesc = 6σ (c) Average (mean) escape time is plotted for a simplified

1D potential which is orientation angle independent. We observe that the results follow a modified

version of Kramer’s theory given by Eq. (4.10) for f̃ν(θ) = 1. (d) τesc for the 2D potential with

both spatial and orientation dependence is plotted vs A at B = 0.1 and 2, at Pe = 0. The dashed

lines represent the analytical escape times (purple, for f̃ν(θ) = 1), escape along the direction of least

resistance (light blue, escape along θ = π/2) and escape along the direction of maximum resistance

(brown, escape along θ = 0 or π).
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corresponding to the local minimum in a potential V satisfying the constraints ∂V/∂x = 0

and ∂2V/∂x2 > 0 at x = 0. This is done by modifying the functional form of the elastic

potential while taking care to not change the long range behavior at x≫ 1 (see Fig. 4.10-a).

This modified potential has a local minimum at the boundary as required for fidelity and

consistency:

V (x, θ) = − A

((x/σ)2 + 1)3/2
f̃ν(θ). (4.9)

When x/σ ∼ Lesc, the magnitude of the potential is significantly lower than at the boundary.

This furnishes the constraint that needs to be satisfied for escape, A/L3
esc ≪ 1 (Fig. 4.10-a,

b). Thus complete escape from the boundary is achieved if a cell starting at the boundary

is able to leave the region x/σ < Lesc (Fig. 4.10-b).

The potential in Eq. (4.9) is used to obtain asymptotic estimates of the escape

time, and also to investigate escape dynamics in our simulations. To allow for accurate

statistics, we tracked N = 104 cells in this potential for various values of Pe, A, and B.

The position and orientation were tracked for cells initialized at the boundary (x = σ/2)

until they crossed x/σ = Lesc for the first time. This data was used to relate the probability

of escape and the average time of escape τesc, to interaction parameters A and B, and to

the motility parameter Pe.

As a prelude to developing a theoretical expression for active barrier crossing in

a 2D potential, we first evaluate the mean escape time τesc for cells without persistent

motility (Pe = 0), that is when cell dynamics correspond to thermally diffusive particles.

We further reduce the dimensionality of the problem by considering a potential that is

independent of the orientation of cells, thus fixing the angular factor f̃ν(θ) to be a constant.

This corresponds to a particle either maintaining a constant orientation θ, or exploring all

angles equally such that the angular factor averages out to unity. This reformulated problem

is equivalent to a 1D escape problem of a diffusing particle in an external potential, here

arising from cell-boundary elastic interaction. Adapting previous work on Kramer’s theory

applied to a particle in a generalized Lennard-Jones potential [265] to our modified potential,

we find that the average escape time increases exponentially with the interaction parameter

A, as seen in Fig. 4.10-(c). Here, the theoretical curve is calculated from the expression for

escape time given by,

τ1Desc ≃
1

DR

(
Lesc −A

1
3√

A

)
eAf̃ν(θ) for

A

L3
esc

≪ 1, (4.10)
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where the calculation is detailed in Appendix E. As shown in Eq. (B.24), the pre-factor of

the rate of barrier crossing in this long-range power law potential differs from the classical

Kramer’s theory. In our simulations, we choose Lesc = 6 such that A/L3
esc ranges from 0.005

to 0.055, thus ensuring the validity of the approximation, A≪ L3
esc, required to obtain the

asymptotic expression for mean escape time. The simulation results are consistent with

theoretical predictions for all values of A ≥ 3 reported in Fig. 4.10(c). The average escape

time, τesc is seen to increase exponentially with interaction parameter A.

Starting from the orientation-independent asymptotic calculation for τesc, we next

proceed to incorporate the orientation dependence of the potential U , while still keeping

Pe = 0. The escape problem is now two-dimensional, being in x-θ space, and the dynam-

ics of cell reorientation affects the trajectories and probability of escape. In Fig. 4.10(d),

we compare the simulation results of mean escape time τesc with the theoretical bounds

corresponding to escape along the direction of least resistance (light blue, Eq. (4.10) cor-

responding to f̃ν(θ = π/2) = 0.53), escape along direction of maximum resistance (brown,

Eq. (4.10) ) corresponding to f̃ν(θ = 0) = f̃ν(θ = π) = 1.8 and the effectively 1D result (pur-

ple, Eq. (4.10) corresponding to averaging out the angular degree of freedom, f̃ν(θ) = 1).

Note that the force resisting escape corresponds to the attractive elastic force generated by

the clamped boundary, which scales with the angular factor, f̃ν(θ). The elastic force and

torque parameters, A and B, are chosen from representative values in the range A = 1−12,

and B = 0.1, 2 respectively.

The two representative values of B are chosen to highlight different regimes of

orientation fluctuations during escape. In the low torque regime represented by B = 0.1,

cells can freely reorient due to rotational diffusion and tend to escape first along the angle

that results in least resistive force from the boundary. However, constant fluctuations in

their orientation cause them to deviate from this path. This leads to a higher τesc than

the theoretical prediction for the minimum resistance direction (θ = π/2, light blue curve)

in Fig. 4.10(d). However, the τesc values remain below that given by the average of all

orientations (brown). In the high torque regime, B = 2, cells get aligned orthogonal to

the boundary (θ = 0 or π/2 ) when they are close to it. They thus experience a stronger

attractive force from the boundary, and have higher τesc values, than in the low B case.

We do not report the cases when both A and B are high, because the mean escape times

become too long to observe in our simulation time scale.

Motivated by the theoretical analysis for the 1D or angle-independent case, we
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Figure 4.11: Self propulsion-assisted escape from the attractive clamped boundary (at

fixed B = 0.1). (a) The normalized mean escape time τescDR in simulation for varying Pe (shown

by markers) follows the modified exponential relations in Eq. (4.14) with increasing A (shown by

dashed lines) by only fitting pre-factor m(Pe) at the given range of values of Pe = 0.1− 0.5. Here,

we assume the coupling between position and orientation results in an effective value of f∗ = 0.651,

which is determined from fitting values for 2D passive particles at the given value of B = 0.1. The

function m is linear in the Péclet number and is found to be m(Pe) = 4.13−3.17Pe. (b) Simulation

results of the mean escape time (shown by markers) τescDR for A = 4, 6, 8, 10 also follows the

theoretical Ansatz, Eq. (4.14) (dashed lines) with Pe based on the fitting pre-factor m(Pe).

now account for this effect of orientation fluctuations by assuming the Ansatz,

τ2Desc ≃
1

DR
m(B)

(
Lesc −A

1
3√

A

)
eAf∗(B), (4.11)

and estimating the functions m(B) and f∗(B) by fitting to simulation data. Here, we

interpret f∗(B) as a function of an effective weighted mean of the angle of escape of the

cells, which corrects the deviation from the ideal 1D escape result. Thus, the function f∗(B)

quantifies the effect of coupling between the positional and orientational degrees of freedom

on the effective energy landscape. The parameter m(B) explicitly corrects for orientational

effects on the frequency of possible escape trajectories, and thus on the escape time. By

definition, for passive particles in 1D, f∗ = 1. The function m(B) satisfies m = 1 for the

passive 1D case, and deviates from this value when B > 0. Qualitatively, introducing the

pre-factor m(B) allows us to treat the full 2D escape problem as an appropriately averaged
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1D escape problem.

Intuitively, we expect that self-propulsion helps particles escape from a confining

potential. Thus our expectation is that τesc is reduced for Pe > 0 in comparison to Pe = 0,

as confirmed by the simulation results in Fig. 4.11. The effective potential barrier that the

cell has to escape, modified now by its self propulsion velocity, can be written as [266]

ϕ =
Af∗

(C1
2 + 1)3/2

− Af∗

(C2
2 + 1)3/2

− Pe (C2 − C1) . (4.12)

Here C1 and C2 are the positions where the active self-propulsive force of the cell is equal to

the attractive force from the boundary elastic potential (derivation and details in Appendix

E). For the case at hand, this force balance provides a relationship between the constants

(C1 and C2) and parameters Pe, A, and B,(
x̃2 + 1

) 5
2

x̃
|C2,C1 = 3

Af∗

Pe
(4.13)

which we solve for x̃ to determine C1 and C2 (see Appendix E-3). The final expression for

the mean escape time of a self-propelling cell for the full potential is

τesc ≃
1

DR

(
Lesc −A

1
3√

A

)
m(B,Pe) exp

(
Af∗

(
1

(C2
1 + 1)3/2

− 1

(C2
2 + 1)3/2

)
− Pe (C2 − C1)

)
.

(4.14)

We observe that the function m(B,Pe) changes with activity (via Pe), and the elastic po-

tential (via B), see Eq. (4.11). An estimate for m(B) obtained by comparing the theoretical

prediction with the simulation results is provided in the Appendix E. We simulate and ob-

serve the effect of Pe on τesc, for B = 0.1 and A ranging from 1 − 12. We show that the

escape time τesc increases exponentially with A (Fig. 4.11-a), and decreases exponentially

with Pe (Fig. 4.11-b). Thus, in this A ≫ Pe regime, where escape from the large elastic

attractive potential is facilitated by translational random movements, increasing persistent

motility is expected to reduce the extent of durotaxis.

We observe that the DI metric clearly corresponds to the escape time trends as

shown in (Fig. 4.11). We expect cells to be more durotactic when escape time is longer,

which corresponds to higher A and lower Pe. This is indeed borne out by the correlation

between the values of DI and mean escape time (τesc) measured in simulation, and shown

in Fig. 4.12. Each data point corresponds to the same values of A, Pe and B = 0.1.
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Figure 4.12: Cells are more likely to show durotaxis if they have higher escape time. For given Pe

and B, increasing A increases mean escape time, corresponding to Fig. (4.11), as well as DI. On the

other hand, increasing Pe reduces both mean escape time and DI.

4.4 Discussion

In this work, we combine a static elastic dipole model for cell-substrate mechanical

interactions with a phenomenological model for persistent cell motility. We use this model

to simulate cell dynamics and durotaxis at an elastic interface. The elastic dipole model for

cell traction was invoked by Bischofs et al. [130, 6] to rationalize experimental observations

of Lo et al. [3] that a fibroblast that is initially on the stiffer (softer) region, changes its

orientation and aligns parallel (perpendicular) to the interface. The model as proposed was

static without any cell dynamics, whereas we incorporate here both persistent and random

contributions to cell motion. In this model setup, the accumulation of cells at the clamped

(attractive) boundary facilitates durotaxis, since these cells can then cross over to the stiffer

side. On the other hand, the motility-assisted escape from this boundary reduces durotaxis,

since the cell can reorient and make its way back to the softer side. Our predictions for the

reorientation (flipping) time given in Eq. (4.6) and cell migration index values (Fig. 4.9)

may be used to infer how durotaxis depends on cell traction force (via A, and B), substrate

stiffness values (also via A and B), and motility (via Pe).

Based on our simulations, we predict a phase diagram of cell durotactic behavior.

We show that durotaxis is enhanced when the cell-substrate elastic interactions are large

enough (high A = B), and the cell is not very persistently motile (low Pe). Our results

quantitatively explain the finding by DuChez et al. [4] that the tactic index decreases with
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increasing local substrate stiffness. Our results are also qualitatively supported by the recent

observation of Yeoman et al. that weakly adherent breast cancer cells show comparatively

less durotaxis than their strongly adherent counterparts [223]. Weakly adherent cells are

expected to undergo rapid assembly/disassembly of focal adhesions leading to faster motility

as was indeed observed in the study. Faster cells are expected to have higher Pe value

according to an established universal exponential correlation between cell migration speed

and persistence [267] based on experimental data. The observation that breast cancer cells

are less durotactic is thus consistent with our predicted inverse relationship of durotaxis

and persistent motility, seen in the phase diagram in Fig. 4.9c.

Yeoman et al. performed traction force measurements and drug-treatment assays

that inhibit the actomyosin cytoskeletal activity, but did not separately measure the effects

of drug treatment on cell motility and contractility. Further experimental exploration using

substrates of varying stiffness and adhesivity (e.g. by micropatterning) is needed for quan-

titative and conclusive comparisons with our theoretical predictions for the dependence of

durotactic index on cell traction and migration velocity. We also predict a motility-induced

accumulation regime where cells are expected to be preferentially located near a confining

boundary. While this has been demonstrated for active synthetic particles and swimming

bacteria, elucidating this hitherto unexplored effect for crawling cells requires experiments

on micropatterned substrates. Future experiments can also test our model prediction that

a cell can detect and respond to a sharp interface in substrate stiffness from a long range

(a distance of a few cell lengths away), without needing to be in direct contact with both

softer and stiffer regions of the substrate.

To directly demonstrate durotaxis in our model, we consider the movement of cells

across a sharp interface between two regions with contrasting substrate stiffness. In this

simulation setup shown in Fig. 4.13, the left side has a lower stiffness than the right side of

the interface. The left and right boundaries at x/σ = ±15 provide only confinement and

not elastic interaction. We use the simplifying assumption of large stiffness contrast, such

that a cell in the x < 0 (x > 0) region is considered to be interacting with a clamped (free)

boundary, respectively. In Figs. 4.13 a and b, we show representative trajectories of single

cells initialized on the softer side and close to the interface. Most cells are seen to cross

over to the stiffer side, but for higher Pe values, a few are able to make their way back to

the stiffer side. This illustrates our central point: that persistent motility can compete with

elastic interactions. The steady state probability distributions in Figs. 4.13c and d further
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Figure 4.13: Durotaxis across sharp gradient of substrate stiffness modeled by clamped and

free boundary conditions - (a, b) Representative cell trajectories allowed to move across an interface

between two regions (distinguished by white and gray) of contrasting substrate stiffness. In this

example, they are chosen to have representative values of the Young’s modulus of 5 kPa and 25

kPa, corresponding to A = B = 5 and 1, respectively. Each plot shows 10 single cell trajectories

starting at x/σ = −2 with D = 1 (marked by a yellow disk) and terminating at different end points

(marked by filled yellow pentagrams) after a total simulated time of T = 20. (a) All cells with lower

Pe = 0.5 cross over to and spend more time on the stiffer side. (b) A few of the cell trajectories with

Pe = 2 spend more time on the softer side as compared to the ones at lower values of Pe. (c, d) The

steady state probability distribution demonstrates higher probability of finding cells on the stiffer

side. The small probability of finding cells on the softer side is less for higher stiffness contrast in

(c). It increases with decreased stiffness contrast in (d). The trend is more apparent at higher Pe,

which allows cells to escape the attractive boundary force and spend more time on the softer side.

Higher Pe also lets the cells overcome the repulsion on the stiffer side, and form the small peak near

the interface.
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illustrate that a lower stiffness contrast leads to lower durotactic index. This is especially

apparent at higher Pe, when the difference in number of cells between the two regions is

reduced for lower stiffness contrast. Further, the higher Pe = 2 cells show some motility-

induced accumulation on the repulsive side of the interface, whereas at lower Pe < 2, a

depleted layer is seen as the self-propulsion is unable to overcome the repulsion.

We use the approximately clamped or free boundary condition limits because the

general elastic interaction potential between two substrate regions with arbitrary stiffness

values lacks a simple analytically tractable form [243]. Further, when a cell moves across the

stiffness interface, other shorter-range effects beyond the scope of this study are expected to

dominate its dynamics. For example, a cell that can extend across the interface will deform

the soft side more than the stiff side, leading to an effective translation towards the latter,

which may drive durotaxis across gradual gradients in stiffness [221]. Analogously, short-

range effects are thought to drive “viscotaxis” of microswimmers [268, 269], in addition

to longer range hydrodynamic interactions with an interface [270]. In this latter context,

scattering or change in direction of microswimmers, analogous to refraction of light, has

been seen to occur across a viscosity interface [271]. In the SI Fig. S4, we consider such

effects in the zero noise (D = 0), limit of our model, and show that a scattering close to the

interface also results from the elastic potential.

Recent observations of “negative durotaxis” or “anti-durotaxis”, i.e., directed mi-

gration from softer to stiffer substrates suggest that cells do not always move up stiffness

gradients, but rather move towards an optimal substrate stiffness where their contractility

is maximal [227]. We note that the elastic dipole model can give rise to such an optimal

stiffness when the mechanosensitivity of the cell to substrate properties is incorporated by

including explicit feedback between cell traction force (the contractile dipole strength) and

substrate deformation [230]. This is motivated by experiments that suggest that cells sense

and adapt their traction and effective force dipole moment to substrate strain [272]. The

inclusion of cell polarizability in the elastic dipole model creates additional interaction terms

of the cell dipole with its image dipoles induced by the confining boundary. These addi-

tional pairwise interaction terms can be stronger and have the opposite sign from the direct

interactions [273]. This may result in the clamped (free) boundary switching roles and being

repulsive (attractive), which would drive negative durotaxis in our model. Alternatively,

some adherent cells are known to be capable of regulating their traction forces to maintain

different types of mechanical homeostasis depending on substrate stiffness [274, 275]. In the
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derivation of the (attractive) cell-boundary interaction energy used in this work in Eq. (4.3),

cellular forces (or dipole moment) have been assumed to be constant, indicating stress or

force homeostasis. If, instead, cells maintain constant displacement (known as displacement

homeostasis) [274], then the attraction to the rigid boundary could turn repulsive [275], re-

sulting in negative durotaxis. These effects will be explored in future work. In general, our

work paves the way for exploring active cell migration under confinement and various tactic

stimuli [276] that may be expressed as effective potentials.



Chapter 5

Analysis of elastic strains reveals

shape selection pathways in active

gels

5.1 Introduction

Thin elastic sheets can buckle in response to nonuniform in-plane strains [277], be-

cause their bending energy is much lower than stretching. This phenomenon is utilized to

engineer self-actuating materials that generate complex 3D shape transformation with oscil-

latory capabilities [278, 279]. Unlike uniformly stimulated elastic gel sheets[280, 281, 282],

actomyosin gel sheets contract and wrinkle spontaneously without pre-imposed gradients

in material properties[81, 60]. This phenomenon remains insufficiently explored, especially

concerning the dynamics of shape transformation and the rules governing shape selection.

Therefore, we lack a comprehensive understanding of how myosin motor-induced contractile

stresses in actomyosin gels result in various 3D shapes and the rules that govern their dy-

namics and final configurations. The similarity between the wrinkled shapes of actomyosin

sheets and thin actin-filled lamellipodia protrusions in migrating cells further motivates a

thorough study of shape deformation in these systems[68].

To address this gap, we study the displacement of local regions of the actomyosin

gel through particle image velocimetry (PIV) and analyze it with our model of axially

symmetric elastic deformations of a contracting active gel. Gels synthesized with the same

95
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initial components in the same material composition, i.e. identical material composition,

can show different morphologies depending on their initial geometry. These differences in

contraction phenomena can be observed in their radial displacement profiles, as extracted

from PIV. By systematically analyzing the radial profiles of displacement and strains, we

aim to infer the distribution of active stresses in the disk using suitable continuum mechanics

models. Additionally, we make predictions about the final morphology of the active gel from

the contraction dynamics. By understanding these principles, we gain insights into biological

processes and potential applications in material science, motivating further exploration into

the dynamic behaviors of these active biological materials.

5.1.1 Preparation of intrinsically contractile elastic actomyosin gel discs

Increasing ARt=t0

G-Actin

Fascin

Myosin II

ARt=t0
= 𝑅disk/h

𝐀𝐓𝐏 

activation

a

b

Figure 5.1: ATP activated contraction of actomyosin gel(a)Schematic shows the formation of

actomyosin gel upon mixing g-actin, fascin and myosin motors and contraction upon ATP activation.

(b) Formation of different morphologies of gel depends on the intial aspect ratio of the gel, which is

controlled by the thickness of the chamber and volume of the solution used.

Actomyosin gel discs were prepared by polymerizing 5µM G-actin with 16.7nM

myosin II (in large aggregates of ∼ 150 myosin dimers), 280nM fascin, and 2mM ATP

[283],[81],[60] . ATP-regenerating system and an anti-bleaching solution were used. The



CHAPTER 5. ANALYSIS OF ELASTIC STRAINS REVEALS SHAPE SELECTION
PATHWAYS IN ACTIVE GELS 97

percentage of labeled G-actin and myosin II is 5mol%. A drop of that solution is squeezed

between two PEG passivated cover-slips, placed in a homemade sample holder [283, 60].

Discs of variable height h and radii R are generated by varying the drop volume and spacing

between the two coverslips . G-actin starts to polymerize to form F-actin which gets further

cross-linked by fascin to form thicker actin bundles. Myosin complexes are activated by ATP

and exert forces on the actin bundles by walking on them. The system starts to contract

with time as shown in Fig. 5.1(a). The gels contract and reach a final steady state 3D shape

over a timescale of minutes, that they retain. These shapes could be dome-like (with single

bump in the inner region) or wrinkled (multiple undulations along the circumference), or

various kinds of intermediate shapes, an example being the 2-peak “saddle” shown here.

These shapes are characteristic of elastic buckling and suggest that the gel remains a solid

at long times, although its dynamics follows poroelastic behavior with outflow of the solvent

as the gel shrinks in time [81]. The time scale of contraction can be as high as 400s for a

dome gel and as low as 20s for a wrinkled one.

5.2 Analysis Methods

5.2.1 Particle Image Velocimetry

Particle Image Velocimetry (PIV) is a non-invasive optical method to visualize

flows in a plane. A high speed camera fixed in position captures the time evolution of a flow

process and PIV correlates between the images to determine average instantaneous velocity

associated with each local region. This reveals a global flow pattern in the system. PIV

also proved to be a great tool to analyze the contraction phenomena of active gels. Here,

PIV tracks the fluorescently labeled cross-linked actin fibers to determine the instantaneous

velocity in different parts of the gel. The actomyosin gel is a poroelastic material but the

speed of contraction is slow enough to consider it to be a linearly elastic at short time scales

of 0.1s, much shorter than the characteristic poroelastic stress relaxation time scale, which

was estimated to be around 20s in earlier work [81] Hence, these local velocities can be

considered as short time displacements (Fig. 5.2; Gels 1-8). Gels 2, 3, 4, and 6 have been

reported to show dome like 3D structure during its contraction period. On the other hand,

gels 5, 7 and 8 form wrinkles. Gel 1 forms a 2-peak saddle.

The local displacements thus obtained for the gels reveal a center of contraction

inside the gel. This is the point where all (or most) of the displacement vectors apparently
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Gel 1 Gel 3

Gel 5

Gel 2 Gel 4

Gel 6 Gel 7 Gel 8

Figure 5.2: Particle Image Velocimetry (PIV) of active gels obtained from phase contrast

images reveals displacements of local regions at short time scales. The PIV of 8 different

analyzed gels is shown here. The green arrows oriented inwards represent displacement vectors and

show the direction of contraction. The red circle in the center is the geometric centroid of the gel.

intersect. In most ideal cases, the center of contraction overlaps with the centroid or geo-

metric center of the gel. Gels 1, 2 and 8 (as mentioned in Fig. 5.2) are very good examples

of that. In certain cases, the centroid of the gel changes with time (In Fig. 5.2, gel 4 is stuck

at a point at the edge of the gel). In those scenarios, the rigid body motion of the gel is

subtracted to obtain the displacement vectors with respect to the centroid of the gel which

in turn gives a new center of contraction. The rigid body motion is obtained by computing

the mean of all displacement vectors associated with the gel. The displacement vectors thus

obtained are used to obtain the Cartesian components of the strain tensor, as well as the

mean radial and azimuthal displacements and strains.

5.2.2 Strain tensor obtained from the spatial arrangement of displace-

ment vectors

The displacement vectors obtained from PIV are in cartesian coordinates given by

(ux) and (uy) for x and y directions respectively. The PIV data is obtained at regularly

spaced square lattice points, size of which is defined by the diameter of the gel. The

different components of the strain matrix given by εxx, εxy, εyx and εyy are calculated as
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follows ([191]):

εxx =
∂ux
∂x

εyy =
∂uy
∂y

εxy = εyx =
1

2

(
∂ux
∂y

+
∂ux
∂y

)
where the strains are assumed small with possible geometric non-linearities ignored. The

strain matrices for each lattice point of the gel are obtained by implementing the central

difference scheme of finite difference method on the displacement vectors (see Appendix C).

Most of the gels are circular disks contracting in an apparent axially symmetric

manner. Hence, we consider radial and azimuthal components of the strain to better address

this geometric feature of the gels. The strain tensor components obtained in Cartesian

coordinates can be converted to 2D polar coordinates. The distance between the center of

contraction and each lattice point is given by the radial coordinate, r. The angle ϕ is made

by the position vector of each lattice point from the center of contraction with respect to

the horizontal :

εrr = εxx cos
2 ϕ+ εyy sin

2 ϕ+ εxy sin(2ϕ) (5.1)

εϕϕ = εxx sin
2 ϕ+ εyy cos

2 ϕ− εxy sin(2ϕ) (5.2)

εrϕ = εϕr = −(εxx − εyy) sin(2ϕ) + 2εxy cos(2ϕ) (5.3)

5.3 Results

5.3.1 Area strain reveals regions of contraction and stretching

The 2D heatmaps of bulk area strain are obtained by tracing filled contour plots

of the trace of the strain tensor (εxx + εyy) at each lattice point. This measures the net

area deformation (contraction or expansion) in each region. We show area strain plots for

Gels 1, 3 and 5 (Fig. 5.3). Here, the trace of the strain is normalized by the maximum

positive and negative values of trace for the whole gel. All three gels show high intensity

blue regions (negative strain) close to the center which correspond to high contraction.

Close to the periphery of the gel, there are regions of bright yellow spots corresponding to

positive strain. This suggests that the gels are getting stretched close to the boundary.

Even though the PIV of the gel corresponds to global contraction, the strain

analysis gives us more information about the local regions. It is important to study the

radial dependence of the displacement and the strain because of its apparent axisymmetric
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Gel 1 Gel 3 Gel 5

Figure 5.3: Area strain reveals regions of contraction and stretching. Area strain (trace of

the strain tensor) is shown as heatmaps for Gels 1, 3 and 5 for corresponding frames in Fig. 5.2.

The red arrows show the PIV displacements after subtracting the rigid body motion of the gel. The

inner region of the gels is highly contracted shown by dark blue regions. Close to the boundary

there are patches of stretched regions shown by bright yellow spots. (All strains are normalized by

their maximum positive and negative values)

contraction and varying length of displacement vectors from the center of contraction to

the periphery.

5.3.2 Radial and azimuthal displacement obtained from axisymmetric as-

sumption of gel contraction

We consider circular annuli of equal thickness from the gel boundary to the cen-

ter (a total of 25 annular bins) (Fig. 5.4-a). If the gel is not circular around the center

of contraction, we consider a smaller region which makes a circular arc at the boundary

(for example, Gel 5 is formed from part of a circular gel). In each of these annular bins,

there are multiple PIV lattice points. We calculate the mean and standard deviation of

the radial and azimuthal displacements in each of these annular bins. To validate our as-

sumption of axisymmetric contraction, we consider azimuthal displacement as a function

of the normalized distance from the center of the gel (Fig. 5.4-b) as observed for Gel – 1

(Fig. 5.2). It fluctuates close to 0, suggesting no apparent azimuthal displacement, which

supports our assumption of axisymmetric contraction. From the angle-averaged radial dis-

placements in annular bins, we obtain an inner region which shows linear dependence with

distance from the center. Closer to the boundary, the radial displacement profile curves up

to form a “hockey stick”-like shape suggesting radial stretching. This stretching close to
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𝑟/𝑅disk

a b

Figure 5.4: Azimuthal averaging over annular bins gives radial and azimuthal displace-

ment (a) Circular annular bins are constructed around the center of contraction. The radial and

azimuthal components of the displacements are averaged over all angles from center to the boundary.

(b) The angle averaged azimuthal displacement (uϕ) does not change with distance from the center

of the gel and fluctuates close to 0. The angle averaged radial displacement (ur) increases linearly

in magnitude from the center in the inner region and decreases closer to the boundary in the outer

region.

the boundary correlates with the observed positive patches of area strain in the plots in

Fig. 5.3 (a).

5.3.3 Radial dependence of displacement reveals a boundary layer

This hockey stick behavior is seen in most analyzed gels. The comparison of

displacement profile of gels 1 and 3 are shown in Fig. 5.5. The time evolution of the

radial displacement profile is shown for these 2 gels in Fig. 5.5-a and b. Since each gel is

contracting with time, the displacements at different regions of the gel becomes smaller at

higher times. The position at which the radial displacement profile curves up relative to

disk size does not change much with time. The normalized length between this turning

point at the boundary, denoted by δ/Rdisk, remains constant for individual gels.

We estimateRdisk and δ at every frame from the radial displacement profile, plotted

together in Fig. 5.5-c and d respectively for gels 1 and 3 . Here, we note that the radius

of the gel decreases with an exponential of time constant 26.32s for gel 1 and 55 s for

gel 3 (Fig. 5.5-c and d). Interestingly, we note that in majority of the time during its
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𝛿/𝑅disk 𝛿/𝑅disk

𝑟/𝑅disk 𝑟/𝑅disk

a b

c d

Figure 5.5: Time dependent comparison of radial displacements (ur) for different gels

(a,b) Radial displacement profiles of gels 1 and 3 respectively at times t1 < t2 < t3 are plotted with

respect to the normalized distance (r/Rdisk) from center to the boundary. The magnitude of ur

decreases from that at t1 to t3 but the normalized boundary length δ/Rdisk remains constant for

both gels. (c,d) Both the radius of the gel and the boundary length δ decrease exponentially with

the same time scale.

signature hockey stick contraction profile, the boundary region δ also decreases with the

same time constant as the gel radius itself, indicating a single contraction time scale in

each experiment, which is likely related to the poroelastic time scale for stress diffusion and

solvent outflow .

5.3.4 Analysis of radial strain profile reveals active stress distribution

Here we study the time evolution of angle averaged radial and azimuthal strains

(Fig. 5.6). At any given time, the radial and azimuthal strains are equal and constant close

to the center of the gel. This suggests that the gel is contracting isotropically close to the

center. There is no apparent alignment of actin fibers close to the center (Fig. 5.7-b) which

upon contracting gives isotropic contraction. As we go close to the boundary, the radial

strain gradually becomes positive suggesting radial stretching. But the azimuthal strain,

while close to 0, is still negative. This suggests that there is some azimuthal contraction
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a b

𝜀𝑟𝑟

Figure 5.6: Strain plots reveal a contracting inner region and a stretched outer region

(a) Angle averaged radial and azimuthal strain plots are shown for Gel 1 at times t1 < t2. Close to

the center, the radial and azimuthal strains are constant and equal in both gels, suggesting isotropic

contraction. In the transition region, there is a gentle increase in radial strain which becomes positive

close to the boundary, suggesting possible stretching. The azimuthal strain increases and approaches

0 close to the boundary. (b) 2D plot of radial strain for gel 1 shows the local strains as estimated

from the center of contraction.

close to the boundary. Even at longer times, the magnitude of the strain close to the

center remained the same. This suggests that the contraction rate close to the center does

not change with time. This contraction behavior is also observed from the radial strain

heatmap of the gel (Fig. 5.6). The inner region shows constant negative strain while close

to the boundary, the strain is positive.

5.3.5 Predicted contraction phenomenon from analysis of strain

It has been observed in experiments that the actin fibers align azimuthally closer

to the boundary (Fig. 5.7-a). This alignment is expected from the onset of contraction

at the boundary, and from the relative freedom of polymers to fluctuate when parallel

to the boundary . The alignment of the actin fibers dictates the orientation of myosin

attachment and therefore, that of contractile active stresses. We explore the eigenvalues

and eigenvectors of the strain tensor to determine the principal directions of stretching and

contraction. We show the maximum magnitude eigenvalue of gel 5 plotted as heatmap in

Fig. 5.7-b. The eigenvectors corresponding to these eigenvalues are shown by the arrows on

top of the heatmap and give the direction of contraction. We find that, the alignment is
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a b c

Figure 5.7: Gel contracts azimuthally close to the boundary (a) Confocal image of gel re-

veals an azimuthally aligned region of actin fibers suggesting azimuthal contraction (b) Eigenvalue

and eigenvector analysis of area strain gives the principal directions of contraction and stretching.

Azimuthally aligned eigenvectors close to the boundary suggests azimuthal contraction while eigen-

vectors pointing in random directions close to the center suggest an isotropic contraction core.

azimuthal close to the boundary, suggesting azimuthal contraction (associated eigenvalues

are negative). Close to the center of contraction of the gel, there is no apparent direction

of alignment. The corresponding PIV for this frame is shown in Fig. 5.7-c . Although this

is shown for a gel -5, this is a general behavior that is observed in other gels as well.

After exploring and analyzing the contraction directions and behaviors of the gel

we propose a theoretical model for the contraction process. The contraction of the gels

arises from myosin motors pulling on the cross linked actin fibers and generating forces. As

discussed in earlier chapters, the contractile units of actomyosin can be modeled as force

dipoles embedded in an elastic medium, which here corresponds to the elastic network of

crosslinked actin fibers. In case of axisymmetry, there is only radial displacement, and the

radial and azimuthal strain components are given by

εrr =
∂ur
∂r

, (5.4)

εϕϕ =
ur
r
. (5.5)

In the case of isotropic contraction, i.e. when there is no apparent alignment of

actin fibers, there is equal contraction in all directions. The radial and azimuthal strains
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Figure 5.8: Proposed contraction model as interpreted from analysis of PIV of gels (a)

This is the proposed schematic for gel contraction with axisymmetry. Each contractile actomyosin

unit produces an active stress in the gel, which maybe considered as a force dipole. Close to the

boundary, the alignment of stress generated by actin fibers, is represented by contractile force dipoles.

These are aligned azimuthally, i.e. parallel to the the boundary of the gel. In the inner region there

is no specific alignment of force dipoles leading to isotropic contraction. The resulting active forces

from the force dipoles at different local regions of the gel are shown by black arrows in the insets. In

an overdamped elastic contraction model, these forces direct the local displacement of the gel. (Top

inset) Due to isotropic distribution of the force dipoles, the net force at any location in the inner

region is 0. But at the edge of the isotropic region, there is an unbalanced force pointing radially

inwards (Bottom inset) Due to the azimuthal alignment of the force dipoles, there is an inward

pointing unbalanced radial force. The force decreases as 1/r from the center, due to the curvature

in the direction of alignment of the force dipoles. (b) Analytically calculated radial displacement

profile for the model reproduces characteristic “hockey-stick” shape found from the PIV analysis of

experimental data. The inner isotropic region shows linear increase in magnitude of displacement.

Closer to the boundary, the magnitude of displacement reduces, since the force gets smaller.

are expected to be equal and constant:

∂ur
∂r

=
ur
r

= C. (5.6)

This corresponds to linear dependence of radial displacement with distance from the center.

This is indeed the behavior seen from the PIV analysis (refer to Fig.5.6 - a) in the inner

region of the contracting gel.
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In the isotropic region, the force dipoles do not have any specific alignment. The

net contractile force generated in the whole isotropic region vanishes, since equal force

dipoles cancel each other in the bulk. At the boundary of the isotropic region, there is some

unbalanced radial force, oriented towards the center (Fig. 5.8). This is different from the

radial alignment of force dipoles, since in that case, there is an unbalanced stretching force

throughout, including at the center .

Considering only azimuthal alignment of force dipoles in the outer region of the

gel, the curvature of the azimuthal alignment of force dipoles leads to unbalanced radial

forces (refer to Fig. 5.9(a)). This radial force is proportional to the curvature of the

circular contour lines, and therefore is inversely related to radial distance from the center

(Force ∝ 1/r). The force at the boundary of a large disk is thus very small compared to the

center. Hence, the displacement vector becomes small close to the boundary. The center of

the gel is fixed so there is no displacement. So we expect that the magnitude of the displace-

ment to increase with r and then decrease close to the boundary, as seen in Fig. 5.9(a).

With this model of isotropic inner region and azimuthal alignment at the boundary, we can

explain the hockey stick behavior of the radial displacement of the gel. This phenomenon

can be analytically understood through an active elastic model that integrates the orienta-

tional order of filaments in an active gel with elastic deformations and motor-induced active

stresses. The model illustrates how strain-induced alignment, represented as a nematic or-

der parameter, directs active stresses to form deformation patterns. Consequently, there

is a feedback loop between active stresses, elastic deformation, and nematic order, leading

to self-organized deformation and alignment above the nematic-isotropic transition point.

The results for elastic displacement and alignment profiles are similar to those obtained

from experimental actomyosin gel disks using PIV analysis and microscopy imaging of fiber

alignment.

Nematic order can be quantified by a order parameter tensor Q which comprises

of average direction of order (director field ←→n ) and magnitude S:

Qij = S(ninj −
1

2
) (5.7)

where Q is a symmetric traceless tensor and can be represented in cartesian coordinate

as: Q =

q1 q2

q2 −q1

 where two components are two scalars q1 and q2. The magnitude

of Q gives quantitative scalar value of nematic order and it can be calculated simply as
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S =
√
q21 + q22.

Strain tensor due to pulling of myosin motors in the actin filament network is

denoted by εij =
1
2(∂iuj +∂jui), where ui is displacement of the network. The elastic stress

due to the strain in the network is given by

σel
ij = Felεij = 2µ(εij −

1

2
δijεkk) +Kbεkkδij (5.8)

where Kb is bulk modulus and and µ is shear modulus. Active stress due to the

nematic alignment Q is given by σactive
ij = A(δij+Qij). Here, A is the strength of the active

forces generated in the disc. We consider that the active forces have a radial dependence

and are not constant throughout the gel. We obtain the total stress by combining the elastic

and the active components of the stress

σtotal
ij = σel

ij + σactive
ij (5.9)

We obtain the different components of the total stress tensor in polar form as

σtotal
rr = (Kb + µ) εrr + (Kb − µ) εϕϕ +A (1 +Qrr) (5.10)

σtotal
ϕϕ = (Kb − µ) εrr + (Kb + µ) εϕϕ +A (1 +Qϕϕ) , (5.11)

where Kb and µ are the bulk and shear moduli of an isotropic, homogeneous and linear

elastic medium in 2D.The other components of the strain tensor are 0 in the axisymmetric

situation and thus the corresponding stress components vanish as well. Thereafter, we

calculate the displacement from the divergence of stresses using,

γ∂tui = ∂jσ
total
ij = ∂j(σ

el
ij + σactive

ij ) = Kb(∂i∂juj) + µ∂2
j ui +A∂jQij , (5.12)

which is a statement of force balance in the system. The left hand side of the equation

corresponds to frictional forces generated on the gel by surrounding solvent (γ is a friction

constant), and the right hand side contains elastic and active forces, respectively. The

solvent flow is assumed to be very small, which is the elastic limit of a poroelastic model.

This is justified over short time scales compared to the poroelastic time scale (i.e., the fluid

does not have enough time to flow out). The solvent flow is also small when the gel fraction

is very small compared to the fluid fraction, which is indeed the case in the actomyosin

gels, at least in the early stages of contractions. With proper boundary conditions for

displacement and elastic stress, and nematic alignment parameter, and also modulating

the activity parameter (A) we obtain the radial profiles of displacement and strains, which

resemble the characteristic profiles obtained from the PIV analysis of experimental data.
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5.3.6 Differentiating domes from wrinkled gels
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Figure 5.9: Differences in radial displacement and strain profiles dictate formation of

different gel morphologies(a,b)The radial displacement profiles obtained from PIV analysis of

different gels shows the contrast in curvature between “domes” and “gels” as predicted by the model.

(c) The radial strain heatmap of Gel - 1 shows inner radial contraction region and gentle in increase

in radial strain close to the boundary in case of “dome”. (d) The radial strain heatmap for wrinkles

(Gel - 5) shows a sharp increase in radial strain from inner to outer region and then a gentle decrease

close to boundary. (All strains are normalized by their maximum positive and negative values)

We address the reason for the distinct final morphologies, namely domes or wrin-

kles obtained for the different gels. To do so, we compare the radial profiles of displacements

and strains. In case of gels 1 and 6 that give dome structure (as observed by confocal mi-

croscopy ), the radial profile of the radial displacements show a gentle decrease of magnitude

and positive curvature from the turning point (Fig. 5.9-a). This is noticeably distinct from

the cases of Gels 5 and 7 which give final wrinkled structures (Fig. 5.9-b). The radial

profile of radial displacement shows an initial sharp increase at the turning point, and the

magnitude of displacement decreases slowly.

The radial strain analysis of the gels allows a concrete distinction between the two

morphologies. In case of a dome, the radial strain shows a gentle increase from a negative

value at the isotropic core to a positive value close to the boundary (Fig. 5.9-c). The radial
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strain in case of wrinkles, shows a sharp increase from the isotropic core to a positive value

and then gently decreases to zero close to the boundary (Fig. 5.9-d).

The contraction of gels have distinct dynamics which can be classified as dome-like

contraction (which comprise of domes and 2 peak saddle gels) and wrinkle-like contraction

(which show 1 or more wrinkles). Experimentally, it has been observed that the gels with

dome-like contraction begin to contract radially inwards from the boundary, squeezing the

fluid out of lateral surfaces of the gel, before showing vertical contraction [81]. The wrinkled

gel initially contracts in the vertical direction, squeezing out fluid predominantly through

the upper and lower surfaces before contracting in the radial direction. We observe that the

dynamics of the radial displacement profile also show a distinct behavior for these dome-like

(Gel 1 and 6) and wrinkle-like gels (Gel 5 and 7).

We are currently extending our model to include poroelastic effects, that is the

coupling of elastic gel deformation and solvent flow [284], to potentially explain the radial

displacement profiles corresponding to the wrinkle-like cases (gels 5 and 7). These gels

clearly contract much faster in the inner isotropic region, resulting in excess circumference

and a wrinkled shape. However, we are yet to theoretically explain the extent of the inner

isotropic region and its rate of contraction. We hypothesize that this is due to predominant

fluid outflow through the top and bottom surfaces in the thinner gels. So, we require a

dynamic model, going beyond the present quasi-static model used in Eqns. 5.12, to capture

this effect.

5.3.7 Locating wrinkles in gel

Once we identify the expected final morphology of the gel, we expect to locate the

position of wrinkles, if any. At the onset of wrinkle formation, the azimuthal components

of the PIV displacement vectors show azimuthal dependence as shown in (Fig. 5.10-a). The

green region in the schematic shows high azimuthal strain. This phenomenon is temporary

and will die down after a wrinkle is formed. Gel-5 shows wrinkle formation at the boundary

and can be associated with high concentration of accumulation of actin fibers than its neigh-

boring regions as pointed by the big white arrows (Fig. 5.10-b). The angle dependence of

azimuthal strain is shown between angles −π/3 and π/3 (Fig. 5.10-c). It clearly shows high

magnitude of azimuthal strain at the locations where wrinkles are forming. The azimuthal

strain is calculated by averaging over 10 frames so that any fluctuations in azimuithal strain

dies down.
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Figure 5.10: Azimuthal strain reveals formation of wrinkles (a) Temporal and spatial varia-

tions in PIV vectors can lead to high azimuthal strain demarking the onset of formation of wrinkles.

(b) Thickening of actin bundles is observed in the phase contrast image of the gel at the locations

indicated by the big white arrows. (c) Azimuthal strain at the boundary increases in magnitude at

the locations where a wrinkle is forming which is observed at two angular regions between −π
3 and

π
3

5.4 Discussion

In this chapter, we show analysis of the displacement and strain profiles of different

gels and address the different possible pathways an active gel contracts to attain different

morphologies. We consider the radial profile of radial displacement under the limit of axially

symmetric contraction and observe the hockey stick shape behavior. The inner region with

linearly decreasing displacement suggests a core of isotropic contraction of the gel. This

behavior is also observed from radial dependence of radial and azimuthal strains which are

negative, constant and equal. The radial displacement profile changes slope close to the

boundary and becomes positive. This suggests a radially stretched boundary region that is

clearly shown by the radial strain profile becoming positive close to the boundary. On the

other hand, the azimuthal strain is still negative, suggesting azimuthal contraction which

corresponds to high azimuthal alignment of actin filaments close to the boundary. This

was confirmed by the experimental image of the actin alignment and principal direction of

contraction (eigenvector analysis) close to the boundary.

Thereafter, we propose a schematic to show the axisymmetric contraction phe-

nomenon of gel. This shows an inner isotropic core, i.e. no apparent alignment of stresses

which gently transitions to an azimuthally aligned region close to the boundary. We see
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that the alignment of the stresses is not enough to determine the final morphology of the

gel. It has been observed in experimental images in Ref. [60] that thicker poroelastic active

gels contract laterally before contracting vertically. On the other hand, the thinner gels

contract longitudinally before it contracts laterally. This leads to differential alignment of

actin fibers in the contraction process of different morphologies of gels. Hence, we hypoth-

esize that there is difference in activity between the different types of gels. In the case of

dome, the difference in contraction between the inner region and the boundary region is

very small, while in case of wrinkles, there is a very big difference between the activity of

the inner and the outer regions. This hypothesis can be validated with analytical modeling

of contraction of gels. In the end, in this work we were also able to locate the position at

which new wrinkles are formed from the analysis of its azimuthal strain.

The theory of linear elasticity helps us to understand the phenomenon of gel con-

traction and validates some of our hypothesis. The elastic model is well suited for very

slowly contracting gels, such as domes. But we need to model dynamics for the rapidly

contracting gels like the wrinkled ones. We cannot understand everything from elasticity

theory, which is quasi-static, for example, the location of the turning point and the inverse

curvature of the boundary region in wrinkled gels as compared to domes. To address these

questions, we need a more dynamic model (poroelastic model), i.e., including the elastic

outflow of the solvent as the gel contracts. We will explore the effect of poroelasticity in

our future work.



Chapter 6

Conclusions

In this work, I have explored the importance of actomyosin cytoskeletal network in

cell migration and generating elastic stresses on substrates mediating cell–cell interactions

and defining shapes in active gels.

In Chapter 2, using our model for cell contractility and motility, we computed

several metrics related to cell interactions. These metrics include the number of cell-cell

contacts, the mean square displacement of motile cells influenced by elastic deformations

from neighboring cells, and capture statistics resulting from attractive interactions between

two cells. The computed metrics depend on the elastic properties of the substrate. Specifi-

cally, the interaction parameter (α ∼ 1/E) captures the strength of the mechanical forces.

The effective diffusivity (DT) represents cell motility. Interestingly, our results support the

hypothesis that purely mechanical cell-cell interactions can lead to mutual contact with-

out relying on specific chemical factors to guide cell movement. Our model predicts that

substrate stiffness plays a crucial role in guiding cell motility and shaping multi-cellular

structures. We then explore the anisotropic interaction between cells interacting by means

of elastic substrate deformation and study the collective behavior captured by it.

In Chapter 3, we explore how passive interactions between dipolar cells cause them

to align end-to-end, forming motile chains. These chains can further organize into polar

bands and clusters due to their active motion. When polar chains move in opposite di-

rections, they naturally segregate into separate bands to avoid interference. Although our

model specifically demonstrates this behavior for elastic dipoles, it applies to a broader

category of active particles with dipolar interactions [177, 178, 205]. Experimental realiza-
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tion of these phenomena is possible in active colloids equipped with permanent or induced

dipole moments[176, 206]. In particular, at higher Poisson ratios, the symmetry of elastic

dipolar interactions changes [130], potentially leading to structures such as actively rotating

rings. We further note that the mechanical interactions between cells in elastic media is in

reality expected to include effects not considered here including from the nonlinear elastic

properties of the substrate and nonlinear effects arising from the cells actively maintaining

mechanical homeostasis at their boundaries, such as by regulating their shape [137]. We also

ignore the elastic response of the cells themselves, which can cause additional interactions

similar to those between rigid inclusions in soft media [207].

In Chapter 4, we studied the effect of elastic interactions with mechanical bound-

aries, namely free and clamped boundaries to address durotaxis, a process by which cells

preferentially migrate towards the stiffer side of the substrate. Our model is motivated by

and explains the key observation in one of the first demonstrations of durotaxis [3]. The

elastic forces and torques resulting from the elastic potential drive the cells to orient perpen-

dicular (parallel) to the boundary and accumulate (deplete) at the clamped (free) boundary.

The clamped boundary that induces an attractive potential drives durotaxis, while a free

boundary that induces a repulsive potential prevents anti-durotaxis. By quantifying the

steady-state positional and orientational probability densities, we show how the extent of

accumulation (depletion) depends on the strength of the elastic potential and motility.

While the elastic interaction drives durotaxis, cell migratory movements such as random

reorientation and self-propulsion enable escape of the cell from the attractive elastic po-

tential thereby reducing durotaxis. We distinguish between and calculate the mean escape

time for weak and strong regimes of the elastic potential: escape through self-propulsion

following reorientation away from the confining boundary and through random translational

protrusions, a scenario captured by a modified Kramer’s theory of barrier crossing.

To study the escape phenomenon of cells from clamped boundaries we propose

experiments with micropatterned substrates with sharp gradient of substrate stiffness that

correspond to clamped or free boundary conditions in simulations[285, 286]. The micropat-

terning is done so that there are no adhesion sites on the stiff side of the substrate to

ensure only a clamped boundary interaction. Cell migratory behavior and escape time

can be analyzed from trajectories close to the stiffness gradient. We further define metrics

quantifying boundary accumulation and durotaxis, and present a phase diagram that iden-

tifies three possible regimes: durotaxis, adurotaxis without accumulation, and adurotaxis
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with motility-induced accumulation at a confining boundary. Cells moving on elastic media

are not very persistent, hence, the motility induced accumulation phase is physiologically

unattainable for motile cells. We suggest micro patterning the substrate such that cells can

only move along the track (like a race track experiment)[287, 288], which will increase the

persistence of the cells.

Overall, our model predicts how durotaxis depends on cell contractility and motil-

ity, and successfully explains some of its aspects seen in previous experiments while providing

testable predictions to guide future experiments.

In Chapter 5, we study how myosin motor-induced forces in the actin cytoskeleton

are responsible for changes in cell and tissue shape in living systems. We consider in vitro

experiments where a set of actomyosin gel disks spontaneously contract and buckle into

a family of initial-geometry dependent, 3D shapes ranging from domes to wrinkled. We

observe azimuthal alignment of actin fibers at the boundary of the gel as a response to

contraction and densification. This alignment is crucial to setting up the in-plane strain

profile and ensuing contraction dynamics of the gel.

A main contribution of this thesis has been to the analysis of particle imaging

velocimetry (PIV) data on gels of different initial shapes to obtain the in-plane distribution

of elastic strains. Resolving the radial and azimuthal components of the strain reveals the

robust occurrence of an inner isotropic contracting region, surrounded by an outer region

with radial stretching. Comparison with a model for active stresses in elastic disks allows us

to infer an outer region with azimuthal-aligned force dipoles representing myosin activity.

Our findings support the hypothesis that this differential distribution of active stresses arises

from the local alignment of actin bundles induced by contraction along the gel boundary.

Future work will reveal how the in-plane strain distribution determines the final 3D buckled

shapes. We will aim to predict the dynamic pathways for the formation of domes, wrinkles,

or intermediate shapes, based on the strain profiles. According to our current hypothesis,

this may be done by modeling the poroelastic dynamics of actively contracting gels.



Appendix A

A.1 Model for a moving cell interacting with a stationary

cell via substrate elasticity

The flat substrate is treated as being semi-infinite (Figure 1) and comprised of a

linearly elastic, isotropic gel-like material with Young’s modulus E and Poisson’s ratio ν,

that capture its stiffness and compressibility respectively. The minimal model that describes

the deformations created by cells exerting contractile forces on the substrate is a point-like

force dipole [6]. Two identical dipolar cells denoted by A and B move in the upper plane

(chosen to be the x-y plane, see Figure 1). Cell A is allowed to move and its dynamics is

specified completely by its location on the substrate rA(t) and by its self-propulsion direction

eA(t). Cell B is held fixed at point rB. As a result of the contractile dipoles exerted on the

substrate the cells communicate elastically. The potential WAB characterizing this elastic

interaction between the two cells is given by

WAB(r) = P 2eBj e
B
i ∂j∂lG

AB
ik (r)eAk e

A
l , with r = rA − rB, (A.1)

where P is the strength of the force dipole capturing the contractile stresses exerted by a

cell on the medium. In writing (A1), we have made the plausible assumption that cells

orient their cytoskeletal structures such as stress fibers and exert their traction primarily

along their motility axis, such that the force dipole tensor, which captures the moment of

their force distribution, is assumed to be, Pij = Peiej . The tensor

GAB
ij (r) =

1 + ν

πE

[
(1− ν)

δij
r

+ ν
rirj
r3

]
, (A.2)

is the Green’s function that captures the displacement in the elastic medium at the location

of one cell (dipole) caused by the application of a point force at the location of the other
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[191]. The partial derivatives in (A1) on the right hand side are taken with respect to

relative position vector r. Standard Einstein notation has been chosen in writing the form

of WAB and the derivatives in equations (A1) and (A2).

To obtain the force and torque balance equations that govern the dynamics of

cell A, we make the simplifying assumption that the cells move in an overdamped fashion.

This implies that hydrodynamic interactions between cells are ignored, and that each cell

feels a resisting viscous frictional drag/torque that is proportional to its velocity/rotation

rate. Conversely, when acted on by a force F or a torque T, a cell in this overdamped

environment will move with velocity µTF or rotate at a rate µRT respectively. Here, µT

and µR are appropriate mobility terms that depend on the cell size.

The micro-dynamics of cell A moving on the substrate is governed by the Langevin

equations for the translation and rotary motion of cell. Recognizing that the elastic inter-

action generates (extra) forces and torques that act on each cell, and including the effects of

fluctuating time dependent forces ξT (t) and torques ξR(t) originating from thermal noise,

we can write the equations for the position and orientation of cell A in the presence of cell

B as

∂rA

∂t
= v0e

A − µT
∂WAB

∂rA
+ µT ξ

T (t), and (A.3)

∂eA

∂t
= −µR

(
eA × ∂WAB

∂eA

)
+ µRξ

R(t). (A.4)

In an equilibrium situation, the random forces and torques are white noise terms and are re-

lated to one another by the equipartition and fluctuation-dissipation theorems: ⟨ξT (t)ξT (t′)⟩ =
(2kBT/µT )δδ(t−t′) where δ is the Kronecker delta function. For active cells however, these

restrictions do not hold; these terms are set by active internal cell responses to the substrate

properties. Equations (A1-A4) are used in the results illustrated in Figure 5.

In the bulk of the paper and for results presented in Figures 1-4, we use an isotropic

version of the potential in equation (A1) that ignores orientational dynamics that are in

general present for highly elongated cells. This assumes a separation of scales between the

time over which cells reorient and the dipole axis changes and the time for the center of

the cell to move significantly such as when the rotation noise in (A4) is significant. In this

limit, one can average over the rapid reorientations of the cells and replace eBj e
B
i by δij and

eAk e
A
l by δkl. Equation (A1) then reduces to the simpler form that we employ in the main
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discussion of the paper and implement as a numerical simulation,

WAB(r) = P 2∂i∂kG
AB
ik (r) =

P 2

E

ϕ(ν)

r3
(A.5)

with the function ϕ(ν) = (1 − ν2)/π dependent solely on the Poisson ratio, and hence

fixed in the simulation. Furthermore, since the dipole axis of cell A reorients in time scales

much faster than its slower rate of translation, the voe
A term in (A3) simplifies to a time

fluctuating variable with a mean that is roughly zero but with a non-zero variance. Thus

its net effect may be incorporated by appropriately modifying the translational diffusivity.

For an isotropic symmetric potential as here, the equation that needs to be solved is then

∂r

∂t
= −µT

∂WAB

∂r
+ µT ξ

T
∗ (t), (A.6)

with the modified random force ξT∗ reflecting an effective translational diffusivity Deff differ-

ent from the thermal diffusivity D0, through a relation, ⟨ξT∗ (t)ξT∗ (t′)⟩ = (Deff/µ
2
T )δδ(t− t′).

We define the dimensionless number DT ≡ Deff/D0. Consistent with this, we choose

µT = Deff/kBT .
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B.1 Model for substrate mediated cell-interface interactions

Adherent cells exert dipolar contractile stresses on the underlying elastic substrate;

these are generated by actomyosin fibers (actin and myosin II complexes), usually referred

to as stress fibers, that generally connect the opposite sides of the cell and terminate at

focal adhesions (FAs) [289, 215, 290]. On a larger scale, the entire contractile cell can be

represented as a force dipole that deforms its extracellular environment typically modeled

as a linear elastic continuum [215, 51]. The concept of force dipoles has found wide-ranging

applications in various biological phenomena. [130, 6, 291, 79, 215, 292, 215, 230, 215, 293,

215].

Here, we use the force dipole concept and extend current theory to the interactions

of active, motile cells with an underlying elastic substrate and constrained to remain within

a domain (with boundaries) using a combination of simulations and analytical theory. In

this minimal model, the entire, polarized cell, is coarse-grained and approximated as a sin-

gle, evolving force dipole that moves on an elastic substrate, and is further subject to forces

generated due to its interaction with the substrate and its boundaries. For the purposes of

the analysis however, we use the word active to specifically mean self-propelling cells. Given

the assumption of isotropic linear elasticity of the extracellular material, and the strength

and orientation of the cell generated dipole, we can calculate stress and strain fields by solv-

ing the elastic equations with appropriate boundary conditions. These stress/strain fields

then affect the motion of the cell by allowing cells to re-orient towards preferred alignments

in order to optimize the deformation energy generated by the dipole in the substrate. Two

canonical reference cases, namely 1) free boundaries, where the normal traction vanishes at

the stiff-soft boundary (useful to analyze cells located on stiffer side), and 2) clamped bound-
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aries, where the displacements vanish at the stiff-soft boundary (relevant to cells initially

located on softer side) are analyzed. Such reduced descriptions are particularly appropriate

when the stiffness contrast is high. The corresponding elastic boundary value problems

with these limiting boundary conditions can be solved using the method of images [6].

In general, the interaction energy of the adherent cell (force dipole) with the surface

[6] scales as U ∼ P 2fν(θ)/(Ex3), where fν is a function of substrate Poisson’s ratio ν, and

the orientation of the cell relative to boundaries. Here, the spatial and angular coordinates

x and θ are as defined in Fig. 4.2. The substrate mediated elastic cell-boundary interaction

can be modeled as an effective potential U(x, θ) acting on the adherent cells (generating a

force dipole) thus,

U(x, θ) = −
(

P 2

256πE

)
fν(θ)

(x+ σ)3
,

fν(θ) = aν + bν cos
2 θ + cν cos

4 θ,

with P being the force dipole, E and ν being the Young’s modulus and Poisson’s ratio of

the substrate, respectively. The parameters aν , bν , cν are different for free and for clamped

boundary conditions. These are, respectively (with superscript f denoting free, and super-

script c denoting clamped)

afν = −(1 + v)[5 + 2v(6v − 1)]

(1− v)
,

acν =
(1 + v)[15 + 32v(v − 1)]

(1− v)(3− 4v)

bfν = −(1 + v)[22 + 4v(2v − 9)]

(1− v)
,

bcν =
(1 + v)

(
34 + 32v2 − 72v

)]
(1− v)(3− 4v)

cfν = −(1 + v)
[
13(1− 2v) + 12v2

]
(1− v)

,

ccν =
(1 + v)(7− 8v)

(1− v)(3− 4v)

(B.1)

Preferred cell orientations, as predicted by calculating configurations that minimize defor-

mation energy, are parallel/perpendicular to the boundary line for free/clamped boundaries.

Hypothesizing that this holds even for motile cells, and accounting for the effects of self-

propulsion, we deduce that motile cells preferentially move toward a clamped boundary,

but tend to migrate away from a free boundary.

In addition to elastic effects, boundaries may physically constrain cells from cross-
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ing. This constraint is implemented by explicit displacements of the cells, as explained in

the next section.

Table B.1: List of biophysical parameters.

Parameter Meaning Value(s)

σ Cell diameter 10− 100 µm

v0 Cell velocity 0− 80 µm hr−1

µT Translational Mobility 0.1 m2 min−1 pN−1

µR Rotational Mobility 25 µm2 min−1

Deff Rotational Diffusivity 0.01− 0.1 min−1

E Young’s modulus 0.5− 100 kPa

ν Poisson’s ratio 0.3

P Contractility 10−12 − 10−11 N ·m

Table B.2: List of simulation parameters.

Parameter Meaning Definition Value(s)

A Cell-boundary force parameter µTP 2

(EDT σ3)
0.1− 100

B Cell-boundary torque parameter µRP 2

(EDRσ3)
0.1− 100

Pe Péclet Number v0
(σDR) 0− 10

B.2 Simulation model details

The position and orientation of the cells is governed by over-damped Langevin

equations. The simulation box has a square geometry with lateral dimension L with x rep-

resenting the scaled distance measured normal to the boundary (see Fig. 4.2). We perform

the simulations in dimensionless units. To do this, we choose 1/DR as the characteristic

time scale, and introduce dimensionless time t∗ related to dimensional time t′ by t∗ ≡ t′DR.

The diameter of the cell σ is used to scale lengths, so that the dimensionless positions

(x∗, y∗) are related to the dimensional ones (x′, y′) via x∗ ≡ x′/σ, y∗ ≡ y′/σ and r∗ ≡ r′/σ.
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The equations when scaled assume the form

dr∗

dt∗
= Pe p − 3A

(x∗ + 1)4
f̃ν(θ)x̂+

√
2Dη∗

T (B.2)

dθ

dt∗
= − B

(x∗ + 1)3
∂f̃ν(θ)

∂θ
+
√
2η∗R (B.3)

where A and B are the dimensionless interaction parameters for force and torque respec-

tively and Pe is the Péclet number which determines the persistent motion of the cells(

Eq. 4.4)). D is the scaled coefficient of diffusion (Eq. (4.4)) while η∗
T and η∗R are the scaled

Gaussian white noise for translation and rotation respectively. In our simulations ν is fixed

at 0.3 [3] and fν(θ) is scaled such that f̃ν(θ) = (50/256π)fν(θ). Superscripts
∗ in Eqs. (B.2)

and (B.3) denote non-dimensional quantities. Henceforth, we will drop this superscript for

ease of use and thus in the final equations simulated (x, y, t) are all dimensionless.

B.3 Simulation methodology

Simulations are conducted, unless mentioned otherwise, with N = 200 active

Brownian particles (cells) of diameter σ. In scaled units, the cells have diameter of 1,

and move within a square box of size L = 40. Cells do not interact with each other. We

choose the origin and coordinate axes x and y so that the domain is −L/2 ≤ x ≤ L/2

and −L/2 ≤ y ≤ L/2. Periodic boundary conditions are imposed at the lower and upper

boundaries.

Lateral boundaries correspond to flat interfaces that interact elastically with cells

and also impose confinement. We ignore deformations of the boundary so that these inter-

faces are always parallel to the y-axis at x = −L/2 and x = L/2. Confinement is directly

imposed by maintaining an exclusion region of σ/2 exists around each interface; cells are

thus prevented from partially or fully penetrating the wall. We implement this condition as

follows. We make sure that if a particle makes a virtual displacement where the center of

the particle is x+∆x > L/2−σ/2, it is brought back to a distance L/2−σ/2 and similarly

to −L/2 + σ/2 on the other confining boundary. The free and clamped boundary condi-

tions are associated with the confining boundaries to ensure that the particles cannot cross

the threshold potential. The coordinate system shown in Fig. 4.2, demonstrates symmetry

(in both the type of boundary conditions, and potential field from the boundary) about

the origin x = 0, and reflection symmetry about the y axis. Since x denotes the variable

quantifying the normal distance measured from the edge of the boundary, our simulation
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Figure B.1: The force from the boundary and active force orthogonal to the boundary both depend

on the angle of orientation with the boundary. We compare the forces at the boundary to graphically

estimate the angle of escape of the particles. We compare the force from the boundary (solid blue) at

(a) A = 0.2 and (b) A = 2 with active forces perpendicular to the boundary (dashed) at Pe = 1, 2, 10.

The particle can escape at angles where the orthogonal component of the active force is greater than

the boundary interaction. (a) At A = 0.2, for all values of Pe, the particles can escape the boundary

through any angle θ such that cosθ > 0. Increasing Pe increases the angle of escape. (b) At A = 2

we observe 3 different behaviors. For Pe = 1 orthogonal component of active force is always less than

the boundary force. At Pe = 10, the active force is higher than the boundary force and intersect

each other at 1 point. The active force is higher than the boundary force only inside angular pockets

for Pe = 2.

methodology implies that particles are excluded from occupying a region of width 1/2 (cor-

responding to the radius of the cell σ/2 in dimensional units) at the boundary (see Fig. 4.2

and Fig. 4.3-c).

Dimensionless forms of the dynamical equations Eq. B.2-B.3 are discretized and

numerically solved using the explicit half-order Euler-Maruyama method [204]. We initialize

200 non-interacting particles uniformly distributed inside the simulation box and study its

probability distribution as function of distance from the boundary. These particles interact

with the elastic boundaries depending on the proximity and orientation with respect to

the boundary. Simulating a large number of non-interacting cells at the same time allows

us to obtain detailed statistics for single particle interaction with the elastic boundary in
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a speedy and efficient manner. The dimensionless time step is dt = 10−3 such that the

displacement in each time step is small (∼ 10−2σ or smaller). We sample the data every

103 steps. When the probability distribution does not change with time (subject to a

pre-specified precision), we consider that statistical steady state has been reached. Steady

state is achieved at different times which depend on the parameters A, B and Pe. Steady

state time under no force or torque from the boundary can be estimated to be ∼ L2/Deff

where Deff = v20/DR. In our initial simulations, we set the scaled translational diffusion

D = 0. Thereafter, we study the distribution of particles as a function of distance from

the boundary by averaging over all particles and time after steady state is achieved. We

count the number of particles at x = σ/2 to determine the localization of particles at the

boundary.

At steady state we look at the distribution of particles throughout the domain from

the left wall to the midpoint of the domain, and also analyze the localization of particles

near the boundary (over a region ranging from a cell diameter to a few cell diameters). This

is done by studying the time evolution of the effective number of particles/cells a certain

distance from the wall. If the interface was a penetrable surface, higher localization at the

boundary would imply a higher probability of cells and a larger current/flux crossing the

interface. For a free boundary, we study the effect of simulation parameters on the void

length and orientation dynamics of particles at the clamped boundary. Our simulations

complemented by a simple model for barrier crossing based on Kramer’s theories allow us

to identify conditions particles can escape the influence of the boundary interactions.

B.4 Determining escape conditions

Here we graphically explore the escape of particles from the boundary at different

different interaction parameters, A, and Péclet number, Pe. We further determine the

critical values Pe1(A) and Pe2(A) which dictate the different regimes of particle localization

at the boundary. Particles remain trapped at the boundary when Pe < Pe1. For Pe > Pe2,

there exists a characteristic angle θ, above which trapped particles can attain a configuration

favorable for escape from the boundary. This critical angle, θesc depends on Pe (Fig. 4.8(a),

Fig. B.1(a)). For Pe1 < Pe < Pe2 particles can only escape the boundary when their

orientation θ lie in the angular region between θ1 and θ2 (Fig. 4.8(b)).

The particles can potential attain a configuration favorable for escape escape when
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the self-propulsion active force of the particle has an orthogonal component sufficient large

to overcome the elastic attraction from the boundary. For a particle/cell trapped at the

boundary x = xb = σ/2, a balance yields

Pe =
1

cos θ

3A

(x+ 1)4
f̃ν(θ), f̃ν(θ) =

50

256π
fν(θ). (B.4)

At Pe = Pe1, the tangent construction evaluating the elastic force originating due to cell-

boundary interactions (see figure B.1) provides Pe1,

Pe1 =
3A

(x+ 1)4
50

256π

(
2|bcν | cos θ + 4|ccν | cos3 θ

)
(B.5)

Eqs. (B.4) and (B.5) provide the ratio Pe1/A = 0.91 at x = xb =
σ
2 . At A = 2, Pe1 = 1.819

and at A = 0.2, Pe1 is expected to be 0.182.

To determine Pe2, we consider θ1 = 0, since beyond Pe2, θ1 would cease to exist as particles

can escape at angles less than θ2. Balancing forces at θ = 0, we get

Pe2 =
3A

(x+ 1)4
50

256π
(|acν |+ |bcν |+ |ccν |) (B.6)

This gives the ratio Pe2/A = 1.07. For A = 2, Pe2 is determined to be 2.14 and for A = 0.2,

it is 0.214.

B.5 Escape of cells from the attractive clamped boundary

B.5.1 Adaptation of Kramer’s theory to the frequency of orientation flips

for spatially localized cells

We analyze the flips in cell orientation, that is in the angle θ, when the cell is at

a fixed location near the boundary. This is done via an adaptation of the classical theory

due to Kramer [263]. Consider a collection of independent Brownian cells/particles in an

external 1D potential U(z) that depends on a generalized coordinate z. Let the potential

exhibit a meta-stable minimum at location A, with the maximum in the value occurring at

the crest of a potential barrier at B, as shown in Fig. (B.2). The well is sufficiently deep so

particles inside the well cannot escape in short time intervals. Assuming that particles in

the well minima are close to equilibrium and cross the barrier diffusively, we aim to obtain

the rate at which this escape takes place. The dynamics of a test particle can be described

by the over-damped Langevin equation in 1D,

dzp
dt

= −µU ′(zp) + η(t) (B.7)
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Figure B.2: (a) Schematic of the classical Kramers’ Problem for escape from a potential well and

across a potential barrier. Particles move in a spatially varying potential U(z), shown as the black

curve, that is a function of a general coordinate z. The potential U(z) exhibits two minima: the

first at location z = A, and a second minimum beyond point z = C. Additionally, to get from A to

C, particles subject to U(z) have to surmount and pass through a barrier with a local maximum at

z = B where A < B < C. We analyze an ensemble of particles initially in an equilibrium distribution

at the bottom of the cell z ∼ A, and study the rate at which they escape the barrier at B, and reach

C. (b) Schematic of the barrier crossing problem for active self-propelled particle escaping from a

potential well.

with µ being the mobility and −U ′(zp) the linear drag force acting on the particle located

at zp. The particle is also subject to a white noise η(t), with zero mean ⟨η(t)⟩ = 0 and

variance ⟨η(t)η (t′)⟩ = 2Dδ (t− t′). Here D and µ are generalized diffusivity and mobility

coefficients that characterize the random diffusion and frictional effects as the particle/cell

moves along z. Barrier crossing is achieved after many attempts - that is, the crossing is

driven by diffusive processes.

These approximations allow us to move from the Langevin equation to the Fokker-

Planck equivalent. We recast the problem in terms of a probability distribution function

P (z, t) that may be mapped to either the probability of a single particle or the density of a

collection of particles (as in simulations). We assume that the system is close to equilibrium

so that crossing flux J(z, t) may be related to gradients in P (z, t),

∂P (z, t)

∂t
=

∂

∂z

[
µ
∂U

∂z
P +D

∂P

∂z

]
= −∂J

∂z
(B.8)

J = −µP (z, t)∂zU −D∂zP (z, t) (B.9)

J = −De
−U(z)

kBT
∂

∂z

(
e

U(z)
kBT P (z)

)
. (B.10)



APPENDIX B. 126

We have invoked the Stokes-Einstein relationship so that D = µkBT . For a system that

is approximately in equilibrium and in quasi-steady conditions with a large barrier height

satisfying [U(B) − U(A)]/(kBT ) ≪ 1, the current J across the barrier is small and the

rate of depletion at the well is small. Since the system is close to quasi-steady sate, the

probability distribution P (z, t) doesn’t change quickly with time, and so ∂tP (z, t) ≈ 0.

Moreover, based on Eq. B.8, the current is then to leading order constant and independent

of z and t.
J

D
e

U(z)
kBT = − ∂

∂z

[
e

U(z)
kBT P (z, t)

]
. (B.11)

Due to the barrier crossing event being a rare event, we next invoke the approxi-

mation P (A)≫ P (C) ∼ 0.

To calculate the escape flux, we assume that re-crossings into the well are not

permitted once the particle reaches location C. That is, we let C correspond to an absorb-

ing boundary so that the probability density there is zero. Integrating Eq. B.11 between

locations A and C, and using P (C) = 0, we obtain

J

D

∫ C

A
e

U(z)
kBT dz = e

U(A)
kBT P (A). (B.12)

The left side integral can be asymptotically estimated to leading order by using the saddle

point method by expanding U(z) in a Taylor series approximation and noting that the first

derivative at B is zero,∫ C

A
e

U(z)
kBT dz ≈

∫ C

A
e

U(B)+ 1
2U′′(B)(z−B)2

kBT dz

≈ e
U(B)
kBT

∫ ∞

−∞
e

−|U′′(B)|(z−B)2

2kBT dz = e
U(B)
kBT

√
2πkBT

|U ′′(B)| .
(B.13)

To evaluate the escape rate resc, we recognize that this rate is the same as the current

going out of the metastable well at A, given that the particles are initially situated inside

it, J = pAresc. Assuming an initial close equilibrium state with

P (z) = P (A) exp [−[U(z)− U(A)]/kBT ]

and using the expansion

U(z) ≈ U(A) +
1

2
U ′′(A)(z −A)2,
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the probability to be inside the well is approximately

pA =

∫ A+∆

A−∆
P (z) dz ≈ P (A)

∫ ∞

−∞
e
−U′′(A)(z−A)2

2kBT dz

= P (A)

√
2πkBT

U ′′(A)
.

(B.14)

Here ∆ denotes a suitably small range in the neighborhood of point A. The saddle point

approximation allows us to eventually extend the domain of integration from −∞ to ∞.

Thus, the escape time satisfies,

τesc =
1

resc
=

pA
J

=
2πkBT exp

(
U(B)−U(A)

kBT

)
D
√
U ′′(A) |U ′′(B)|

(B.15)

To use Eq. B.15 to study flipping dynamics, we consider a particle located at a fixed posi-

tion x and study the time it takes to reorient from θ = 0 (bottom of the potential well), to

θ = π/2 (top of the barrier). The escape time can be mapping into the 1D circle motion

with periodic boundary condition P (θ = 0) = P (θ = 2π) (cite Sommerfeld’s book). Identi-

fying the coordinate z as θ and reintroducing the location dependence x (here considered

constant), we obtain the escape time at fixed x

τescDR =
2πkBT exp

(
U(x,π/2)−U(x,0)

kBT

)
√

[U ′′(x, 0) |U ′′(x, π/2)|]

∼ 1

B
exp

(
B

B∗

)
.

(B.16)

B.5.2 1D and 2D passive case: Escape time without self-propulsion in

attractive power-law potentials

Here we focus on a motile test cell Pe > 0 that is in the attractive domain. As

discussed earlier, the wall induced elastic potential U(x, θ) depends on both cell distance

normal to the boundary x, and cell orientation θ. To understand the escape for motile cells,

we first investigate escape dynamics for non-motile cells and set Pe = 0. This result will

form the foundation for our analysis of activity assisted escape that is valid for small values

of Pe.

Let us first consider possibly the simplest case - the dynamics of a non-motile

cell/particle in one dimension. Specifically, we assume there is no orientation coupling

fν(θ) = 1 and so the potential U is a function of x alone. The physical motivation for
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B = 0.1

Figure B.3: (a) The mean escape time evaluated from simulation (solid black circles) follows the

modified Kramer’s theory of barrier crossing for passive particles with Pe = 0 moving in the 1D

modified potential without the coupling between position and orientation (f̃ = 1). In the limiting

cases resulting in Eq. B.24, the solid line and dashed line represent the analytical results and the

approximation, respectively. (b) Results for the mean escape time from simulations (black circle, red

square and blue star symbols) for passive particles in 1D, and with B = 2, 0.1 in 2D, respectively.

Values of effective f∗ averaged over orientational degrees of freedom is by fitting and estimated

to be 0.788 and 0.651 for B = 2, 0.1, respectively. For larger B, the particles always flip between

orientations θ = 0 and θ = π, and thus confirm to the 1D situation. Thus, the upper bound of f∗ is

given by 1 corresponding to 1D case. The lower bound could be estimated by the f∗ ≈ f̃(θ = π/2).

this comes from the recognition that U(x, θ) is the product of two functions one of which

depends only on x, and the second (via fν(θ)) depends on θ alone. When cell reorientations

occur on time-scales that are much shorter than the time for cells to escape, it is possible

to average over accessible orientations and replace the function f with a suitably averaged

constant (which for our simulations with fixed D and DR is a pure number). Biologically,

such a process is applicable to cells with rapid and highly stochastic blebbing.

Since there is no saddle point in the original potential derived from elastic inter-

actions (a power-law potential), we consider a modified potential U(z) (in kBT units) with

z being a (scaled) coordinate obtained by replacing the term (z+1)−3 with (z2 +1)−3/2 so

that

U(z) = − A

(z2 + 1)3/2
, with A ≡

(
P 2⟨fν⟩

256πEkBT

)
. (B.17)

The Fokker-Planck equation for the probability Ψ in terms of z and (scaled) time τ may
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then be written

∂Ψ

∂τ
=

∂

∂z

(
∂Ψ

∂z
+Ψ

dU

dz

)
(B.18)

We use the method of separation of variables to convert Eq. B.18 into an eigenvalue problem.

Setting Ψ(z, τ) = e−U(z)g(z)e−µτ where g(z) then quantifies a small deviation from the

equilibrium solution as τ →∞, we find

d2g

dz2
− dU

dz

dg

dz
+ µg = 0. (B.19)

The appropriate boundary conditions may be deduced from the simulations. At the local

minimum z∗ = z = 0, we assume an impenetrable boundary that prevents particles from

escaping, and so g′(0) = 0. Meanwhile, we can define the annihilation point being z = Lesc

where the potential is indeed nearly flat at this point.

Now, if the potential well is sufficiently deep, the method of dominant balance can

be used to show that the behavior of g(z) is largely determined by the asymptotic behavior

of U(z) for z ≫ 1. We denote this long-range attraction by U(z) = −Az3, and exploit the

fact that µ is exponentially small. Thus we may write

d2g

dz2
− dU

dz

dg

dz
= 0 (B.20)

and therefore,

g(z) =

∫ Lesc

z
eU(z′)dz′. (B.21)

Since g(z) was computed under the assumption that µ ≃ 0, it represents a pseudo-steady

solution. Applying this to the corresponding Kramers formulation for the escape flux,

which gives the rate constant as the ratio of the steady-state flux to the number of reactant

particles, and using g(Lesc) = 0, we get

µ =
g (z∗)− g(Lesc)∫ Lesc

z∗ eU(z′)dz′
∫ Lesc

0 e−U(z′)g(z′)dz′

=

[∫ Lesc

0
eU(z)dz

∫ Lesc

0
e−U(z)dz

]−1

.

(B.22)

We estimate the integrals as follows:∫ Lesc

0
eU(z)dz =

Lesc

3

(
A

L3
esc

) 1
3

Γ

[
−1

3
,

A

L3
esc

]
A

L3
esc

≪1

−→ Lesc +
1

3
Γ[−1

3
]A

1
3∫ Lesc

0
e−U(z)dz ∼ 1√

A
eA

(B.23)
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where we retained only the leading order asymptotic terms in the expansion leading to

Eq. B.23. Note that our simulation parameters are Lesc = 6, with 1 < A < 12, and hence

Lesc > A1/3 as required for this approximation to hold. The specific parameter evaluates to

Γ[−1/3]/3 = −1.35, which we approximate to obtain an asymptotic estimate for the escape

time,

τesc ≈ (Lesc +
1

3
Γ[−1

3
]A

1
3 )

1√
A
eA ≈ (Lesc −A

1
3 )√

A
eA (B.24)

In the 1D passive case considered here, there is no rotational diffusion DR, and the charac-

teristic relaxation time σ2/DT is used to convert dimensional times to dimensionless ones.

The form of Eq. B.24 motivates an extension of the results to the escape of a

particle subject to a more complex orientation and space dependent 2D potential U(z, θ).

We still assume a passive particle so that Pe = 0. The physical boundary is such that the

test cell particle is on the soft side. Since orientational effects are to be considered here,

we expect that the escape time will now depend on both A and B rather than on A alone.

Based on these observations, propose the ansatz

τesc =

(
1

DR

)
m(B)

(
Lesc −A

1
3√

A

)
exp [Af∗(B)]. (B.25)

Here f∗(B) is an effective parameter which comes from the coupling between the posi-

tional and orientational coupling. Parameter m(B) takes into account the two dimensional

nature of the potential and explicitly corrects for orientational effects on possible escape

trajectories, and thus escape time.

It is useful to briefly consider the (Lesc − A
1
3 ) term in Eq. B.25. Escape from the

potential well is dominated by two effects depending on the distance from the well minimum.

Close to the minimum, the potential dominates and the particle moves with an effective

speed that depends on the force due to the potential. At distances ∼ A
1
3 , the strength of

the potential is unity, and thus for distances larger than this value, diffusion dominates and

aides the escape over the barrier. One may treat (Lesc − A
1
3 ) as an effective distance over

which particles diffuse in order to leave the well.

B.5.3 Activity-assisted escape from the attractive clamped boundary for

small and O(1) Pe: Reduced durotaxis

We conclude by analyzing the escape dynamics of migratory, motile cells from

clamped boundaries. In our simplified model, they correspond to active motile particles
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<latexit sha1_base64="uc3WCwgzWInfjURuoN0HIEtya3I=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBU9kVq16EohePFeyHtEvJptM2NJtdkqxQlv4KLx4U8erP8ea/MW33oK0PQh7vzTAzL4gF18Z1v53cyura+kZ+s7C1vbO7V9w/aOgoUQzrLBKRagVUo+AS64Ybga1YIQ0Dgc1gdDv1m0+oNI/kgxnH6Id0IHmfM2qs9FhDck3cslvpFkv2m4EsEy8jJchQ6xa/Or2IJSFKwwTVuu25sfFTqgxnAieFTqIxpmxEB9i2VNIQtZ/OFp6QE6v0SD9S9klDZurvjpSGWo/DwFaG1Az1ojcV//Paielf+SmXcWJQsvmgfiKIicj0etLjCpkRY0soU9zuStiQKsqMzahgQ/AWT14mjbOyd1Gu3J+XqjdZHHk4gmM4BQ8uoQp3UIM6MAjhGV7hzVHOi/PufMxLc07Wcwh/4Hz+AFtRjtM=</latexit>

Pe = 0.05
<latexit sha1_base64="9NkZtZQCMVCtVyW3j8lngS4YYeg=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8Lbvi6yIEvXiMYB6QLGF20kmGzM6uM7NCWPITXjwo4tXf8ebfOEn2oIkFDUVVN91dYSK4Np737Swtr6yurRc2iptb2zu7pb39uo5TxbDGYhGrZkg1Ci6xZrgR2EwU0igU2AiHtxO/8YRK81g+mFGCQUT7kvc4o8ZKzSqSa+K5fqdU9lxvCrJI/JyUIUe1U/pqd2OWRigNE1Trlu8lJsioMpwJHBfbqcaEsiHtY8tSSSPUQTa9d0yOrdIlvVjZkoZM1d8TGY20HkWh7YyoGeh5byL+57VS07sKMi6T1KBks0W9VBATk8nzpMsVMiNGllCmuL2VsAFVlBkbUdGG4M+/vEjqp65/4Z7fn5UrN3kcBTiEIzgBHy6hAndQhRowEPAMr/DmPDovzrvzMWtdcvKZA/gD5/MH5cCOlQ==</latexit>

Pe = 0.1
<latexit sha1_base64="90ZDR4WndaB6Qk0g6sAWbCZYahA=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgadkVo16EoBePEcwDkiXMTnqTIbMPZ2aFsOQnvHhQxKu/482/cZLsQRMLGoqqbrq7/ERwpR3n2yqsrK6tbxQ3S1vbO7t75f2DpopTybDBYhHLtk8VCh5hQ3MtsJ1IpKEvsOWPbqd+6wml4nH0oMcJeiEdRDzgjGojtetIroljV3vlimM7M5Bl4uakAjnqvfJXtx+zNMRIM0GV6rhOor2MSs2ZwEmpmypMKBvRAXYMjWiIystm907IiVH6JIilqUiTmfp7IqOhUuPQN50h1UO16E3F/7xOqoMrL+NRkmqM2HxRkAqiYzJ9nvS5RKbF2BDKJDe3EjakkjJtIiqZENzFl5dJ88x2L+zq/XmldpPHUYQjOIZTcOESanAHdWgAAwHP8Apv1qP1Yr1bH/PWgpXPHMIfWJ8/69COmQ==</latexit>

Pe = 0.5

Figure B.4: (a) The fitting pre-factor m(Pe) (black squares) follows a linear form m(Pe) = 4.24 −
1.74Pe (dashed line) for B = 0.1. (b) For f∗ = 1, the magnitude (extent) of the ∆C region increases

as A increase, but decreases as Pe increases.

with Pe > 0 moving in a suitable 2D potential with orientational coupling.

Even for the 2D passive case, the substrate-mediated cell-boundary potential

U(x, θ) with full coupling between position r and orientation θ it is difficult to exactly

calculate the escape time. To make the theory tractable while still remaining faithful to the

physics of the problem, we introduced a parameters f∗ to quantify the effective coupling

effects as in Eq. B.25. Since the orientation dynamics are highly dependent on parameter B,

we further assumed f∗ is determined by B. Using this approximate treatment, the escape

time problem can be reduced to barrier crossing of run and tumble particles (or diffusing

particles) in a 1D trap.

Recently, it was shown for a run-and-tumble active particles that the escape time

from a trap depends on the detailed structure of the potential [266]. Importantly, it is not

a simply exponential function of the potential depth as shown in the classical Kramer’s

theory. Woillez et al [266] recently investigated the activated escape of run-and-tumble

particles from metastable wells, an example of which is illustrated in Fig. B.2 (b). In the

figure, C1, C2 are locations satisfying ∂zU(Ci) = v0/µT where the potential force arising

from the elastic interaction equals the self-propulsion force. The minimal action for the

particle to escape from the potential well is to move right away from the base of the well
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(with orientation angle, θ = 0). The most probable path is then given by

A[z] = 1

4

∫ ∞

∞
(ż + µT∂zU(z)− v0)

2dt′ (B.26)

Following the arguments in Woillez et al [266], we find the instanton solution obeys ż =

∂z{µT [U(z)−U(C1)]−v0(z−C1)} ≡ ∂zφ(z). The problem with self-propulsion may then be

analyzed in an equilibrium setting with an effective tilted potential φ(z)/µT that is modified

by the activity. Thus the escape time from the trap depends exponentially on the modified

potential barrier as ⟨τesc⟩ ∝ exp(ϕ/DT ) in the limit of DT → 0. The quasi-potential barrier

is ϕ = µT [U(z)− U(C1)]− v0(z − C1), after modification by the self-propulsion speed v0.

In our case, the escape dynamics for the 2D passive particles from the barrier (the

annihilation point L) in the 1D power-law like potential U(x)/kBT = −Af∗/(x2 + 1)3/2,

can be reduced to barrier crossing of diffusing particles in a 1D trap by introducing an

effective parameter f∗. Then, the escape dynamics in the 2D active particles simplify to

the escape problem of run-and-tumble particles in the power-law-like potential as in Woillez

et al [266]. We assume the pre-factor depending on the dimensionless parameters A in the

active case is the same as the passive case. The mean escape time of particles crossing the

barrier can be written as

τesc =

(
Lesc −A

1
3√

A

)
m(B,Pe) exp

(
ϕ (v0)

DT

)
(B.27)

ϕ(v0) = µT [U (C2)− U (C1)]− v0 (C2 − C1) . (B.28)

where the effective dimensional potential ϕ(v0) involves the effects of active work due to the

self-propulsion speed v0 > 0 (Pe > 0). Note that for the passive case, v0 = 0 and therefore

Pe = 0. Coordinate values (points) C2, C1 that are spatial locations are functions of Pe and

A where the active self-propulsion force balances the elastically derived interaction force.

In dimensional form, these locations satisfy the conditions

v0
µT

= |∂xU(x, θ)|, at x = C1, x = C2. (B.29)

For the passive case v0 = 0 and so Pe = 0, and we find C1 = 0 and C2 ∼ L (that is Lesc in

simulation terminology). For the active motile case where Pe > 0, the dimensional balance

when scaled yields, (
x̃2 + 1

) 5
2

x̃
|C̃2,C̃1

=
3Af∗

Pe
, (B.30)
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Note that the two points C̃i = Ci/σ depend on dimensionless parameters A,B and Pe. The

form of the quasi-potential barrier is as follows,

ϕ

DT
=

Af∗

(C̃1
2
+ 1)

3
2

− Af∗

(C̃2
2
+ 1)

3
2

− Pe
(
C̃2 − C̃1

)
. (B.31)

Further imposing that f∗ depend only the parameter B (in the limit of small Pe), we

replace f∗ by the corresponding values for the 2D Pe = 0 passive case at the same B. The

pre-factor function m(B,Pe) however remains dependent on both B and on Pe. In order

for the Pe→ 0 limit of this theory to yield the 2D escape time estimate calculated earlier,

we require m(B,Pe) to be a linear function of Pe. Combining these ideas, we propose that

τesc =

(
Lesc −A

1
3√

A

)
m(B,Pe) exp(

ϕ

DT
) (B.32)

At B = 0.1, f∗ = 0.651. The fitting pre-factor m is found to be m(Pe) = 4.24− 1.74 Pe as

shown in Fig. B.4-(a). Furthermore, ∆C(Af∗, P e) ≡ C̃2 − C̃1 depends strongly on A and

Pe as shown in Fig. B.4 (b).

B.6 Measurement of tactic indices from simulation

Here we summarize the methodology used to compute the various tactic indices

used in the main text, from our simulations. One of these metrics, the FMI is used to

compare our results with the analysis of experiments in Ref. [4]. In these experiments,

cells were tracked every 15 minutes and the FMI was calculated at 1 hour intervals, for

a total period of 24 hours. The authors also quantified the persistence of trajectories by

estimating the ratio of displacement and the distance covered by the cell in these 1 hour

intervals. This quantity was measured to be approximately 0.35 for cells moving in all three

regions. The persistence time – that is, the time over which the cells travel more-or-less in

the same direction – is around 0.1 hour. To calculate the FMI defined in Ref. [4] from our

simulations, the following procedure was used. The position of a test cell is tracked every

∆T = 2.5 dimensionless times (15 minutes in experiments). From these positions, the FMI

is evaluated every ∆T = 10 times (1 hour in experiments). Cells move in the domain and

sometimes upon reaching the boundary move along it. We do not consider the contribution

of particles trapped at the boundary or traveling along the boundary in the FMI calculation,

since the biological experiments are in unconfined geometries (corresponding to cells at the

boundary just crossing over). We also evaluated the FMI for only up to a dimensionless
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Figure B.5: The durotactic index DI as defined in Eq. 8 is plotted here in two ways. In (a), we

observe that DI increases with elastic force parameter, A when Pe is held constant and reaches

limiting values. (b) For A held fixed, we find that DI decreases with cell motility, Pe. The index is

0 by definition for A = 0.

observation time T = 10, since most particles reach the boundary within that time. We

calculate the FMI inside a region 6σ from the boundary, since we already established that

beyond this region the influence of the elastic potential of the boundary is very low.

To calculate the durotactic index (DI), we combine the results of two different

simulations, A ̸= 0 and A = 0, corresponding to the same value of Pe. Here, A ranges

from 0− 10. In these simulations, we consider the same elastic force and torque interaction

parameters for cells with the boundary such that A = B. Then, we consider the difference

in the steady state numbers of cells localized at the boundary between A ̸= 0 and A = 0,

to calculate the DI. We observe that DI increases with A and reaches a limiting value, for

all values of Pe (Fig. B.6(a)), while for given A, the DI decreases with Pe (Fig. B.6(b)).

B.7 Scattering of motile cells across elastic interface

Here we analyze the deterministic trajectories (without noise) of cells across a

sharp gradient of substrate stiffness. The interface is located at x = 0, where the x < 0 is

soft, with Young’s modulus 5kPa (and correspond to A = B = 5) and x > 0 being stiff with

Young’s modulus 25kPa (and correspond to A = B = 1). We consider clamped and free
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Figure B.6: The durotactic index DI as defined in Eq. 4.8 is plotted here in two ways. In (a), we

observe that DI increases with elastic force parameter, A when Pe is held constant and reaches

limiting values. (b) For A held fixed, we find that DI decreases with cell motility, Pe. The index is

0 by definition for A = 0.

boundary conditions on the interface if the cells are on the soft and stiff surfaces respectively.

The interaction potential obtained for substrate mediated elastic cell-boundary interaction

is mentioned in Supp. Note 1. We do not consider any rotational or translational diffusion

for these trajectories. After initializing cells on either side of the interface, i.e. at x = −5
and x = 5, at different angles (20 angles linearly distributed between −1 to 1 radian when

on soft side of the substrate and π−1 to π+1 when initialized on stiff side of the substrate),

we observe how the orientation of the cells change as they approach the interface.

First, we focus on a simple condition where force from the interface is 0, but cells

are still acted on by the elastic torque from the substrate interface, i.e. A = 0 (but B ̸= 0).

We obtain trajectories of cells approaching the substrate interface and have a motility of

Pe = 2 (Fig. B.7). The cells initialized on the soft side of the substrate prefer to align

perpendicular to the interface when they approach it (Fig. B.7a). This behavior resembles

light refraction when it moves from a rarer to a denser medium. The gentle transition of

incident angle suggests a gentle increase in the refractive index of the medium. On the

other hand, cells initialized on the stiffer side of the substrate prefer to bend parallel to

the interface while approaching (Fig. B.7b). This behavior resembles light refraction from
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Figure B.7: The elastic torque from interface between the soft and stiff substrate tries to align

the cells perpendicular or parallel to the boundary depending on the direction of approach to the

interface. In these trajectories we do not consider any translational or rotational diffusion and also

neglect the force from the interface. We observe the effect of elastic torque on the trajectory of cell

approaching from the same distance on either side of the interface. (a) When cells are approaching

from the softer side of the interface (x = −5, y = 0, shown by red semicircle) where the interface is

at x = 0, with Pe = 2, the particle trajectories (shown by black lines) get aligned perpendicular to

the interface. This kind of behavior is observed in case of refraction when light is traveling from a

rarer to a denser medium. Here the refractive index can be realized to be increasing as it approaches

the interface. The torque parameter B = 5 in the softer substrate region. (b) Cells approaching the

interface from the stiffer side of the interface (x = 5, y = 0, shown by red semicircle) aligns parallel

to the interface. This kind of of behavior is observed when light is traveling from a optically denser

to a rarer medium. The torque parameter B = 1 in the softer substrate region.
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a denser to a rarer medium. Decreasing Péclet number implies slower moving cells that

get more time to reorient. This is analogous to higher contrast of refractive index as light

approaches closer to the interface, while for higher Péclet number, the contrast in refractive

index is smaller.
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𝑃𝑒 = 0.5 𝑃𝑒 = 2 𝑃𝑒 = 10

𝑃𝑒 = 0.5 𝑃𝑒 = 2 𝑃𝑒 = 10

Figure B.8: The trajectories that are allowed to cross the interface are shown by black lines. The

cells approaching the interface (shown by dashed line at x = 0) from either side of the interface have

motility (a,d) Pe = 0.5, (b,e)Pe = 2 and (c,f)Pe = 10. The soft side of the substrate (x < 0) has a

Young’s modulus of 5kPa (A = B = 5), while the stiff side (x > 0) of the substrate has a Young’s

modulus of 25 kPa (A = B = 1).

If we consider the non-zero force from the boundary, that is, A = B, cells moving

from the soft side to the stiffer side cross over (Fig. B.8a,b,c) even with low motility (Pe =

0.5, 2, shown in Fig. B.8a,b), because of the attractive nature of the clamped boundary

condition and they reorient perpendicular to the interface when they cross over. After

they have crossed, the elastic torque scatters their trajectories. At high motility, Pe = 10

(Fig. B.8c), cells do not have enough to sense torque and do not scatter much from the

initial angle of incidence. On the other hand, cells approaching from the stiff side of the

substrate (Fig. B.8d,e,f) do not cross the interface at low motility (Pe = 0.5 and 2, as

shown in Fig. B.8d,e respectively) as they are pushed away by the repulsive free boundary.
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At high motility (Pe = 10, as shown in Fig. B.8f) although the cells manage to reach the

interface, the strong clamped boundary condition with interaction strength A = 5 on the

soft side of the substrate does not allow the cells to move any further and crawl along the

interface.



Appendix C

C.1 Displacement and strain analysis between frames

The actomyosin gel is a poroelastic material and the speed of contraction is slow

enough to consider it to be linearly elastic at short time scales of 0.1s, which is shorter than

the poroelastic stress relaxation time scale. The displacement vectors obtained from the

PIV are located at regularly spaced lattice points. Spacing between lattice points depends

on the radius of the gel at any point of time and may vary between frames. We can obtain

strain generated in the gel from these evenly spaced displacement vectors.

C.1.1 Central differing scheme to obtain strain from displacements

Figure C.1: Different components of the strains are obtained from the central difference method.

The displacement vectors obtained from the PIV are located at regularly spaced

139
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lattice points. Spacing between lattice points depend on the radius of the gel at any point

of time and may vary between frames. We can obtain strain generated in the gel from

these evenly spaced displacement vectors. To obtain the different components of the strain

tensor, i.e εxx, εxy, εyx and εyy at location (i, j), we consider the displacements ui−1,j , ui,j−1,

ui+1,j and ui,j+1 i.e. displacements at locations (i− 1, j), (i, j − 1), (i+ 1, j) and (i, j + 1)

respectively as shown in Fig. C.1. Thereafter, we use the three point central difference

method to obtain the strain tensor components.

εxx =
1

2

uxi+1,j − uxi−1,j

dx
(C.1)

εyy =
1

2

uyi,j+1 − uyi,j−1

dy
(C.2)

εxy = εyx =
1

4

(
uyi+1,j − uyi−1,j

dx
+

uxi,j+1 − uxi,j−1

dy

)
(C.3)

C.1.2 Estimation of local displacements and strains in polar form

Most of the gels are circular disks contracting in an apparent axially symmetric

manner. Hence, we consider radial and azimuthal components of the displacement and

strain to better address this geometric feature of the gels. The strain tensor components

obtained in Cartesian coordinates are converted to 2D polar coordinates.

• Locating the centroid of the gel - The mean of all unmasked lattice points gives us

the location of the centroid of the gel.

• The center of the gel is set as the origin, i.e. (0,0) and polar coordinates of the lattice

points are calculated with respect to the centroid. The distance between the centroid

and each lattice point is given by separation length (r). The angle ϕ is made by the

position vector of each lattice point from the center of contraction with respect to the

horizontal.

• Displacements in polar form are calculated as follows

ur = ux cos(ϕ) + uy sin(ϕ) (C.4)

uϕ = ux cos(ϕ) + uy sin(ϕ) (C.5)

• Strain is calculated in polar coordinates in the following way
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εrr = εxx cos
2 ϕ+ εyy sin

2 ϕ+ 2εxy cosϕ sinϕ (C.6)

εϕϕ = εxx sin
2 ϕ+ εyy cos

2 ϕ− 2εxy cosϕ sinϕ (C.7)

εrϕ = εϕr = − (εxx − εyy) sinϕ cosϕ+ εxy
(
cos2 ϕ− sin2 ϕ

)
(C.8)

C.1.3 2D plots of area strain

The 2D heatmaps of bulk area strain are obtained by tracing filled contour plots

of the trace of the strain tensor (εxx + εyy) at each lattice point. This measures the net

area deformation (contraction or expansion) in each region. The area strain gives the net

contraction or stretch in the gel. Here, the area strain is normalized by the maximum

positive and negative values for the whole gel.

Here the centroid of the gel is demarcated by the red circle, the PIV arrows are

shown in red and the area strain is shown as heatmap. The contracting regions, i.e. regions

with negative strain are shown in blue, while the stretched regions with positive strain are

in yellow.

We can also analyze 2D heatmaps of other components of the strain. We can

achieve this by simply changing the definition of U in the code. The radial strain εrr, and

azimuthal strain εϕϕ, reveals the stretch or compression in radial and azimuthal directions

respectively and are important quantities to analyze.

C.1.4 2D plots of Eigenvalues

We can obtain the principal directions of stretch and contraction from the analysis

of eigenvalues and eigenvectors of the strain tensor at the lattice points. We distinguish

the eigenvalues depending on their magnitude and analyze the direction of eigenvectors

corresponding to maximum and minimum magnitude of eigenvalues. We expect that the

eigenvector associated with maximum magnitude eigenvalue gives the direction of align-

ment of actin bundles, since contraction or stretch is expected to occur in the direction or

orthogonal to the alignment of the actin bundles.

C.1.5 Radial and azimuthal displacement and strain obtained from ax-

isymmetric assumption of gel contraction

We consider circular annuli of equal thickness from the gel boundary to the cen-

ter (a total of 25 annular bins). In each of these annular bins, there are multiple PIV
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lattice points. We calculate the mean and standard deviation of the radial and azimuthal

displacements in each of these annular bins. To validate our assumption of axisymmetric

contraction, we consider azimuthal displacement as a function of the normalized distance

from the center of the gel as observed for Gel – 1. It fluctuates close to 0, suggesting

no apparent azimuthal displacement, which verifies axisymmetric contraction . For angle-

averaged radial displacements in annular bins, we obtain an inner region which shows linear

negative dependence with distance from the center. Closer to the boundary, the radial dis-

placement profile curves up to form a “hockey stick”-like shape suggesting radial stretching.

This stretching close to the boundary correlates with the observed positive patches of area

strain.

C.1.6 Calculation of center of contraction

Some gels often contract to a point which is not the centroid. We locate the center

of contraction for such gels from the displacement vectors and estimate the radial profiles

of displacements and strains with respect to the center of contraction.

• To determine the location of the center of contraction, we first estimate the mean

direction of displacement of the gel.

• When the center of contraction of the gel is different from the centroid of the gel, there

is a rigid body motion associated with the gel. The mean displacement of the gel is

also its rigid body motion. Subtracting the rigid body motion of the gel, the PIV

vectors are changed although the strain components remain the same. A comparison

of PIV with strain heatmap is shown for gel before and after subtracting the rigid

body motion of the gel in Fig.

• Like all lattice points in the gel, the centroid (CoM) is also moving towards the

center of contraction (CoC), i.e. rCoC = rCoM + α⟨u⟩. To determine α, we consider

the intersection of the mean displacement vector and all displacement vectors in the

gel, i.e. rCoC = rCoM + r+βu. Here, u is the displacement vector at any lattice point

whose position is given by vector r.

• We get α =
xuy−yux

⟨u⟩xuy−⟨u⟩yux
where x and y are the cartesian coordinates for a lattice

point whose position is given by r. The displacement components ux and uy are

associated with the lattice point, while ⟨u⟩x and ⟨u⟩y are the components of the mean
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Figure C.2: Center of contraction to estimate radial profile: (a) When the gel gets stuck at

any point which is not the centroid (rCoM ), the center of contraction (rCoC) is shifted to that point.

(b) A sample PIV with centroid of the gel shown by a red circle while the center of contraction is

shown by a white circle. (c) The PIV changes after subtracting the rigid body motion of the gel.

The center of contraction coincides with the centroid shown by the red circle. (d) A very noisy

radial profile of the radial displacement is obtained with respect to the centroid of the gel. (e) Noise

is reduced when radial profile is obtained from the center of contraction.

displacement along x and y-directions. Due to spatial fluctuations in the PIV data,

we obtain a range of values for α, from which we consider a median value to finally

estimate the center of contraction. Fig. C.2(a) shows how the centroid (CoM) of the

gel is different from the center of contraction (CoC). The comparison of PIV before

and after subtracting the rigid body motion of the gel is shown in Fig. C.2(b, c)

• With this new center, we calculate the new radial and azimuthal displacements, where

radial direction is estimated from the lattice points on the gel to the CoC. From the

new set of radial and azimuthal displacements, we estimate the new radial displace-

ment profile which is less noisy as shown in Fig. C.2 (d,e).
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Code Availability

The codes for simulations and analysis are provided in the following repositories -

Chapter 2 repository

Chapter 3 repository

Chapter 4 repository

Chapter 5 repository

144

https://github.com/subhaya4496/2_Cell_Interactions
https://github.com/subhaya4496/Collective
https://github.com/subhaya4496/Durotaxis
https://github.com/subhaya4496/Gel_PIV_anaylsis
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[177] A. Kaiser, K. Popowa, and H. Löwen, “Active dipole clusters: From helical motion
to fission,” Phys. Rev. E, vol. 92, p. 012301, Jul 2015.

[178] G.-J. Liao, C. K. Hall, and S. H. L. Klapp, “Dynamical self-assembly of dipolar active
brownian particles in two dimensions,” Soft Matter, vol. 16, no. 9, pp. 2208–2223,
2020.

[179] F. Guzmán-Lastra, A. Kaiser, and H. Löwen, “Fission and fusion scenarios for mag-
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S. Harlepp, P. Sens, and D. Riveline, “3d single cell migration driven by temporal
correlation between oscillating force dipoles,” Elife, vol. 11, p. e71032, 2022.

[235] P. Sens, “Stick–slip model for actin-driven cell protrusions, cell polarization, and
crawling,” Proceedings of the National Academy of Sciences, vol. 117, no. 40,
pp. 24670–24678, 2020.

[236] A. Carlsson, “Mechanisms of cell propulsion by active stresses,” New journal of
physics, vol. 13, no. 7, p. 073009, 2011.

[237] J. E. Ron, P. Monzo, N. C. Gauthier, R. Voituriez, and N. S. Gov, “One-dimensional
cell motility patterns,” Phys. Rev. Res., vol. 2, p. 033237, Aug 2020.

[238] M. Caraglio and T. Franosch, “Analytic solution of an active brownian particle in a
harmonic well,” Physical Review Letters, vol. 129, no. 15, p. 158001, 2022.

[239] F. Di Trapani, T. Franosch, and M. Caraglio, “Active brownian particles in a circular
disk with an absorbing boundary,” Physical Review E, vol. 107, no. 6, p. 064123, 2023.

[240] D. B. Brückner, P. Ronceray, and C. P. Broedersz, “Inferring the dynamics of under-
damped stochastic systems,” Phys. Rev. Lett., vol. 125, p. 058103, Jul 2020.

[241] P. Dieterich, R. Klages, R. Preuss, and A. Schwab, “Anomalous dynamics of cell
migration,” Proceedings of the National Academy of Sciences, vol. 105, no. 2, pp. 459–
463, 2008.



BIBLIOGRAPHY 163

[242] P.-H. Wu, A. Giri, S. X. Sun, and D. Wirtz, “Three-dimensional cell migration does
not follow a random walk,” Proceedings of the National Academy of Sciences, vol. 111,
no. 11, pp. 3949–3954, 2014.

[243] L. Walpole, “An elastic singularity in joined half-spaces,” International journal of
engineering science, vol. 34, no. 6, pp. 629–638, 1996.

[244] Y. Li, Z. Hu, and C. Li, “New method for measuring poisson’s ratio in polymer gels,”
Journal of applied polymer science, vol. 50, no. 6, pp. 1107–1111, 1993.

[245] Y.-G. Tao, W. K. den Otter, J. Dhont, and W. J. Briels, “Isotropic-nematic spinodals
of rigid long thin rodlike colloids by event-driven brownian dynamics simulations,”
The Journal of chemical physics, vol. 124, no. 13, 2006.

[246] D. Heyes, “Translational and rotational diffusion of rod shaped molecules by molecular
dynamics simulations,” The Journal of Chemical Physics, vol. 150, no. 18, 2019.

[247] M. Doi and S. Edwards, “Dynamics of rod-like macromolecules in concentrated so-
lution. part 1,” Journal of the Chemical Society, Faraday Transactions 2: Molecular
and Chemical Physics, vol. 74, pp. 560–570, 1978.
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