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This thesis aims to provide an understanding of computational methods for modeling

light-matter interactions through the lens of UV-visible spectroscopy and excitation

energy transfer processes. Chapter 1 lays down the foundation of fundamentals re-

quired to understand the basics of electronic structure theory and UV-visible spec-

troscopy. Chapter 2 provides an overview of DFT and various functional approxi-

mations, followed by my density functional benchmark study for vibronic spectra in

both implicit and explicit solvent environments. Chapter 3 introduces the combined

ensemble Franck-Condon (E-FC) method, a practical tool for modeling UV-visible

spectra of molecules in explicit solvent environments, where I have extended and

generalized the E-FC methods for the first time to compute the fluorescence spectra

of molecules in an explicit solvent environment. This hybrid method, developed by

merging the advantages of nuclear ensemble and Franck-Condon methods, effectively

incorporates the influence of molecular configurations in an explicit solvent environ-

ment with vibronic coupling. Chapter 4 showcases the application of E-FC methods

to calculate the UV-visible spectra of three commonly used dyes: NBD and NR in

DMSO and 7MC in Methanol. Additionally, we compare the performance of the fam-

ily of E-FC methods, namely E-sumFTFC, Eopt-avgFTFC, and E-avgZTFC, with

each other. The chapter concludes with results indicating a significant improvement

over traditional linear optical spectroscopy methods. We also compare the computed

absorption and fluorescence lineshapes with experimental data, validating the ac-
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curacy of our results and discussing the relative computational efficiency of these

methods.

Chapter 5 compares Coulombic coupling values computed using various methods for

NBD-NR and CV+ dimer systems involved in the excitation energy transfer process

both in an implicit and explicit solvent environment. The methods used include cou-

pling via transition dipole moments, transition charges, and transition densities from

both isolated dyes and supramolecular systems. We compare the relative accuracy

of these methods for both systems. The results presented in this section represent

ongoing progress on the project and will be included in a future paper.

Chapter 6 summarizes the project carried out during the summer of 2023 as an in-

tern in the computational chemistry division at Frontier Medicines, San Francisco.

The project aimed to develop a computational procedure to rank-order potent ligands

bound to Bruton’s Tyrosine Kinase (BTK) using their relative binding free energies

(RBFEs). The chapter introduces BTK and its role in signaling pathways, the com-

putational procedure used, the results, and a discussion on the impact of the protein

region definition on RBFE. It concludes with recommendations for improved RBFE

calculations.
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Chapter 1

Introduction

This chapter provides a comprehensive overview of quantum mechanical prin-
ciples and electronic structure methods essential for understanding molecular
spectroscopy. It starts with the basics of quantum mechanics, including the
Schrödinger’s equation and its applications to simple systems that can be solved
analytically. Then, it explores ground-state electronic structure methods, focus-
ing on Hartree-Fock theory and Density Functional Theory (DFT), elucidating
their theoretical foundations and practical implementations. Excited state meth-
ods, like Configuration-Interaction Singles and Time-Dependent DFT, are dis-
cussed, highlighting their importance in calculating excited state properties. The
chapter examines UV-visible spectroscopy fundamentals, covering key concepts
such as the Jablonski diagram, electronic transitions, and environmental effects
on spectroscopic properties. This chapter provides a solid theoretical frame-
work for understanding and interpreting molecular spectroscopic data that will
be generated in the following chapters.

1.1 Schrödinger’s Quantum Mechanics

Schrödinger’s wave mechanics revolutionized our understanding of the quantum

world.1 It provides a mathematically elegant framework built on the concept of

wave-particle duality. Rather than describing particles with definite trajectories,

Schrödinger’s formulation introduces the wavefunction,ψ(r, t), a mathematical en-

tity that represents the probabilistic nature of quantum mechanics.

At the core of Schrödinger’s theory lies the time-dependent Schrödinger’s equation,

1



1.1. SCHRÖDINGER’S QUANTUM MECHANICS Introduction

a fundamental law governing the evolution of a quantum system:2

iℏ
∂

∂t
Ψ(x, t) = ĤΨ(x, t) (1.1)

where Ψ(x, t) is the time-dependent wavefunction, i is the imaginary unit, ℏ is the

reduced Planck constant, Ĥ is the Hamiltonian operator, representing the total en-

ergy.

For systems where the potential does not explicitly depend on time, we can use

separation of variables to derive the time-independent Schrödinger’s equation. We

assume a solution of the product form:

Ψ(x, t) = ψ(x)f(t) (1.2)

The wavefunction, ψ, is a complex-valued function. Its absolute value squared,

|ψ(x)|2, represents the probability density of locating the particle at a specific posi-

tion. Furthermore, the wave function must satisfy certain properties to be physically

meaningful. These include normalization, ensuring the total probability of finding

the particle somewhere is 1, and single-valuedness, meaning the wavefunction has a

unique value at any point in space. Substituting into the time-dependent equation

leads to the famous time-independent Schrödinger’s equation:

Ĥψ(x) = Eψ(x)

−ℏ2

2m

∂2ψ

∂x2
+ V (x)ψ(x) = Eψ(x),

(1.3)

where Ĥ is the Hamiltonian operator, which is a sum of the kinetic energy and

potential energy terms. This equation is central to finding the stationary states and

allowed energy levels of quantum systems. Schrödinger’s wave mechanics offers a

powerful tool for modeling various quantum phenomena. Its success in explaining

atomic spectra, chemical bonding, and the behavior of materials solidified its role as

a cornerstone of modern physics.

1.1.1 The Hydrogen Atom

The hydrogen atom, composed of a single proton and a single electron, represents

the simplest atomic system. Remarkably, it offers one of the very few examples in

2
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quantum mechanics where we can find exact analytical solutions. Its study has been

pivotal in the development of quantum theory and continues to provide fundamental

insights into the behavior of matter at the atomic scale.

In the quantum description, the electron’s state is described by a wavefunction,

ψ(r, θ, ϕ), where we here employ spherical coordinates and choose the proton coordi-

nate as the origin, governed by the time-independent Schrödinger’s equation:

[
− ℏ2

2me

∇2 − V (r)

]
ψ(r, θ, ϕ) = Eψ(r, θ, ϕ) (1.4)

where V (r) = e2

4πϵ0r
is the Coulombic potential, me is the electron’s mass, e is the

fundamental charge, ϵ0 is the vacuum permittivity, ℏ is the reduced Planck constant,

∇2 is the Laplacian operator (representing the kinetic energy), r, θ, ϕ are spherical

coordinates of the electron position.

The Schrödinger’s equation solution for the hydrogen atom leads to fascinating con-

sequences:

1. Quantized Energy: The allowed energy levels of the hydrogen atom are discrete,

given by the formula:

En = −13.6eV

n2

where n is the principal quantum number (n = 1, 2, 3, ...).

2. Quantum Numbers: In addition to the principal quantum number, n, the so-

lutions yield further quantum numbers: l (the angular momentum quantum

number) and m (the magnetic quantum number). These quantum numbers

dictate the shape and spatial orientation of the electron’s probability distribu-

tion.

3. Orbitals: The wavefunctions, ψnlm(r, θ, ϕ), are known as atomic orbitals. They

represent the probability amplitude of finding the electron at a particular lo-

cation in space. Familiar notations like 1s, 2s, and 2p orbitals refer to specific

solutions.

The hydrogen atom is one of the rare examples in quantum mechanics that can be

solved exactly. It serves as a foundation for comprehending more intricate atomic

3
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and molecular systems, which typically require numerical solutions using iterative

techniques. The quantized energy levels explain the emission and absorption lines in

the hydrogen spectrum. The transitions between levels give rise to series like the Ly-

man,3 Balmer,4 and Paschen5 series. The concepts of orbitals and quantum numbers

carry over to multi-electron atoms. While exact solutions are no longer possible, the

hydrogen atom forms the basis for approximate models and the development of the

periodic table. Studies of the hydrogen atom have played a crucial role in testing and

refining fundamental concepts of quantum mechanics throughout its history.

1.1.2 The Harmonic Oscillator

Figure 1.1: The simple harmonic oscillator model

In classical physics, the harmonic oscillator provides a fundamental model for systems

that exhibit oscillatory behavior near a stable equilibrium point. A quintessential ex-

ample is the motion of a mass attached to a spring: when displaced slightly from

equilibrium, the mass experiences a restoring force proportional to its displacement,

leading to simple harmonic motion. Remarkably, the harmonic oscillator paradigm

extends its significance to the quantum realm, where it forms one of the cornerstones

of quantum mechanics. The quantum harmonic oscillator offers an exceptionally valu-

able system for study, as it’s one of the very few systems for which we can find exact,

4



1.1. SCHRÖDINGER’S QUANTUM MECHANICS Introduction

analytical solutions.6–10 Its implications reach across various domains of physics, en-

compassing molecular vibrations, the behavior of atoms in crystal lattices, and even

the quantization of light itself.

In computational vibronic spectroscopy, the quantum harmonic oscillator model al-

lows for the efficient computation of vibrational wavefunctions and energies, which

are crucial for determining Franck-Condon factors and simulating vibronic spectra.

Consider a particle of mass m subject to a one-dimensional harmonic potential. The

potential energy is given by:

V (x) =
1

2
mω2x2 (1.5)

where ω is the angular frequency of the oscillator. In quantum mechanics, the system

is described by the time-independent Schrödinger’s equation:

Ĥψ(x) = Eψ(x) (1.6)

where Ĥ is the Hamiltonian operator, E represents the energy eigenvalues, and ψ(x)

denotes the wavefunction of the system. The Hamiltonian for the quantum harmonic

oscillator takes the form:

Ĥ =
−ℏ2

2m

d2

dx2
+

1

2
mω2x2 (1.7)

where ℏ is the reduced Planck constant. Solving the Schrödinger’s equation is a

somewhat involved process, but it leads to a beautiful and powerful result: the energy

levels of the quantum harmonic oscillator are quantized. The allowed energies are

given by:

En = ℏω
(
n+

1

2

)
(1.8)

where n = 0, 1, 2, ... is the quantum number.

Unlike the continuous energy spectrum of a classical harmonic oscillator, the quan-

tum version has discrete energy levels spaced ℏω apart. The lowest possible energy is

not zero but rather E0 = 1
2
ℏω. This zero-point energy means the quantum oscillator

can never be truly at rest, a direct consequence of the uncertainty principle.

The wavefunctions corresponding to each energy level are expressed in terms of

Hermite polynomials11 multiplied by Gaussian functions. For example, the ground

5
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state wavefunction is:

ψ0(x) =
(mω
πℏ

)1/4

e−mωx2/2ℏ (1.9)

The far-reaching applications of the quantum harmonic oscillator model are what

solidify its importance in physical science:

1. The electromagnetic field itself can be quantized. The resulting energy quanta

are known as photons, and surprisingly, their behavior can be modeled using the

quantum harmonic oscillator formalism. This framework provides a foundation

for the entire field of quantum optics.

2. In a crystalline solid, atoms are arranged in a regular lattice. The vibrations of

these atoms around their equilibrium positions can be modeled as a collection of

coupled quantum harmonic oscillators. These vibrations, called phonons, play

a crucial role in understanding the heat capacity and thermal conductivity of

solids.

3. Diatomic molecules can be approximated as quantum harmonic oscillators to

a surprising degree of accuracy. The model explains the quantized vibrational

energy levels of molecules, which form the basis of infrared spectroscopy. The

harmonic oscillator model is used with the Franck-Condon principle to explain

the intensity distribution in vibronic spectra. According to this principle, elec-

tronic transitions happen so quickly that the nuclear positions don’t change

significantly during the transition. While FC methods don’t require potential

energy surfaces to be harmonic, in practice, harmonic potentials are assumed

because the quantum mechanical harmonic oscillator model provides easily ac-

cessible nuclear wave functions needed to determine the intensity distribution

in vibronic spectra.

1.1.3 The Born-Oppenheimer Approximation

The Born-Oppenheimer (BO) approximation12 is a fundamental approximation that

lies at the heart of molecular structure and dynamics. It offers a way to simplify

the complex quantum mechanical treatment of molecules. The principle is based

on the observation that atomic nuclei are much more massive than electrons. As a

6
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result, electrons move and adjust much more rapidly in response to changes in nuclear

positions than the nuclei themselves.

In essence, we can “freeze“ the nuclei at a fixed configuration and focus on solving

for the electronic states based on that arrangement. This separation of electronic

and nuclear motion has been remarkably successful and is the foundation of much of

computational chemistry.

Consider a molecule with a total Hamiltonian that we can split into three compo-

nents:

Ĥ = T̂n + T̂e + V̂ (r,R), (1.10)

where T̂n represents the kinetic energy of the nuclei, T̂e represents the kinetic energy

of the electrons, V̂ (r,R) is the potential energy, depending on both the electron

positions, r and the nuclear positions, R.

The BO approximation introduces a separation of variables for the total molecular

wavefunction:

Ψ(r,R) ≈ ψe(r;R)χ(R) (1.11)

where: ψe(r;R) is the electronic wavefunction, which depends on the electron posi-

tions and parametrically on the nuclear positions (as if they were fixed) χ(R) is the

nuclear wavefunction.

Solving the electronic Schrödinger’s equation at fixed nuclear positions gives us elec-

tronic energies that act as an effective potential for the nuclear motion:

[T̂e + V̂ (r;R)]ψe(r;R) = Ee(R)ψe(r;R) (1.12)

The implications of the BO principle are wide-ranging:

1. Potential Energy Surfaces: For each electronic state, the electronic energy

Ee(R) acts as a potential energy function for the nuclei. These ’potential en-

ergy surfaces’ govern nuclear motion and provide a starting point for studying

molecular vibrations13 and chemical reactions.14

2. Molecular Spectroscopy: Analyzing vibrational and rotational transitions within

these potential energy surfaces lies at the heart of diverse spectroscopic tech-

niques, giving us information about the structure and interactions within molecules.15

7



1.2. GROUND STATE ELECTRONIC STRUCTURE METHODS Introduction

3. Computational Chemistry: Most electronic structure methods rely fundamen-

tally on the Born-Oppenheimer approximation. Techniques like density func-

tional theory (DFT) begin by solving for electronic structures for given nuclear

arrangements.

While the Born-Oppenheimer approximation is widely employed in many quantum

mechanics applications, it’s essential to be cautious about its limitations.16–19 Situ-

ations like conical intersections,20,21 quantum nuclei,22 and non-adiabatic effects23,24

demonstrate when the Born-Oppenheimer approximation is invalid. If these effects

impact UV-visible spectra, it is crucial to account for the coupling between different

electronic states and the quantum properties of nuclei when computationally model-

ing vibronic spectra.25–28

1.2 Ground State Electronic Structure Methods

1.2.1 Hartree-Fock (HF)

The Hartree-Fock method in quantum mechanics provides a practical way to solve

the Schrödinger’s equation for many-electron systems by reducing the problem to a

set of self-consistent field equations.29–31 It aims to find the best single-electron wave

functions (orbitals) that variationally minimize the total energy of a many-electron

system. It assumes that each electron moves independently in an average field created

by all other electrons. The single-electron wave function ψ can be approximated by

a single Slater determinant32 as

ψ(x1, x2, x3, ..., xN) =
1√
N !
det[ϕi(xj)], (1.13)

where xi includes spatial and spin coordinates and ϕi(xj) are the spin orbitals. The

Hartree-Fock energy can then be written as

EHF =

∫
ψ∗Ĥelψ = ⟨ψ|Ĥ|ψ⟩

=
∑
i

⟨i|ĥ|i⟩ +
1

2

∑
ij

⟨ij||ij⟩

=
∑
i

⟨i|ĥ|i⟩ +
1

2

∑
ij

[⟨ij|ij⟩ − ⟨ij|ji⟩]

(1.14)

8



1.2. GROUND STATE ELECTRONIC STRUCTURE METHODS Introduction

where, i and j are occupied orbitals and ĥ is a one-electron Hamiltonian. The double-

bar bra-ket notation denotes the Coulomb and exchange integral arising from the

antisymmetric nature of the Slater determinant. The Coulomb and exchange integrals

can be evaluated as

Jij =< ij|ij >=

∫
dx⃗1

∫
dx⃗2ϕ

∗
i (x⃗1)ϕj(x⃗2)

1

r12
ϕ∗
i (x⃗1)ϕj(x⃗2)

Kij =< ij|ji >=

∫
dx⃗1

∫
dx⃗1ϕ

∗
i (x⃗1)ϕj(x⃗2)

1

r12
ϕ∗
j(x⃗1)ϕi(x⃗2)

(1.15)

The HF method determines the set of spin-orbitals that minimizes the HF energy

and gives us the ”best single determinant”. An implicit assumption in this process is

that the orbitals ϕi are orthonormal. To minimize the energy with respect to change

in orbitals ϕi + δϕi, we can apply the Lagrangian multiplier, L, defined as

L[ϕi] = EHF [{ϕi}] −
∑
ij

ϵij [⟨i|j⟩ − δij] , (1.16)

where ⟨i|j⟩ =
∫
dx⃗1ϕ

∗
i (x⃗1)ϕ

∗
j(x⃗1), is the overlap integral, and,

δij =

1, if i = j

0, 0.

Introducing a variation in the L, we get

δL = δEHF [{ϕi}] −
∑
ij

ϵij [δ⟨i|j⟩] (1.17)

On further expansion and after applying some linear algebra techniques, we get

δL =
∑
i

⟨δi|ĥ|i⟩ +
∑
ij

[δii|jj] − [δij|ji] −
∑
ij

ϵij⟨δi|j⟩ + Complex conjugate (1.18)

If the system is already at a minimum or at maximum, δL = 0, then rearranging the

equations leads to

δL =
∑
i

∫
dx⃗1δϕ

∗
i (x⃗1)

[
ĥ(x⃗1)ϕi(x⃗1) +

∑
j

ϕi(x⃗1)

∫
dx⃗2

1

r12
ϕ∗
j(x⃗2)ϕj(x⃗2)

− ϕj(x⃗1)

∫
dx⃗2

1

r12
ϕ∗
j(x⃗2)ϕi(x⃗2) −

∑
ij

ϵijϕj(x⃗1)

]
+ Complex conjugate

= 0

(1.19)
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1.2. GROUND STATE ELECTRONIC STRUCTURE METHODS Introduction

rearranging the above equation gives,

ĥ(x⃗1)ϕi(x⃗1) +
∑
j ̸=i

[∫
dx⃗2 |ϕj(x⃗2)|2

1

r12

]
ϕi(x⃗1)

−
∑
j ̸=i

[∫
dx⃗2ϕ

∗
j(x⃗2)ϕi(x⃗2)

1

r12

]
ϕj(x⃗1)

=
∑
j

ϵijϕj(x⃗1)

(1.20)

[
ĥ(x⃗1) +

∑
j ̸=i

J⃗j(x⃗1) −
∑
j ̸=i

K⃗j(x⃗1)

]
ϕi(x⃗1) =

∑
j

ϵijϕj(x⃗1) (1.21)

f̂(x1)ϕi(x⃗1) = ϵiϕi(x⃗1) (1.22)

where f̂(x⃗1) = ĥ(x⃗1) +
∑

j Ĵj(x⃗1) − K̂j(x⃗1) is the Fock operator.

This is the Hartree-Fock equation. One thing to note here is that it is necessary

to have ϕi(x⃗1) to solve for f̂(x⃗1) because the Ĵ and K̂ in f̂ require ϕi(x⃗1) as input.

However, one cannot get the ϕi(x⃗1) until it is solved, so it becomes a circle, and that

is why it is called the self-consistent field (SCF) procedure. The SCF process starts

with a guess ϕi(x⃗1), then forms f̂ , then solves for ϕi(x⃗1) then uses the new set of

ϕi(x⃗1) and repeats.

The Hartree-Fock (HF) method, despite being foundational in quantum chemistry

and computational methods, has several limitations that restrict its accuracy and

applicability in certain chemical systems:33

1. Missing Electron Correlation: A significant limitation of the HF method is its

inability to account for electron correlation, specifically the dynamic correlation

among electrons. HF calculations only include the mean-field interaction of

electrons and do not capture the correlated motion of electrons that avoid each

other more effectively than predicted by mean-field theories. This limitation

results in the overestimation of total energies and can lead to inaccuracies in

predicting reaction energetics and barrier heights.

2. Basis Set Dependence: The quality of results from HF calculations is heavily

basis set dependent. Since HF uses a finite set of basis functions to describe

the molecular orbitals, the completeness of the basis set significantly influences

10



1.2. GROUND STATE ELECTRONIC STRUCTURE METHODS Introduction

the accuracy of the results. Larger and more flexible basis sets typically give

better results but at the cost of increased computational expense. Inadequate

basis sets can lead to errors in calculated properties like bond lengths, angles,

and vibrational frequencies.

3. Spin Contamination: In systems with unpaired electrons (e.g., radicals, transi-

tion states), HF calculations, especially when using unrestricted Hartree-Fock

(UHF) formulations, can suffer from spin contamination.34 This occurs when

the wavefunction includes contributions from states with different spin multi-

plicities, leading to erroneous energy and property calculations.

4. Size Consistency and Size Extensivity: Hartree-Fock (HF) methods exhibit size

extensivity but may not be size consistency.35 Size extensivity refers to the

property where the energy of a system is calculated as a sum of non-interacting

subsystems equals the sum of the energies of the individual subsystems. HF does

not possess this property, which can result in errors in the energies of large sys-

tems or systems at dissociation limits. Similarly, size consistency, which ensures

that the method’s results for dissociated systems match the results for systems

calculated separately, is also not perfectly maintained in HF calculations.

Despite its limitations, the Hartree-Fock method is still a valuable tool in computa-

tional chemistry. It serves as a foundation for more advanced methods like Moller

Plesset 2,36 Configuration Interaction (CI),37 Coupled Cluster (CC),38–40 and DFT,

which address these limitations by incorporating electron correlation to different ex-

tents.

1.2.2 Density Functional Theory (DFT)

Density Functional Theory (DFT) has evolved significantly since its inception in the

mid-20th century.41,42 It is a computational quantum mechanical modeling method

used to investigate the electronic structure of many-body systems, such as atoms,

molecules, materials, and the condensed phases of matter.43–46 It is one of the most

popular and versatile methods available for studying molecular properties from first

principles. DFT provides an approach for approximating the incredibly complex

11



1.2. GROUND STATE ELECTRONIC STRUCTURE METHODS Introduction

many-body problem of interacting electrons by using functionals, which are functions

of the spatially dependent electron density.

The foundation of DFT lies in the Hohenberg-Kohn theorems, published in 1964.47

Hohenberg-Kohn Theorem 1: states that the ground state energy of a many-

electron system is a unique functional of the electron density. This theorem signifies

a pivotal departure from the wave function formalism, as seen in the HF method,

asserting that all observable properties of a ground state system can be determined

uniquely by its electron density. Mathematically, this can be expressed as:

E = E[ρ(r)] (1.23)

where E is the total energy, and ρ represents the ground state electron density. This

functional dependency implies that the electron density, ρ(r), encompasses all the

necessary information to describe the ground state of the system fully. The profound

implication of this theorem is its simplification of the many-body problem from a

wave function in a 3N-dimensional space (where N is the number of electrons) to a

function in a three-dimensional space, greatly reducing the complexity of the problem.

Hohenberg-Kohn Theorem 2: The second Hohenberg-Kohn theorem47 states

that there exists a universal functional that delivers the exact ground-state energy

of the system when given the exact ground-state electron density. This functional,

known as the universal density functional, is the key to DFT. If this universal func-

tional were known exactly, DFT would provide the exact solution to the many-body

Schrödinger’s equation.

E0 ≤ E[ρ(r)] =

∫
drρ(r)ν(r) + F [ρ(r)] (1.24)

for any trial density ρ that integrates to the number of electrons, N , and where E0

is the true ground state energy of the system. Here, E[ρ(r)] is the energy functional

of the density ρ, and the equality holds if and only if ρ(r) is the true ground state

density. This theorem underpins the optimization strategies in DFT calculations,

where one seeks the density that minimizes the energy functional.

12
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As a consequence of the Rayleigh-Ritz (aka variational) principle,48–51 E[ρ(r)] follows

the variational properties:

E0[ρ(r)] > E0, ifρ(r) ̸= ρ0(r)

E0[ρ(r)] = E0, ifρ(r) = ρ0(r)
(1.25)

Using the Euler equation, the exact ground state density ρ0(r) for an N-electron

interacting system can be found as,

δ

δρ(r)

[
E0[ρ(r)] − µ

∫
d3r′ρ(r′)

]
(1.26)

here, µ is a Lagrange multiplier ensuring the total number of electrons remains un-

changed.

1.2.3 The Kohn-Sham Equation

In the realm of DFT, the exact form of the universal functional remains a mystery,

necessitating the use of approximations. This is where the true ingenuity of DFT

shines. DFT calculations often involve solving the Kohn-Sham equations,52 a set of

equations derived by Kohn and Sham in 1965 that ingeniously map the interacting

many-body problem onto an auxiliary non-interacting problem of electrons in single

particle orbitals with the same ground-state electron density as the fully interact-

ing system. The Kohn-Sham equations, a simpler version of the original many-body

Schrödinger’s equation, are the key to unlocking the ground-state electron density

and other ground-state properties of the system and provide an accurate estimation

of the kinetic energy contribution to the total energy, showcasing the complexity and

brilliance of DFT.

Kohn and Sham’s key insight was to decompose the complex problem of interact-

ing electrons into simpler, non-interacting particles moving in an effective potential.

This effective potential includes the external potential (due to nuclei), the Hartree po-

tential (describing classical electron-electron repulsion), and the exchange-correlation

potential, which encapsulates all non-classical interactions (exchange and correlation

effects).

13



1.3. EXCITED STATE ELECTRONIC STRUCTURE METHODS Introduction

The Kohn-Sham equations can be written as a set of one-electron Schrödinger’s -like

equations, [
−1

2
∇2 + Veff(r)

]
ψi(r) = ϵiψi(r), (1.27)

where ψi(r) are the Kohn-Sham orbitals, ϵi are the orbital energies, and Veff(r) is

the effective potential given by:

Veff(r) = Vext(r) + VH(r) + Vxc(r) (1.28)

Here, Vext(r) is the external potential, VH(r) is the Hartree potential, and Vxc(r) is

the exchange-correlation potential. The Hartree potential is defined as:

VH(r) =

∫
ρ(r′)

|r− r′|
dr′ (1.29)

and the exchange-correlation potential, Vxc(r), is the functional derivative of the

exchange-correlation energy functional with respect to the electron density:

Vxc(r) =
δExc[ρ]

δρ(r)
(1.30)

To solve the Kohn-Sham equations, one starts with an initial guess for the den-

sity, constructs the effective potential, solves the eigenvalue problem to obtain the

Kohn-Sham orbitals, and constructs a new density from these orbitals. This pro-

cess is repeated iteratively until the density converges, indicating self-consistency,

and following the same SCF procedure as used in HF theory. The success of DFT

hinges on the accuracy of the exchange-correlation functional, which encapsulates

all the quantum mechanical interactions among electrons beyond classical electro-

statics.53–56 Over the decades, a variety of functionals have been developed, each

aiming to balance computational feasibility and accuracy. The Jacobs Ladder of

DFT provides a classification system for these functionals, ranked from simple lo-

cal density approximations (LDAs) to more sophisticated meta-generalized gradient

approximations(meta-GGAs) and hybrid functionals; Jacob’s Ladder will be discussed

more in chapter-2.2.

1.3 Excited State Electronic Structure Methods

Up to this point, our discussion of electronic structure methods has focused on

ground-state properties. To account for phenomena such as excited states, optical
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spectroscopy, and resonance energy transfer, appropriate electronic structure methods

that can accurately describe molecules’ excited states are required. Here, I highlight

two such methods routinely used in the calculation of molecules’ absorption and

fluorescence spectra.

1.3.1 Configuration-Interaction Singles (CIS)

Configuration-Interaction Singles (CIS)57 is one of the simplest methods for calcu-

lating excited states of molecules. CIS is built upon the HF ground state and involves

constructing excited states by promoting electrons from occupied to virtual molecular

orbitals. The CIS method starts from the Hartree-Fock ground state wavefunction,

ΨHF
0 , and constructs excited states by single excitations. The CIS wavefunction for

an excited state is a linear combination of these single excitations:

ΨCIS = c0ψ
HF
0 +

∑
ia

cai Ψ
a
i (1.31)

where i and a are occupied and virtual orbitals, respectively. The coefficients cai

are determined by solving the CIS eigenvalue problem, which is derived from the

time-independent Schrödinger’s equation:

ĤΨCIS = ECISΨCIS (1.32)

Substituting the CIS wavefunction and projecting onto a single-excitation determi-

nant leads to the CIS Hamiltonian matrix:∑
jb

⟨Ψa
i |Ĥ|Ψb

j⟩cbj = ECISc
a
i (1.33)

This can be rewritten in matrix form as:

HCISc = ECISc (1.34)

The elements of the CIS Hamiltonian matrix HCIS are given by:

Hia,jb = ⟨Ψa
i |Ĥ|Ψb

j⟩ = δijδab(ϵa − ϵi) + ⟨ai||bj⟩ (1.35)

where ϵi and ϵa are the Hartree-Fock occupied and virtual orbital energies, and

⟨ai||bj⟩ represents the anti-symmetrized two-electron integrals:

⟨ai||bj⟩ = ⟨ai|bj⟩ − ⟨ai|jb⟩ (1.36)
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According to Brillouin’s theorem, singly excited determinants, Ψa
i , do not interact

directly with a reference HF determinant, ψHF
0 . Thus, on mixing of the two states,

the off-diagonal element does not contribute to the energy, i.e.

⟨ψHF
0 |H|Ψa

i ⟩ = 0 (1.37)

The main advantage of CIS is its simplicity and relatively low computational cost. It

provides a qualitative understanding of excited states and is often used as a starting

point for more accurate calculations. However, CIS has several limitations:58,59

1. It neglects electron correlation effects, as it only considers single excitations

from the Hartree-Fock reference.

2. It often overestimates excitation energies due to the lack of correlation.

3. It is not suitable for describing double excitations.

1.3.2 Time Dependent Density Functional Theory (TDDFT)

Time-dependent Density Functional Theory is a powerful and widely used method

for studying the excited states of molecular systems.60 It extends the concepts of

ground-state DFT to the time-dependent regime, allowing for the calculation of elec-

tronic excitations and response properties.

TDDFT is based on the Runge-Gross theorem,61 which is the time-dependent analog

of the Hohenberg-Kohn theorem in DFT. According to the Runge-Gross theorem,

there is a one-to-one correspondence between the time-dependent external potential

and the time-dependent electron density. This allows the use of a time-dependent

Kohn-Sham (KS) system of non-interacting electrons to describe the dynamics of the

interacting system. The time-dependent Kohn-Sham equations are given by:

i
∂

∂t
ψi(r, t) =

[
−1

2
∇2 + vKS(r, t)

]
ψi(r, t), (1.38)

where vKS(r, t) is the time-dependent Kohn-Sham potential, which includes the exter-

nal potential, the Hartree potential, and the exchange-correlation potential as shown

in Eq. 1.29 and Eq. 1.30:
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In the linear response regime,62 TD-DFT can be used to calculate excitation ener-

gies by perturbing the system slightly and examining its response. This approach

leads to Casida’s equations,63 which are central to TD-DFT calculations of excited

states. These equations relate the response of the electron density to the external

perturbation and can be written as:∑
j

[
δijδab(ϵa − ϵi) + 2

√
(ϵa − ϵi)(ϵb − ϵj)Kia,jb

]
Fjb = ωFia (1.39)

where ϵi and ϵa are the KS orbital energies, Fia are the excitation amplitudes, ω

is the excitation energy, and Kia,jb are the coupling matrix elements involving the

exchange-correlation kernel:

Kia,jb =

∫ ∫
ϕ∗
i (r)ϕa(r)fxc(r, r

′;ω)ϕj(r
′)ϕ∗

b(r
′)drdr′ (1.40)

where fxc is the exchange-correlation kernel.

The Tamm-Dancoff Approximation (TDA) is a simplification of the full TD-DFT

equations.64–66 In the TDA, the coupling between the excitation and de-excitation

terms is neglected, reducing the complexity of the problem. This approximation often

provides a good estimate of excitation energies with significantly less computational

effort. The TDA reduces Casida’s equations to a simpler form:∑
j

[
δijδab(ϵa − ϵi) + 2

√
(ϵa − ϵi)(ϵb − ϵj)Kia,jb

]
Fjb = ωFia (1.41)

However, the coupling matrix elements Kia,jb are only considered for the direct inter-

action terms, ignoring the coupling with de-excitations. This simplifies the eigenvalue

problem: ∑
jb

Aia,jbFjb = ωFia (1.42)

where the matrix A is defined as:

Aia,jb = (ϵa − ϵi)δijδab + 2
√

(ϵa − ϵi)(ϵb − ϵj)Kia,jb (1.43)

TD-DFT, including its TDA variant, is computationally efficient and provides a good

balance between accuracy and computational cost, making it suitable for large sys-

tems. The accuracy of TD-DFT depends on the choice of the exchange-correlation
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functionals. Standard functionals can struggle with charge-transfer and Rydberg ex-

citations.67,68 The TDA, while reducing computational cost, can sometimes lead to

less accurate results for certain types of excitations.69 We will go into more detail

related to charge transfer excitations in the next chapter.

1.4 Fundamentals of UV-Visible Spectroscopy

Spectroscopy techniques such as infrared, ultraviolet-visible (UV-vis), and femtosec-

ond electronic spectroscopy are widely used to study the electronic behavior of var-

ious chemical systems and molecular reactions in the condensed phase.70–76 These

techniques help us understand phenomena like charge transfer, electronic excitation,

Coulombic coupling, and excitation energy transfer. For instance, UV-visible spec-

troscopy allows us to examine the spectroscopic properties of molecules occurring in

the 200 - 800 nm wavelength range. This type of spectroscopy involves the coupling

of vibrational degrees of freedom with electronic excitations and is also known as

vibronic spectroscopy. We can gain insights into their electronic structure by measur-

ing how molecules interact with ultraviolet and visible light. This interaction occurs

when photons are absorbed, promoting electrons from their ground states to excited

states. Analyzing the specific wavelengths of light absorbed provides valuable infor-

mation about electronic transitions and chemical environments within a sample. In

Chapter 4, we will go through the computation of UV-visible spectra of molecules in

both implicit and explicit solvent environments.

UV-vis spectroscopy has wide-ranging applications. In quantitative analysis, the

characteristic absorption bands of a molecule can be used to determine its concentra-

tion in a solution based on the Beer-Lambert Law. This technique finds application

in various fields, including biochemistry for quantifying proteins and DNA and envi-

ronmental science for monitoring pollutants.
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1.4.1 Fermi’s Golden Rule

The Fermi golden rule77,78 in quantum mechanics describes the transition probability

between quantum states due to an external perturbation. Specifically, it focuses on

the rate of transitions from an initial state to a final state caused by the interaction

with an external field (such as light). The rule is particularly relevant in spectroscopy,

which explains the absorption and emission of electromagnetic radiation by atoms and

molecules.

At its core, the Fermi golden rule relies on the concept of time-dependent pertur-

bation theory.79 When an external field (e.g., a photon) interacts with a quantum

system, it induces transitions between energy levels. The probability of such transi-

tions depends on the strength of the perturbation, the energy difference between the

initial and final states, and the density of states available for the transition. Mathe-

matically, the Fermi golden rule is expressed as:

Wi→f =
2π

ℏ
|Vif |2ρ(Ef ) (1.44)

where: Wi→f represents the transition rate from the initial state i to the final state

f . Vif is the matrix element of the perturbing interaction between the states. ρ(Ef )

denotes the density of final states at the energy Ef .

The Fermi Golden Rule has several important implications:

1. Absorption and Emission Spectra: In UV-Vis spectroscopy, the rule explains

the absorption and emission spectra observed when molecules absorb or emit

photons. The intensity of spectral lines depends on the transition probabilities

governed by the Fermi Golden Rule.

2. Lifetime of Excited States: The rule provides insights into the lifetime of excited

states. Short-lived states (with high transition rates) correspond to fast decay

processes, while long-lived states exhibit slower decay.

3. Rate Equations: The Fermi Golden Rule is foundational in rate equations for

chemical reactions. It connects the microscopic quantum world to the macro-

scopic observable.
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Figure 1.2: One form of Jablonski diagram showing absorption, internal crossing (IC),
vibrational relaxation(VR), and emission processes

The Fermi Golden Rule bridges quantum mechanics and spectroscopy, allowing us to

understand the dynamics of transitions and the behavior of quantum systems under

external influences.

1.4.2 The Jablonski Diagram

The Jablonski diagram, see Figure 1.2, is a visual representation that illustrates

the process of light absorption and emission.80 The diagram displays the ground

state (S0) and the first two excited states (S1 and S2) of a molecule. When the

molecule absorbs light, its electrons are excited to higher vibrational states of the

excited state, shown by vertical transition lines. Following initial excitation, the

electron undergoes rapid electronic transitions, including internal crossing (IC) from

a higher excited state to the first excited state, as well as vibrational relaxation

(VR) and reorganization processes. These transitions occur in incredibly short time

frames, measured in attoseconds and femtoseconds, during which the nuclei remain

essentially fixed. This concept is known as the Franck-Condon principle,81 which

will be further discussed in Chapter 3 and Chapter 4. Once the molecule reaches

the lowest excited state, it reaches thermal equilibrium with its surroundings. After
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Figure 1.3: Electronic Transitions

equilibration, the emission process occurs, and according to Kasha’s rule,82 99% of

the emission comes from the S1 excited state. It’s important to note that there are

other processes, such as non-radiative energy transfer, quenching, and luminescence,

that are not covered here. The Jablonski diagram is a simple yet important tool for

illustrating the interaction between light and matter.

1.4.3 Electronic Transitions

The electronic transitions mainly involve exciting electrons from the highest occu-

pied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO).

These transitions can be grouped into π → π∗, n−π∗, and σ → σ∗ transitions, shown

in figure 1.3. The difference in energy between these orbitals determines the absorbed

light’s wavelength. The Laporte selection rule83 for UV-visible spectroscopy states

that electronic transitions between two symmetric states are forbidden; however, they

are allowed between unsymmetric states. For a transition to be allowed, it must cause

a change in the molecular dipole moment. This is why molecules without a perma-

nent dipole moment, such as homonuclear diatomic molecules, do not absorb light in

the UV-visible region.

21



1.4. FUNDAMENTALS OF UV-VISIBLE SPECTROSCOPY Introduction

1.4.4 The Stokes Shift

When examined closely, the Jablonski diagram shows that emission/fluorescence

spectra occur at lower energies than absorption spectra. Sir G. G. Stokes first dis-

covered this energy shift,84 which is now known as the Stokes shift (SS). The SS is a

feature of fluorescence spectra, particularly in solution.

SS = λmax
Emi − λmax

Abs (1.45)

It is usually measured as the difference between the molecule’s absorption and emis-

sion maximum peaks. Vibrational relaxation (VR) is one common cause of the Stokes

shift, but factors like solvent polarity and energy transfer processes can also influ-

ence the value. Fluorophores have an intriguing characteristic - they are sensitive

to changes in the polarity of their surrounding environment. As a result, the Stokes

shift significantly depends on the interaction between the molecules and the sur-

rounding environment. This sensitivity is often utilized to determine structural and

pH changes in a protein environment in various bio-imaging applications by analyzing

fluorophores’ emission spectral shape and intensities. The definition of Stokes shift

can be challenging when there are multiple maximum peaks in either the absorption

or emission spectra. In Chapter 4, we will address how to calculate the Stokes shift

in such scenarios.

1.4.5 The Mirror-Image Rule

Due to rapid vibrational relaxation, excitation energies typically do not affect emis-

sion spectra. Generally, both absorption and emission spectra are mirror images of

each other because they involve the same vibronic transitions. Figure 1.4 shows mir-

ror image absorption and emission spectra of anthracene.85 In most fluorophores, the

energy levels are local excitations and are not significantly altered by electron redistri-

bution during or after excitation. However, some molecules have emissions from an S2

state,86 or the molecule exists in two ionization states,87 violating Kasha’s rule. These

situations are not common in the molecules used in most fluorescence-based applica-

tions. Polynuclear aromatic hydrocarbons typically exhibit well-matched absorption

and emission spectra.
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Figure 1.4: Absorption and emission spectra of anthracene showing mirror image
relation. Adapted from Byron, C.M. and Werner, T.C., J. Chem. Ed., 1991, 68,
433.85

1.4.6 Environmental Influence

Figure 1.5: Absorption and fluorescence lineshape spectra of NBD in various implicit
solvents of increasing dielectric constant. The level of theory used is TDA/CAM-
B3LYP/6-31G(d) with IEFPCM solvent model

The environment around the chromophore can have profound effects on its atomic
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and electronic properties. The effects of the environment are multifaceted in nature

and could result from the following reasons:

1. Multiple excitation and deexcitation pathways

2. Planar and twisted charge transfer pathways

3. Solvent polarity and viscosity

4. Molecular conformational changes

Relative to absorption spectra, the fluorescence properties of the molecule are much

more sensitive to environmental fluctuations. The excited state, from which fluo-

rescence occurs, is more reactive to its surroundings than the ground state involved

in absorption, allowing for more interactions with the environment.88,89 The longer

timescale of fluorescence also enables solvent molecules to reorient around the excited

fluorophore, affecting the energy of emitted photons and resulting in spectral shifts.

Fluorophores with large excited-state dipole moments can exhibit significant spectral

shifts in response to changes in solvent polarity, particularly in emission spectra.90,91

The environmental effects such as spatial confinement, where chromophores embedded

in protein environments may alter the spectral properties due to restricted movement

and specific interactions.92–96 Moreover, molecules in an open system can experience

environmental effects akin to a thermal bath, where the surrounding medium can in-

duce or relax electronic excited states, thereby affecting the absorption and emission

spectra.97–99

Solvatochromism,100 the phenomenon where solvent polarity changes the energy lev-

els of molecular electronic states, thus shifting the absorption or fluorescence spec-

tra,101–105 further exemplifies the profound impact of the environment on spectroscopic

behavior. A typical example of solvent effects on the absorption and fluorescence spec-

tra of NBD in implicit solvents of varying dielectric constant is shown in Figure1.5.

Additionally, the synergy between the molecule and its environment can result in

complex behaviors such as enhanced fluorescence106 or quenching,107 dependent on

the intricate balance of intermolecular interactions and the physicochemical proper-

ties of the surroundings. These interactions underscore the necessity of considering
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the environmental context when interpreting spectroscopic data, as they can signif-

icantly modulate the spectral signatures of molecules, offering deeper insights into

their behavior in diverse settings.

In the next chapter, we will revisit some fundamental aspects of DFT functionals.

Following that, I will present my work benchmarking how these functionals impact

the absorption and emission spectra of molecules in implicit and explicit solvent

environments. These examples will offer guidance on how to navigate the zoo of DFT

functionals and make informed decisions when selecting one for studies of optical

spectroscopy of chromophores in solution.
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Chapter 2

Benchmark of Density Functionals

for Vibronic Spectra

This chapter provides a benchmark study of density functionals for modeling
vibronic spectra for molecules in solution. It contains an overview of Den-
sity Functional Theory (DFT) and approximate density functionals, categoriz-
ing functionals into the famous Jacob’s ladder and examining their efficacy in
modeling excited state properties. The performance of various functionals in
implicit and explicit solvent environments is compared using three dyes (Nile
Red, NBD, and 7MC). The findings highlight the limitations of some functionals
and the improved performance of hybrid and long-range corrected hybrid func-
tionals. The chapter underscores the necessity of informed functional selection
for reliable spectral predictions, advocating for comprehensive benchmarking to
guide the choice of DFT functionals for vibronic absorption and fluorescence
spectra.

2.1 Introduction

Density Functional Theory (DFT) functionals are frequently benchmarked to eval-

uate their performance across various properties.108–122 Runge and Gross first intro-

duced Time-Dependent Density Functional Theory (TD-DFT) in 1984 as an extension

of DFT into the time domain.61 TD-DFT has since become a popular method for

modeling excited state energies, structures, and properties. In 1995, Casida developed

the linear response formalism for TD-DFT, which has been widely used for studying

excited state properties.63 Currently, most TD-DFT functional benchmarks make use
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of the vertical approximation, which calculates excited state energies and properties

based on the optimized ground-state geometry without fully exploring the ground

state or excited state potential energy surfaces.123–126 While this method allows for

calculations on large systems using a single-point TD-DFT calculation, it is not suit-

able for comparing vertical transition energies to experimental measurements of λmax,

which involve frequency dependence.127–131

Our work focuses on the accurate modeling of excited state properties, particularly

those with significant charge-transfer character. Accurate modeling of vibronic spec-

tra necessitates the determination of functionals that not only yield precise excitation

energies but also faithfully represent ground and excited state potential energy sur-

faces. The motivation behind benchmarking density functionals for vibronic spectra

lies in the need to achieve reliable theoretical predictions that can complement and

guide experimental studies. Vibronic spectra, which incorporate both electronic and

vibrational transitions, are crucial for understanding molecules’ photophysical and

photochemical properties. The accurate simulation of these spectra is essential for

developing fluorescent dyes, organic photovoltaic materials, and other optoelectronic

devices.132–136

In this chapter, we dive into the intricacies of DFT considerations, focusing on se-

lecting appropriate functionals for modeling charge-transfer excitations – a topic that

has garnered significant attention in the field.137–145 Charge-transfer excitations are

particularly challenging to model due to the need to accurately represent both the

donor and acceptor states and the coupling between them. The choice of functional

can significantly influence the predicted spectra, making it imperative to perform

comprehensive benchmarks.

Through extensive benchmarking of density functionals, we aim to identify those

that provide the most accurate vibronic lineshapes for systems of interest. I will

present results comparing the performance of various functionals for three solvated

dyes, emphasizing the importance of choosing the right functional for accurate pre-

dictions. The benchmarks include comparisons of vibronic absorption lineshapes of
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Nile Red in implicit solvent, published in 146, as well as vibronic absorption and

fluorescence lineshapes for three dyes in explicit solvent environments, published in

147.

This chapter begins with a brief introduction to density functionals using Jacob’s

ladder, setting the stage for a detailed discussion on functional selection for modeling

charge-transfer excitations. The subsequent sections will build on this foundation,

presenting our benchmark results and highlighting the strengths and limitations of

different functionals. By providing a thorough benchmark of density functionals for

vibronic spectra, we aim to offer insights that will guide the computational studies

conducted in chapters 3 and 4 and improve the reliability of theoretical predictions

in computational UV-visible spectroscopy.

2.2 Jacob’s Ladder of Density Functional Theory

A unique challenge in developing density functional theory is the inability to improve

density functionals systematically. Unlike other theories, adding more components to

meet stricter constraints or provide more flexible functional forms does not guaran-

tee overall improvement across all types of interactions. This sets DFT apart from

wave functional theory, as wave function-based methods benefit from a clear hierar-

chy that allows for the creation of systematically improvable models. Perdew and

Ruzsinszky introduced the concept of systematically categorizing density functional

approximations based on their level of sophistication and intended accuracy.148 The

Jacob’s Ladder is a metaphorical classification scheme that organizes the hierarchy

of approximations in exchange-correlation (XC) functionals used in DFT to calculate

the electronic structure of molecules and solids.

Each rung represents a progressively more complex and accurate approximation to

the true, unknown XC functional. Below, I categorize each rung and its associated

advantages and disadvantages:
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Figure 2.1: The Jacob’s Ladder

2.2.1 Rung 1: Local Density Approximation (LDA)

The simplest XC functional only depends on the electron density, as shown in equa-

tion 2.1. This first rung, also known as the local spin-density approximation (LSDA),

treats each point in space as though it were part of a uniform electron gas, neglecting

how changes in density might alter electron interactions. The XC energy using only

the density can simply be obtained as

Exc =

∫
ρ(r)ϵxc(ρ(r))dr,

ϵxc = Ex + Ec

ϵx =

α,β∑
σ

∫
α,β

ϵUEG
x,σ dr = −3

2

( 3

4π

) 1
3

α,β∑
σ

∫
ρ

4
3
σdr.

(2.1)

The analytical expression of the correlation, ϵc, is unknown and can be solved nu-

merically via quantum Monte Carlo methods.149 Some popular density functionals
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associated with this rung are SVWN150 (Slater exchange + Vosko-Wilk-Nusair cor-

relation), PZ81,151 and PW92.152 LDA’s severe assumptions lead to the overbinding

of molecules, inaccurate bond lengths, and poor vibrational frequencies.153,154 While

overly simplistic for most molecules, LSDA remains surprisingly useful for certain

metallic systems155 and provides a theoretical reference point for testing higher-rung

functionals. The SVWN/SVWN5 functionals have been used to calculate absorp-

tion maxima, oscillator strengths,156,157 vertical excitation energies,158 and vibrational

frequencies.153,159 However, their accuracy in computing vibronic lineshapes has re-

mained limited.160,161

2.2.2 Rung 2: Generalized Gradient Approximation (GGA)

The distribution of electrons in most molecules is not uniform, which poses a chal-

lenge for LDA functionals. GGAs address this issue by considering the electron den-

sity gradient ∆ρ(r), which gives insight into how quickly the electron density changes

in space.162–165 This consideration helps to capture some of the non-local aspects of

how electrons interact with each other. The exchange-correlation energy depends on

both the density and its derivative and can be obtained as

Exc =

∫
ρ(r)ϵxc(ρ(r),∆ρ(r))dr, (2.2)

where ϵxc now relies on both density and how rapidly it’s changing in space. This

method was initially called non-local DFT due to the higher-order derivative expan-

sion formalism. However, the term ”gradient approximation” is more fitting, as the

first derivative of any function at a single point is inherently local. PBE162 and

BLYP166,167 are widely used GGA functionals, and numerous variations and refine-

ments are available. Empirical parameter-free GGA functionals have been developed

based on rational function expansions of the reduced gradient, such as B86,166,168–170

and PBE.162

The GGA functionals show improved capability in modeling molecular geometries,

bond strengths, and reaction barriers compared to the LDA and can be applied to a

wide range of materials. However, GGA functionals often experience self-interaction

30



2.2. JACOB’S LADDER OF DENSITY FUNCTIONAL THEORY DFT for Vibronic Spectra

errors due to incomplete cancellation of Coulomb and exchange energies for one-

electron densities.171–175 Additionally, they do not accurately describe weaker, long-

range interactions such as Van der Waals forces.176–178

2.2.3 Rung 3: Meta-Generalized Gradient Approximation

(mGGA)

Meta-generalized gradient approximation (mGGAs) density functionals aim for in-

creased accuracy by incorporating more information, including the kinetic energy

density τ(r) and potentially the Laplacian of the density ∆2ρ(r) reflecting density

curvature.179,180 The XC energy of a mGGA functional can be represented as

Exc =

∫
ρ(r)ϵxc(ρ(r),∆ρ(r), τ(r), ...)dr. (2.3)

Commonly used standard mGGA functionals like TPSS,181 SCAN,165 and revTPSS182,183

are often employed in describing solids, surfaces, and systems where weaker long-range

interactions are significant. mGGAs are specifically designed to enhance the accuracy

of these descriptions. Despite being comparable in cost to GGA calculations, mGGAs

are more challenging to parameterize due to their increased complexity184–186 and may

not universally improve all properties, sometimes trading off the robustness of GGAs

for specific advantages. Unlike the LDA functional, GGA and mGGA functionals

have been routinely used to compute the λmax, oscillator strength,187 and nuclear

ensemble spectra.188

2.2.4 Rung 4: Hybrid Functionals

Hybrid functionals, located on the third level of Jacob’s Ladder, mix a part of precise

HF exchange with DFT approximate exchange and correlation energy. This combi-

nation aims to reduce the inherent errors in pure DFT approximations by using the

more accurate, albeit computationally expensive, HF exchange. This approach rein-

troduces physics that the earlier rungs approximated due to relying solely on the

density. The adiabatic connection approach189–192 allows the majority of global hy-

brid functionals to be represented by a form described in equation 2.4.
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EGH
xc = αEHF

x + (1 − α)EGGA/mGGA
x + EGGA/mGGA

c . (2.4)

By fitting three linear parameters for atomization energies, Becke developed the first

global hybrid functional, B3PW91.193 Another widely used DFT functional, B3LYP,

is similar to B3PW91, but with the correlation energy portion replaced from PW91

and PW92 to VWN1RPA194 and LYP. Most global hybrid functionals contain a consis-

tent 20 to 25 percent exact Hartree-Fock exchange. Some of the celebrated examples

include B3LYP, PBE0, and M06. Hybrid functionals often deliver excellent accu-

racy for thermochemistry,193,195,195–201 reaction barriers,202–204 and electronic excita-

tions.111,140,188,205,206 We will employ hybrid functionals and some of their categories

in section 2.3.2.

2.2.5 Rung 5: Double-Hybrid Functionals

As we move up to the fourth level, we come across double hybrid functionals, which

add another layer of complexity. Double hybrids not only include a portion of exact

HF exchange but also integrate a corrective element from second-order Moller-Plesset

(MP2) theory.207,208 By accounting for electron correlation effects from MP2, a more

thorough treatment of electronic interactions is achieved, enhancing accuracy for a

wider variety of chemical systems. The XC energy using double hybrid functional can

be obtained using equation 2.5.

EDH
xc = αEHF

x + (1 − α)EGGA/mGGA
x + βEMP2

c + (1 − β)EGGA/mGGA
c (2.5)

There are several popular double hybrid functionals used in computational chem-

istry, such as B2PLYP,209 DSD-BLYP,210 and PWPB95,115 which have demonstrated

superior performance in capturing non-covalent interactions, reaction energies, and

spectroscopic properties.211 These functionals aim to achieve high accuracy in solv-

ing complex problems, especially those involving strong correlation and non-covalent

interactions. However, they are computationally demanding, and the choice of pa-

rameters can greatly affect their performance.
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Figure 2.2: The density difference plot of 4Amino-4’Nitrostilbene push-pull electron
system

For a more comprehensive analysis of DFT functionals, we recommend that readers

refer to the works of Goerigk and Mehta,55,212 as well as Becke53 and Mardirossian

and Gordon.54

2.3 Charge Transfer (CT) Excitations

If a system consists of electron donor and electron acceptor groups, typically, the

excitation process resembles charge transfer excitation. Most of the molecules used

in fluorescence spectroscopy involve charge transfer excitation, generally of a π → π∗

nature. One of the failures of TD-DFT using LDA or GGA functionals, and even

hybrid functionals, comes from its failure to describe CT accurately.68,140,142,144,213–217

Figure 2.2 shows a typical example of push-pull electron systems, where NH2 is the

donor group and NO2 is the acceptor group with trans-stilbene acting as a π-spacer.

In fluorescence spectroscopy, most molecules exhibit charge transfer excitation, often

of a π → π∗ nature. One limitation of traditional TD-DFT is its failure to describe

charge transfer accurately.

In the limit of large electron-hole distance, RDA, the exact characterization of the

CT energy can be obtained via:

Eexact
CT = Ed − Ea −

1

RDA

, (2.6)

where Ed is the ionization energy of the donor required to remove its electron, Ea is

the electron affinity of the acceptor, and 1
RDA

is the Coulombic interaction between
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the newly generated electron-hole pair.

Typically, a local excitation is localized on the electron-withdrawing group, n → π∗,

in a molecule, whereas a charge transfer excitation, π → π∗, often involves migration

of charge from the donor to the acceptor region.218,219 Due to this difference in the

excitation character, both excitations generally occur on different energy scales. Using

the single-pole approximation (SPA),220–223 we can obtain the CT energy as:

ESPA
CT = ∆ϵ+K(∆ϵ) (2.7)

where ∆ϵ = ϵALUMO− ϵDHOMO is the difference between the KS eigenvalue of the lowest

unoccupied molecular orbital (LUMO) and highest occupied orbital (HOMO) of the

acceptor and donor systems. K is a correction given by:

K(∆ϵ) = 2R
∫
d3r

∫
d3r′ϕA

LUMO(r)ϕd
HUMO(r)fHxc(r, r

′,∆ϵ)ϕA
LUMO(r′)ϕd

HUMO(r′),

(2.8)

At a large distance, due to the exponentially vanishing overlap, K(∆E) goes to zero.

For traditional TD-DFT, rung 1 to run 2, ESPA
CT becomes equal to the difference of

eigenvalues:

ESPA
CT = ∆ϵ (2.9)

As we can see, we are missing the −1/RDA component of Eexact
CT . In practical ap-

plications, traditional TD-DFT often yields KS eigenvalues lower than expected and

fails to capture the discontinuity, ∆a
xc. This limitation is fundamentally why tradi-

tional TDDFT struggles to describe charge transfer excitations accurately. One way

to improve upon this limitation of TDDFT is to use the exact Hartree-Fock exchange

(EXX).

2.3.1 The Role of Exact Hartee-Fock Exchange

When using time-dependent Hartree-Fock (TDHF) instead of TDDFT, specifically

in the TDA approach, the CT energy at large distances is expressed as:

ETDHF
CT = ϵA,HF

LUMO − ϵD,HF
HOMO −

∫
d3r

∫
d3r′

ϕA
LUMO(r)ϕd

HOMO(r)ϕA
LUMO(r′)ϕd

HOMO(r′)

|r − r′|
(2.10)
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The inclusion of the exchange integral, the third term in the equation 2.10, re-

stores the −1/RDA dependency. Furthermore, Koopman’s theorem224,225 implies that

ϵA,HF
LUMO − ϵD,HF

HOMO is approximately equal to Ed − Ea. This indicates that TDHF the-

ory accurately predicts the CT excitation energy at large separations. Hence, it is

recommended to use hybrid XC functionals, which incorporate a portion of EXX, as

they enhance the traditional TDDFT approach in effectively describing the charge

transfer process.

Traditional DFT methods, LDA, GGAs, and meta-GGAs, aim to model the exchange-

correlation energy, which governs electron interactions. Although these methods are

computationally efficient, they introduce inaccuracies such as self-interaction errors

and the underestimation of long-range effects. Hartree-Fock theory calculates the ex-

change energy (part of the electron-electron interaction) by considering the exact way

the wave function of one electron changes due to the presence of all other electrons.

This captures non-local effects more accurately than DFT approximations alone.

2.3.2 Range-separated/long-range hybrid functionals

Hybrid functionals incorporate a portion of exact HF exchange into DFT approx-

imations. The idea behind this approach is to offset the errors in DFT exchange-

correlation with the more accurate but computationally expensive HF exchange. This

is typically done through a mixing parameter:

Exc = αEHF
x + (1 − α)EGGA/mGGA

xc , (2.11)

Range-separated and long-range corrected hybrid functionals further refine this ap-

proach by splitting exchange interactions into short-range and long-range components.

A portion of exchange interaction is handled by a GGA or meta-GGA functional,

which performs well locally. For long-range corrected functionals, the contribution

from the Hartree-Fock exchange increases smoothly, addressing non-local interactions

that lower-rung DFT methods miss. This division of labor allows for a more nuanced

treatment of electron interactions.
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Incorporating EXX into traditional TDDFT methods enhances various aspects of

computational chemistry. It leads to improved thermochemical predictions,193,195,195–198

more accurate heats of formation,226,227 better reaction energy calculations,228 and

spectral lineshapes.229 Additionally, it provides more accurate electronic excita-

tion energies, reduces self-interaction errors, and improves the description of charge-

transfer processes and weakly bound systems. Range-separated and long-range hy-

brids, such as ωB97X, CAM-B3LYP, and LC-ωPBE, offer improved descriptions of

properties significantly impacted by long-range interactions.

Choosing the optimal separation parameter often requires balancing computational

cost and the system’s specific needs. Some limitations include selecting the fraction

of HF exchange, which is system-dependent and non-trivial. Despite their strengths,

these functionals can still struggle with very complex electron interactions, particu-

larly in strongly correlated systems.

2.4 Hybrid DFT Functionals for Vibronic Spectra

Over the years, due to improvements in the computational power and efficient imple-

mentation of derivatives for many hybrid functionals in popular electronic structure

packages, many excited state studies have been conducted benchmarking vertical exci-

tation energies,56,110,113,230–235 λmax,109,236,237 and 0 → 0 transitions.129,238,239 Hybrid

DFT functionals that contain a flat percentage of the EXX are considered global

hybrids. If the EXX is divided over short-range (SR) and long-range (LR) as shown

in equation2.12, considered range-separated hybrid functionals and functionals that

contain zero percent EXX at short range and one hundred percent EXX at long-range

are considered long-range hybrids functionals.

1

r12
=

1 − (α + β)(1 − erfc(ωr12))

r12︸ ︷︷ ︸
SR

+
α + β(1 − erfc(ωr12))

r12︸ ︷︷ ︸
LR

(2.12)

where 1/r12 divides the DFT and HF EXX, α and β are mixing parameters. With

α ̸= 0 and β = 0 representing global hybrids, α ̸= 0 and β ̸= 0, range-separated
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Figure 2.3: Mean absolute and mean signed error relative to experimental λmax and
vertical excitation energies. The figure is reproduced from article230 with permission
obtained from the International Journal of Quantum Chemistry

hybrids, and α = 0 and β ̸= 0 representing LR hybrid DFT functionals. The erfc

is the error function, and ω is the tuning parameter, which has been shown to affect

the properties of molecules.240,241

As seen in Figure 2.3, global hybrid functionals have performed exceptionally well

for excitation energies, while long-range corrected and range-separated functionals

overestimate the excitation energies, and LDA and mGGA functionals underestimate

them. The overestimation arises due to the large percentage of EXX used in these

functionals.

There have been few recent studies that have focused on comparing the vibronic

spectra of molecules using DFT functionals.161 Most of these studies have been car-

ried out in an implicit solvent environment, with a focus on exploring the excited

state229,242,243 or using vertical approximations such as vertical gradient, vertical Hes-

sian, or adiabatic shift.244–248 Recently, there has been a growing number of studies

on vibronic absorption spectra in explicit solvent environments.146,249–262,262–268 How-

ever, there are still limited studies that explore fluorescence spectra269–278 in explicit

solvent environments and even more limited for vibronic fluorescence spectra.279
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In the following section, I discuss how the selection of functionals impacts the line-

shape of absorption and fluorescence vibronic spectra in implicit and explicit environ-

ments. These studies will provide the basis for choosing functionals when calculating

vibronic spectra for chromophores with significant charge transfer characteristics.

2.4.1 Benchmark Study: Effect of Density Functional on

Spectral Lineshapes

To determine the effect of various density functionals on the absorption and fluo-

rescence lineshape, we selected three dyes, namely Nile red (NR), 7-nitrobenz-2-oxa-

1,3-diazol-4-yl (NBD), and 7-methoxy coumarin-4-acetic acid, in various solvents, see

Figure 2.4. These fluorophores are commonly used as fluorescent probes to label bi-

ological substrates.280–285 The experimental absorption and emission data for NBD

and NR were sourced from,286 while spectra for 7MC in methanol were retrieved from

the PhotochemCAD database.287,288

Figure 2.4: Chemical structures of the three chromophores used as benchmarks in
this chapter: 7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD), Nile red (NR), and 7-methoxy
coumarin-4-acetic acid (7MC).

In this study, we compared the performance of various functionals from the rungs

described above, analyzing the spectral lineshapes. The functionals used can be

categorized into the following categories:
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1. GGA: BLYP, PBE

2. Hybrid Functionals:

(a) Global: B3LYP(20%), B3PW91(20%), HSEH1PBE/HSE06(25%), M06(28%),

M06-2X(54%), and MPW1PW91(25%), and PBE0(25%)

(b) Range Separated: ωB97XD (SR: 19.57%, LR=100%, ω = 0.30), and CAM-

B3LYP (SR: 20%, LR=65%, ω = 0.33)

(c) Long Range Corrected: ωB97 (SR: 0%, LR=65%, ω = 0.11) and LC-

ωHPBE(SR: 0%, LR=100%, ω = 0.25)

Our analysis here is focused on understanding how different types of functionals

influence the spectral shape and intensity. We here perform benchmark studies of

vibronic lineshapes for two different cases: (i) Nile Red with an implicit solvent

model for water and cyclohexane using a large range of functionals and (ii) three dyes

in explicit solvent, focusing on three high-performing functionals.

2.4.2 Computational Details

For all electronic structure calculations, we used the 6-31G(d) basis set, and for

spectra in explicit solvent, we used empirical dispersion accounted via the D3 version

of Grimmes dispersion.289 Because the Tamm-Dancoff approximation provides sim-

ilar excitation energies and, to some extent, comparable vibronic lineshapes to full

TDDFT at a lower computational cost, we decided to use the TDA for our excited

state calculations instead of full TD-DFT.290 In Chapter 4, we will also compare the

differences in the vibronic lineshapes that result from this choice. For the spectra

generated in implicit solvent, we provide details of all functionals in the results and

discussion section. For the explicit solvent lineshapes, we focus on the absorption and

fluorescence vibronic lineshapes and provide comparisons for FC spectra using CAM-

B3LYP,291 LC-ωHPBE,292–294 and M06-2x295 density functionals in both implicit and

explicit solvents.

For geometry optimization in explicit QM solvent, the 2020 development version of

TeraChem296 was used. Frequency calculations in frozen QM solvent and vibronic
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spectra calculations were carried out using a developmental version of Gaussian16.297

The integral equation formalism for the polarizable continuum model (PCM)298–302 as

implemented in Gaussian16 was used for modeling solvent effects on implicit solvent

Franck-Condon (FC) absorption and emission spectra.

For all vibronic FC spectra, for both implicit and explicit solvent environments,

the time-dependent implementation of one photon absorption and emission proce-

dure303–316 was employed with the default adiabatic Hessian model as implemented in

the development version of the Gaussian16 electronic structure program. A tempera-

ture of 300 K was used for the finite temperature FC spectra. Two advantages of the

time-dependent FC implementation are that zero temperature spectra are obtained

along with finite temperature spectra at no additional computational cost, and no ap-

proximations are made when summing over contributions for combination modes.317

The Gaussian16 default half width half maximum (HWHM) value of 135 cm−1 was

used as the FC broadening factor.

For explicit solvent lineshapes, average FC lineshapes were generated using five ran-

domly selected snapshots and aligning their 0-0 transitions. To compare the spectra

equivalently, we transformed the experimental and simulated spectra into energy-

independent lineshapes. Additionally, configurations were sampled using AIMD sim-

ulation; please refer to Chapter 4 for more details. Here, only the first excited state

is considered since it is the bright state of interest.

2.4.3 Nile Red in Water and Cyclohexane: Implicit Solvent

Models

The solvent polarity strongly influences NR’s fluorescence. In polar solvents, NR is

almost nonfluorescent; however, it undergoes fluorescence enhancement and signifi-

cant absorption and emission blue shift in nonpolar solvents.318–320 The experimental

absorption spectra of NR in water and cyclohexane are shown in Figure 2.5. Two

notable observations are that as the polarity of the solvent changes, there is a sol-

vatochromic shift, and we also observe the emergence of distinct vibronic peaks in
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Figure 2.5: Experimental absorption spectra of NR in water and cyclohexane. The
experimental data was extracted using the WebPlot digitizer from article326

.

cyclohexane. Some earlier studies have shown the charge transfer character of the

excitation is responsible for driving the fluorescence properties of NR.321–323 Previous

implicit solvent studies showed the crucial role of vibronic coupling on the absorption

spectra of NR.324,325 Here, I will demonstrate the impact of density functional on the

absorption spectra of NR in implicit water and cyclohexane solvents.

Figure 2.6 shows our simulated finite temperature Franck-Condon (FTFC) vibronic

absorption spectra of NR in water obtained from various density functionals. Note

that all the spectra here are aligned with their maxima such that the 0-0 transition

is at the origin. The BLYP and PBE functionals (see inset) contain no EXX, and

with their low intensity and multiple peaks clearly provide a less effective description

of vibronic transitions compared to other functionals, showing that GGAs do not

perform well for NR.

Among the global hybrid functionals with a similar percentage of EXX, M06 pro-

duces the highest initial peak with subsequent peaks of decreasing intensity. B3LYP

also displays a high initial peak with broader subsequent peaks of moderate inten-
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Figure 2.6: Nile Red in Water: Density functional comparison for FTFC absorption
spectra in an implicit water solvent. The level of theory used here is TDA/6-31G
and the IEFPCM implicit solvent model was used for solvent effects. The spectra are
reproduced with permission from the Journal of Chemical Physics found in the SI of
article146

sity. B3PW91 is similar to B3LYP but shows slight differences in peak positions and

intensities. HSEH1PBE (HSE06) presents a high initial peak followed by smaller,

smoother peaks. MPW1PW91 exhibits a high initial peak followed by moderate in-

tensity peaks, similar to B3LYP and B3PW91.

The range-separated hybrid functionals WB97XD and CAM-B3LYP show high ini-

tial peaks, well-separated secondary peaks of moderate intensity, and overall very

similar vibronic spectra to each other. The long-range hybrid functionals WB97 and

LC-wHPBE exhibit high initial peaks with moderate-intensity secondary peaks. Rel-

ative to both global and range-separated hybrids, long-range hybrid functionals show

equally pronounced vibronic peak spectra with a much broader global width.

When comparing the FTFC absorption spectra of NR in implicit water with exper-

imental spectra, GGA functionals with no EXX clearly fail to capture the shape of

the absorption spectra. Global hybrids perform similarly, along with wB97XD and

CAM-B3LYP. LC-wHPBE and wB97 show similar features as with the global hybrid
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for the first three peaks; however, the intensities of all peaks show significant vari-

ability. In implicit solvent, none of the functionals are able to reproduce single-peak

broad absorption spectra, as seen in the experimental spectra. Next, we compare the

role of these functionals on the lineshape when the polarity of the solvent is decreased

substantially.

Figure 2.7 shows our simulated FTFC absorption spectra of NR in cyclohexane

using an implicit solvent model. In cyclohexane, BLYP and PBE functionals again

show overly low intensity, indicating consistently poor performance across different

solvent environments. For the global hybrid functionals, MPWPW91 yields a high

initial peak with smooth, clear peak separations relative to other global hybrids.

B3LYP produces a high initial peak with broader subsequent peaks of moderate

intensity. B3PW91 displays a similar pattern to B3LYP, with slight peak positions

and intensities variations. HSEH1PBE (HSE06) shows a high initial peak followed

by smaller, smoother peaks. M06 shows the lowest intensity for the first two peaks

among all and has a less well-defined third peak.

Range-separated hybrid functionals WB97XD and CAM-B3LYP/GD3, just as in

water, exhibit high initial peaks with well-defined secondary peaks, reinforcing their

consistent performance across different solvent environments. Long-range hybrid

functionals WB97 and LC-wHPBE maintain their characteristic high initial peaks

with minor variations in secondary peak intensities between water and cyclohexane.

WB97 is similar to WB97XD without dispersion corrections. LC-wHPBE shows more

defined peaks than GGA.

Our analysis of the vibronic absorption spectra for NR in implicit solvent reveals that

global hybrid functionals such as B3LYP, B3PW91, and MPW1PW91 exhibit con-

sistent spectral shapes in both solvents, characterized by high initial and moderate-

intensity secondary peaks. Range-separated hybrids WB97XD and CAMB3LYP also

show similar spectral features in both environments, with high initial peaks and well-

defined secondary peaks. However, some differences are observed:

1. The intensity and sharpness of the peaks vary slightly between the two solvents,
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Figure 2.7: Nile Red in cyclohexane: Density functional comparison for FTFC ab-
sorption spectra in an implicit cyclohexane solvent. The level of theory used here
is TDA/6-31G and the IEFPCM implicit solvent model was used for solvent effects.
The spectra are reproduced with permission from the Journal of Chemical Physics
found in the SI of article146

reflecting differences in solvent interactions. For example, the width of the first

peak is slightly narrower in cyclohexane than in water. The intensity of the

first peak also increases in cyclohexane, which could explain why NR is more

fluorescent in non-polar environments than polar.

2. Long-range hybrids WB97 and LC-wHPBE maintain their characteristic high

initial peaks but show minor variations in the shoulder’s intensities and sharp-

ness between water and cyclohexane.

Our comparison here examines how different density functionals affect the vibronic

absorption spectra of Nile red in water and cyclohexane. Global hybrids consistently

and reliably describe vibronic transitions, while range-separated and long-range hy-

brids increase peak definition and intensity. Our analysis emphasizes the importance

of considering solvent effects and functional choices in UV-visible spectroscopy.

In experiments, the condensed phase spectra include explicit solvent interactions, re-

sulting in featureless spectra without pronounced vibronic peaks due to contributions
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from inhomogeneous broadening. This difference occurs because vibronic features

tend to diminish when averaged over an explicit environment, and the final spec-

tra result from the average of numerous molecular configurations, leading to smooth

spectra with single peaks. In the next section, we will explore how explicit solvent

environments affect the resulting vibronic spectra.

2.4.4 Vibronic Spectra in Explicit Solvent Environment

In the last two case studies, we observed the impact of density functional on absorp-

tion line shapes when employing an implicit solvent model. Implicit solvent models

lack important interactions such as hydrogen bonding, π−π interactions, and disper-

sion. In the upcoming study, we will focus on three hybrid functionals: global M06-2x,

range-separated CAM-B3LYP, and range-corrected LC-wHPBE with a 6-31G(d) basis

set. We aim to benchmark their effectiveness in replicating experimental absorption

and fluorescence line shapes.

We first carry out an AIMD sampling procedure and randomly select five snapshots

separated by 200 fs. These snapshots are divided into three layers. The dye is

unrestrained and treated with QM, 5Å of frozen solvent treated with the same QM,

and 27Å of MM point charge environment. We optimized the dye in its ground

and excited state with the frozen QM solvent surrounded and then again performed

normal mode calculations in the same environment. We selected three dyes for this

case study: Nile Red and NBD in DMSO and 7MC in methanol. The vibronic

lineshapes are generated again using the same adiabatic Hessian approach. From

all 5 snapshots, an average FTFC absorption and fluorescence lineshape is obtained

and compared with the experimental lineshape. For further details on the AIMD

sampling, spectrum to lineshape transformation, and averaging scheme, please refer

to the computational details section in Chapter 4.
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Nile Red in DMSO

Figure 2.8 shows the simulated vibronic absorption and fluorescence lineshapes of

Nile Red in the implicit (inset) and explicit DMSO solvent environment.

Figure 2.8: Comparison of average FTFC lineshape with experimental lineshape for
NR in DMSO obtained from CAM-B3LYP, LC-wHPBE, and M06-2X. The average
FTFC lineshape is generated using 5 snapshots for both absorption and emission
spectra. The inset plot shows absorption and emission spectra generated with the
implicit solvent model. All spectra are generated using the adiabatic Hessian approach
with the TDA/6-31G* level of theory.

Because fluorescence spectra are relatively low in intensity compared to absorption

spectra, the intensity (y-axis) is normalized to unity for comparison of both lineshapes.

Each lineshape shown is an average of five different vibronic lineshapes obtained from

molecular configurations of Nile red in slightly different explicit DMSO environments;

refer to Chapter 4 for more details of the lineshape averaging procedure. The exper-

imental lineshapes are shown in gray for comparison.

CAM-B3LYP and M06-2X functionals generate similar vibronic lineshapes with a

high-intensity initial peak and multiple well-separated peaks. This similarity could

be attributed to both having a similar percentage of Hartree-Fock exchange (65 and
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56, respectively) to describe the charge transfer character. The emission spectrum

shows a strong correlation with the experimental lineshape, a bit more so for M06-2X,

highlighting M06-2X’s effectiveness in capturing vibronic features in explicit solvent.

The LC-wHPBE functional, on the other hand, produces a lineshape with multiple

pronounced peaks at high intensity. The absorption lineshape shows peaks at higher

intensities compared to CAM-B3LYP and M06-2X but still captures the main features

observed experimentally. The emission lineshape aligns fairly well with experimental

lineshapes, indicating LC-wHPBE’s capability to model the potential of NR in the

presence of explicit solvent accurately.

The inset of the figure 2.8 compares the lineshapes obtained using implicit solvent

models for each functional. The implicit solvent lineshapes show more pronounced

vibronic features compared to the experimental spectra. This discrepancy arises be-

cause the explicit solvent model affects the shape of the ground and excited state

potentials, leading to spectra that more closely resemble the experiment.

NBD in DMSO

The NBD molecule is a push-pull system with strong electron-donating and with-

drawing groups. Therefore, there is significant charge transfer within the molecule

during excitation and deexcitation. For NBD in DMSO, implicit solvents provide a

bit more vibronic and narrow lineshapes than experimental lineshapes. This suggests

that the inclusion of explicit solvent interactions is needed to get an improved agree-

ment with experimental lineshapes.

As shown in Figure 2.9, the absorption lineshape from all three functionals demon-

strate an excellent agreement with the experimental absorption spectrum, particu-

larly in capturing the full width at half maximum (FWHM). The lineshape from

LC-wHPBE, while having slight vibronic features, maintains good agreement with

experiment, suggesting that all three functionals perform well for absorption.

Regarding the fluorescence lineshape, CAM-B3LYP and M062x provide broader but
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Figure 2.9: Comparison of average FTFC lineshape with experimental lineshape of
NBD in DMSO obtained from CAM-B3LYP, LC-ωHPBE, and M06-2X. The average
FTFC lineshape is generated using 5 snapshots for both absorption and emission
lineshape. The inset plot shows absorption and emission lineshapes generated with
the implicit solvent model. All lineshapes are generated using the adiabatic Hessian
approach with the TDA/6-31G* level of theory.

similar spectra, while LC-wHPBE offers a slightly more narrow spectrum that shows

better agreement with the experimental spectrum. This difference is explored in more

detail in Chapter 4. In summary, the reason for the poorer performance for fluores-

cence is that an overly flat excited state potential energy surface is predicted by both

CAM-B3LYP and M06-2x, and a slightly more harmonic and rigid excited state po-

tential is predicted by LC-wHPBE.

Overall, any of the three functionals chosen here can be chosen to achieve good

agreement with the experimental spectra. It’s important to note that in this context,

all of the spectra and lineshapes are reported with TDA. We also compare the role of

TDA versus full TD on the vibronic lineshapes, and more details about this can be

found in Chapter 4.
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Figure 2.10: Comparison of average FTFC lineshape with experimental spectra of
7MC in methanol obtained from CAM-B3LYP, LC-wHPBE, and M06-2X. The aver-
age FTFC lineshape is generated using 5 snapshots for both absorption and emission
spectra. The inset plot shows absorption and emission spectra generated with the im-
plicit solvent model. All spectra are generated using the adiabatic Hessian approach
with TDA/6-31G* level of theory.

7MC in Methanol

The last example for our benchmark study shows the comparison of FTFC line-

shapes with experimental lineshapes of 7MC in methanol solvent. The 7MC FTFC

lineshapes produced by all three functionals, see Figure 2.10, are similar in both im-

plicit and explicit solvent models, which is aligned with our previous observations

with the push-pull electron system NBD. None of the functionals accurately replicate

the broadening and lineshape characteristics seen in the experimental lineshapes. The

simulated absorption lineshapes display distinct vibronic features that are absent in

the experimental lineshapes. For emission, the simulated spectra are too wide.

While it may seem that none of the functionals offer good agreement with the exper-

iment, there are additional issues beyond an average vibronic lineshape to consider.

Among the three dyes examined here, 7MC is the most flexible molecule, leading to

non-harmonic vibrational modes that violate the harmonic approximation used in the
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FC method to generate the vibronic lineshapes. This is explored in more detail in

Chapter 4.

2.5 Conclusions

We here provided a benchmark comparison of density functionals for absorption and

fluorescence vibronic spectra for three different dyes in solution. Our analysis shows

that GGA functionals such as BLYP perform poorly, having very low intensity, for

these conjugated dye molecules that have significant charge transfer excited state

character. Functionals with large percentages of exact HF exchange and long-range

correction provide improved vibronic lineshapes. The larger degree of exact exchange,

as in LC-wHPBE, tends to increase the vibronic structure, leader to wider spectra.

However, our study did not provide a single clear top-performing functional for sim-

ulating vibronic lineshapes.

The test cases shown here serve as a cautionary tale, reminding us that choosing the

right functional for studying vibronic lineshapes is not a simple task. It’s important

to tread carefully and avoid selecting a functional based solely on its popularity. In-

stead, it’s more advisable to make an informed choice by gathering prior information

about the atomic and electronic structure of the molecules. For instance, in systems

where charge transfer is significant, starting with global hybrids and long-range cor-

rected hybrids should be a clear priority.

Certainly, these limited case studies do not represent a comprehensive benchmark for

various fluorophores in which the absorption and fluorescence properties are influenced

by charge transfer excitations. A thorough benchmark study of vibronic lineshapes

in both implicit and explicit solvents is necessary to establish a trend that can help in

selecting DFT functionals. Our group is already working on efforts in this direction,

which will be included in future studies.
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Chapter 3

Ensemble Franck-Condon Methods

For Absorption and Fluorescence

Spectroscopy

This chapter presents computational approaches for modeling UV-visible spec-
tra, emphasizing the importance of accurately capturing solvent effects and vi-
bronic features. It gives background on various methods that underlie our com-
bined ensemble-Franck-Condon approaches, including classical force field molec-
ular dynamics (FFMD), ab initio molecular dynamics (AIMD), vertical excita-
tion energy (VEE) approach, nuclear ensemble approach, and Franck-Condon
(FC) approach. The chapter provides the details of recently developed Ensemble
Franck-Condon (E-FC) methods, which integrate ensemble sampling with FC
lineshapes, offering improved accuracy by explicitly considering solvent inter-
actions and vibronic contributions. As part of this dissertation work, we have
extended and generalized the E-FC methods for the first time to compute the flu-
orescence spectra of molecules in an explicit solvent environment. The chapter
concludes by highlighting the advantages of E-FC methods and their potential
applications in calculating absorption and fluorescence spectra of chromophores
in explicit solvent environments.

3.1 Introduction

Spectroscopy remains a powerful technique in elucidating the molecular structure327–329

in complex environments, probing the electronic behaviour330,331 and reaction mech-

anism332–335 of many complex phenomena , excitation energy336–338 and charge trans-
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fer339–341 processes, proton transfer93,95 and many others. Theoretical spectroscopy

methods that provide accurate modeling of experimental spectra bridge the exper-

imental findings with electronic level understanding and allow predicting photo-

chemistry. Many existing and newly developed computational spectroscopy meth-

ods have explored absorption spectroscopy with and without environmental effects.

These methods have provided accurate mathematical models linking the computed

and observed experimental spectra. However, computational emission spectroscopy

remained relatively unexplored compared to absorption spectroscopy, especially in

an explicit environment. Existing studies have explored traditional methods such

as vertical excitation energy calculations (aka λmax approach) and the ensemble ap-

proach, where the solvent effects are included either through the continuum models or

the electrostatic charge environment. A thorough study of emission spectra with ex-

plicit environmental interactions remains a long-standing challenge for theoreticians

to model.

The complexity in modeling emission spectra arises from many factors: higher sen-

sitivity of excited state properties to the fluctuations in the environment compared

to ground state properties, non-availability of excited state forcefield even for small

molecules, non-trivial methods for the parameterizing excited state force field, and

correctly describing the right excited state without conical intersection problems. Re-

cent studies have explored excited state force fields for small molecules with low-lying

electronic states using quantum mechanical calculations such as QUantum mechanical

BEspoke (QUBE) force field,342–345 and others have proposed excited state empirical

force fields such as electron force field4 and interpolated mechanics/molecular me-

chanics (IM/MM).346

3.2 Environmental Effect on Molecular Spectra

Some of the most exciting chemical phenomena occur in a complex solvent environ-

ment, such as exciplex formation,348–350 solvent-mediated electron351–353 and proton

transfer reactions.354–357 A solvent environment around a molecule greatly tunes the
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Figure 3.1: Effect of the expanding protein environment of the absorption spectra
of Fluorescent Protein mKeima. Adapted from Marc Nadal-Ferret et al., J. Chem.
Theory Comput. 2013, 9, 3, 17311742347

properties of the molecules through various types of interactions, such as explicit hy-

drogen bonding and polarization. An example of such effect is shown in figure 3.1,

where different protein environment is accounted for, leading to changes in both the

intensity, shape, and position of the absorption spectra of chromophore.347

Environmental effects that affect the width of the lineshape are typically catego-

rized as homogeneous broadening and inhomogeneous broadening.358,359 Homoge-

neous broadening occurs when all the atoms in a molecule are affected similarly.

This means that all the atoms in the chromophore experience identical external in-

fluences, like temperature, pressure, or an electric field, leading to consistent energy

level changes and identical transition energies. If a slightly different local environment

surrounds the chromophores, the environmental broadening leads to inhomogeneous

broadening. Inhomogeneous broadening results from each local environment affecting

the frequencies differently. The frequency difference causes the lineshape to broaden

unevenly, leading to an irregular or asymmetric shape. The type of broadening ob-

served in a spectrum depends on the time scale of the measurement and is often

determined by the lineshape of the transition. Gaussian lineshapes are associated

with inhomogeneous broadening, while Lorentzian lineshapes are linked to homoge-

neous broadening.
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Accurately modeling these broadening mechanisms, especially in explicit environ-

ments, remains a long-standing, challenging task for theoreticians. Modeling prop-

erties such as absorption and fluorescence spectra of molecules in solution reveals

the underlying physics that governs their optoelectronic properties and the energy

transfer mechanisms, such as Forster Resonance Energy Transfer (FRET) in light-

harvesting systems.

Since experimental spectra are ensemble averages of several molecular configurations

present in slightly different environments, theoretical methods need to properly ac-

count for these locally different environmental configurations by sampling molecular

configurations from molecular dynamics simulation methods. In the next section, we

will talk about some of the common sampling techniques used to explore the con-

figuration landscape and explore my chromophores embedded in the explicit solvent

environment.

3.3 Configuration Sampling Techniques

The molecular configuration space in an explicit solvent environment can be ex-

plored in two ways: classical all-atom force field molecular dynamics (FFMD) and

ab initio molecular dynamics (AIMD). All-atom FFMD simulations are a powerful

computational tool for studying molecular systems at the atomic level.360,361 These

simulations use predefined force fields, which are mathematical models that describe

the forces between atoms in a molecule using parameterized equations to predict in-

teractions. The parameterization is based on empirical data and quantum mechanical

calculations, allowing faster computations to handle larger systems over longer time

scales. A typical example of an all-atom force field is the generalized amber force

field (GAFF),362,363 which uses a combination of bonded and non-bonded terms to

model molecular interactions. The mathematical form of the force field in GAFF can
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be expressed as:

Vtotal =
∑
bonds

kb(r − r0)
2 +

∑
angles

kθ(θ − θ0)
2

+
∑

torsions

∑
n

Vn [1 + cos(nϕ− γ)] +
∑
i,j

(
Aij

r12ij
− Bij

r6ij

)
.

(3.1)

where, kb and kθ are the force constants for bond stretching and angle bending, re-

spectively, with r0 and θ0 representing the equilibrium bond length and angle. The

torsion term involves a sum over all torsional angles, with Vn being the torsion poten-

tial amplitude, n the periodicity, and γ the phase shift. The non-bonded interactions

are modeled using the Lennard-Jones potential, represented by the Aij and Bij pa-

rameters, which describe the repulsive and attractive forces, respectively, between

atom pairs at a distance rij.

One of the primary advantages of FFMD is its efficiency. By utilizing parameter-

ized force fields, these simulations can cover much larger timescales and system sizes

than ab initio methods, which are computationally more demanding. This efficiency

makes all-atom force field MD particularly useful in studying complex biological pro-

cesses such as protein folding,364–366 ligand-receptor interactions,367,368 and membrane

dynamics.369,370 Moreover, the availability of various specialized force fields allows

researchers to tailor simulations to specific types of molecules and interactions, en-

hancing the accuracy and relevance of the results. However, it’s crucial to note that

the success of all-atom force field MD hinges on the quality and accuracy of these force

fields, underscoring the importance of meticulous parameterization. The simulation

results may not accurately reflect real-world phenomena if the force fields are not

well-parameterized for a specific type of interaction or molecular system.371 More-

over, these simulations generally do not explicitly account for electronic polarization

effects or changes in electronic structure, which can be critical for specific chemical

reactions and in the study of reactive biological systems.

The AIMD procedure is a relatively more accurate way of sampling molecular con-

figurations by incorporating electronic effects into the sampling processes. AIMD

simulations provide a rigorous approach to studying molecular systems by explicitly
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calculating real-time electronic structures.372–374 Unlike FFMD, which relies on pre-

defined parameterized equations to model interactions, AIMD uses principles from

quantum mechanics to dynamically compute the interactions between atoms. This

method directly integrates the Schrödinger’s equation into molecular dynamics sim-

ulations, allowing the system’s electronic structure to evolve naturally with atomic

positions. Consequently, AIMD can accurately capture molecules’ electronic proper-

ties and chemical reactions under various conditions without the need for empirical

parameters.

AIMD simulations can be further divided into QM and MM regions using the hybrid

QM/MM375 embedding methods to simulate molecular systems, allowing for an effi-

cient yet detailed analysis where quantum mechanics is applied to the area of interest

(usually the active site) and the surrounding environment is treated with molecular

mechanics.376 Three of such methods are:

1. Mechanical Embedding (ME): ME treats the QM and MM regions almost

independently, with the MM part providing a static structural environment.

The interactions between the QM and MM regions are typically limited to

non-bonded van der Waals and electrostatic interactions, with the MM atoms

modeled as point charges that do not affect the electronic structure of the QM

region. The energy in ME can be represented as,

Etotal = EQM(rQM) + EMM(rMM) + Enon-bonded(rQM, rMM) (3.2)

2. Electrostatic Embedding (EE)377: EE allows the MM region’s electrostatic

effects to influence the electron density of the QM region. This method captures

the electrostatic interaction between the QM and MM atoms, enhancing the

realism of the simulation by considering how charges within the MM region

affect the quantum calculations. This is one of the most commonly employed

AIMD approaches. The total energy of the system in EE can be obtained as:

Etotal = EQM(rQM, {qj}) + EMM(rMM) + Eelectrostatic(rQM, rMM) (3.3)

3. Polarizable Embedding (PE)378,379: PE extends electrostatic embedding

by incorporating the polarizability of the MM region, allowing the MM atoms
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to influence and respond to the electron density changes in the QM region.

This dynamic adaptation leads to a more accurate representation of the real

interactions but also an increase in the computational cost. The energy can be

expressed as:

Etotal = EQM(rQM, {qj, αj}) + EMM(rMM, {αj}) + Epolarizable(rQM, rMM) (3.4)

One of AIMD’s significant advantages is its ability to model chemical reactions

and complex electronic phenomena, such as charge transfer380 and electronic excita-

tions,381 that are beyond the reach of traditional force field approaches. This makes

AIMD particularly valuable in chemistry and materials science,382 where understand-

ing the electronic basis of reactions and properties is crucial. Moreover, AIMD can

provide insights into the behavior of systems under extreme conditions, such as high

pressure and temperature, where the electronic structure may undergo significant

changes that affect the material’s properties. Additionally, in pharmaceuticals, it al-

lows for the exploration of drug interaction mechanisms383–385 at an electronic level,

potentially leading to the design of more effective drugs with fewer side effects.

For sampling molecular configurations with AIMD simulations, an electrostatic em-

bedding based hybrid QM/MM approach is typically employed since it is computa-

tionally affordable and relatively more accurate than mechanical embedding. Within

the EE approach, only the dye is generally treated with quantum mechanics, and the

rest of the system is treated as a classical point change environment. In Chapter 4, in

the computational details, I will provide a more elaborate introduction to preparing

AIMD simulations for sampling purposes.

The main limitation of AIMD lies in its computational demand.386,387 The need to

solve the electronic structure problem at each simulation step makes AIMD much

more computationally intensive than force field MD. This restricts the size of the

systems and the timescales that can be realistically simulated, often limiting studies

to smaller molecules or shorter time periods. Additionally, the accuracy of AIMD

depends on the level of theory used to describe the electronic structure, which can

sometimes lead to inaccuracies if not adequately chosen or implemented. The detailed
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insights AIMD provides into the electronic structure and its evolution during chemical

processes complement the broader, faster analyses possible with all-atom FFMD.

This combination of methods enriches our understanding of molecular dynamics, each

addressing different aspects and scales of the phenomena under investigation.

3.4 Vertical Excitation Energy (VEE) Approach

The VEE method is one of the most commonly used approaches for calculating a

molecule’s absorption spectrum.388 In this method, the molecule is first optimized in

its ground state, and then a single-point excited-state calculation is performed. This

calculation provides vertical excitation energy as delta functions, with the height cor-

responding to the oscillator strength, but no spectral width is provided. The absorp-

tion spectrum is then obtained by dressing the excitation energies with a broadening

line-shape function such as Gaussian:

σvert(ω) =
4π2ωif (Ri

0)

3c

∣∣µif (Ri
0

∣∣2) ×N (ω − ωif (Ri
0;T ), s), (3.5)

where RGS
0 is the optimized reference state, ωif is the vertical energy from electronic

reference state i to final state f. µif is the transition dipole moment at the optimized

reference state and N , is centered at ωif with standard deviation s, a parameter that

is often used to account for limited sampling.

When studying the behavior of molecules in solutions, implicit solvents such as

continuum models (PCM) are often utilized to simulate the impact of the environment

on the chromophore’s absorption spectra.389–392 This approach offers the advantage of

being computationally efficient and allows for the use of advanced electronic structure

methods such as CCSD, CI, and MP2. However, it does not fully capture important

effects such as vibronic features of the absorption spectrum, explicit solute-solvent

interactions, and solvent-induced inhomogeneous broadening.
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3.5 Nuclear Ensemble Approach

In the nuclear ensemble approach,269,393–401 the electronic spectra are simulated us-

ing molecular configurations, here called snapshots, that we sample from different

points in time during an MD trajectory at a specified temperature. For absorp-

tion, ground state MD is performed, followed by calculations of vertical excitation

energy (VEE) and oscillator strength for each snapshot. For emission, excited state

MD is performed, with the energy gap calculations on these snapshots representing

the vertical de-excitation energy (VDE). To obtain the final optical spectrum, often

a Gaussian function dresses the bare vertical energies. The linear absorption and

emission cross-sections using the ensemble approach are then obtained as,

σens(ω;T ) ∝ 1

Nsnaps

Nsnaps∑
j=1

ωβ
if (Ri

j ;T )|µif (Ri
j ;T )|2

×N (ω − ωif (Ri
j ;T ), s),

(3.6)

where fif ∝ ωif (Ri
j ;T )|µif (Ri

j ;T )|2 is the oscillator strength, ωif is the vertical

excitation/de-excitation energy, β = 1 for absorption and β = 3 for emission, and

µif is the transition electric dipole moment between two electronic states of the dye

with reference state nuclear configuration Ri
j obtained from an MD trajectory at

temperature T . The frequency of the light is given by ω, and Nsnaps is the number

of uncorrelated snapshots from either a ground or excited state MD trajectory. The

Gaussian function, N , is centered at ωif with standard deviation s, a parameter that

is often used to account for limited sampling. A Python code to perform spectra and

lineshapes calculation using the nuclear ensemble approach is provided in Appendix

A A.1.1.

The nuclear ensemble approach offers several benefits, including the ability to sample

anharmonic regions of the potential, easily include effects from higher-lying excited

states, capture inhomogeneous broadening due to explicit interactions with solvent,

and account for temperature effects of both the chromophore and solvent via finite

temperature MD..396,402,403 Some nuclear quantum effects on the optical spectra can

be included through the MD sampling by employing a path integral formalism.25–28
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However, the spectra generated from the nuclear ensemble approach lack vibronic

features and, thus, generally do not have the correct shape.140,389

3.6 The Franck-Condon Approach

The vibronic coupling can be incorporated into the lineshapes by explicitly account-

ing for the nuclear wavefunctions of ground and excited electronic transitions. Assum-

ing the potential energy surface (PES) to be harmonic404,405 for both the ground and

excited state and employing the Condon approximation where the nuclear configura-

tion does not change during an electronic transition, leading to the Franck-Condon

principle. The intensity of the electronic transition is determined from the overlap

of the nuclear (vibrational) wave functions of the initial and final electronic states,

creating a vibronic spectrum. Within the adiabatic Hessian approach,313,406,407 the

absorption and emission cross-section of a molecule at a finite temperature (FT) can

be obtained for the FC approach303–316,408–410 creating an FTFC spectrum given by,

σFC(ω;T ) ∝ ωβ|µopt
if (Ri,opt)|2

∑
νf

∑
νi

ρ(νi, T )
∣∣⟨ϕνf |ϕνi⟩

∣∣2 × δ
(
ωνf − ωνi ± ω

)
, (3.7)

where ω is the frequency of the incident (ω1) or emitted (ω3) photon. The Boltz-

mann distribution of the initial state at temperature T is denoted by ρ(νi, T ), and

ϕνi , ϕνf are the nuclear vibrational wave functions of the electronic state i and f, and

the delta function is placed at the energy of absorption or emission, with + used for

absorption and − for emission. The delta function is usually replaced by a Gaussian

function, N
(
ωνf − ωνi ± ω, s

)
, where the standard deviation, s, generally represents

the solvent-induced broadening, which is usually chosen in an ad-hoc way but can

also be estimated by Marcus theory.411–413 Solvent effects on the optimized geometry

and frequencies are frequently included using implicit solvent models such as the po-

larizable continuum model (PCM).298,414–418

Though slightly more computationally expensive than the nuclear ensemble ap-

proach, savings in time for computation of the FTFC spectrum can be achieved using

the vertical gradient approach that employs only the normal modes of the ground

state optimized structure,244,247,248,311,419 instead of the full adiabatic Hessian that
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requires the normal mode computation for both the ground and the excited state

optimized structures. Herzberg-Teller effects can also be included in the FC spectral

simulations by considering the first-order derivative of the transition dipole moment,

which is beyond the Condon approximation.308,404,420–422

The FC approach allows for the inclusion of vibronic transition in the lineshapes,

but it can still result in narrower lineshapes compared to experimental absorption

and fluorescence lineshapes.413,423 The main drawbacks of the pure FTFC approach

are the absence of explicit solvent-solute interactions and the approximation of low-

frequency vibrational modes as harmonic.124,258,424–426

3.7 Combined Ensemble Franck-Condon (E-FC) Ap-

proaches

So far, we have seen the application of the traditional spectroscopy methods. The

nuclear ensemble approach accounts for direct solute-solvent interactions but does

not include vibronic features in the generated spectra. On the other hand, the

standard FC approach includes vibronic features but does not consider the effects

of direct solute-solvent interactions. To address these limitations, in our previous

work,146,252,253,258,259 we introduced a family of computational approaches that com-

bine the advantages of the ensemble and the FC approach, which we call E-FC meth-

ods. We have described these approaches for combining ensemble sampling of the

environment with Franck-Condon lineshapes, outlining methods with varying degrees

of computational cost.

Like the ensemble approach, snapshots of chromophore-environment configurations

are first obtained at the desired temperature from an MD simulation. Each configu-

ration corresponds to a different local environment; the effects of the environment on

the FC lineshape can be captured by freezing the solvent environment and then op-

timizing the ground and excited state geometry and computing the normal modes of

the chromophore. The three E-FC approaches we’ve developed to incorporate these
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local environment effects with vibronic transitions are given in order of decreasing

computational cost:

1. Summation of the finite temperature FC (FTFC) spectrum obtained for each

snapshot in the ensemble (E-sumFTFC). For the adiabatic Hessian FC ap-

proach,311 this method involves the computationally expensive evaluation of

ground and excited state normal modes for each snapshot.

2. Summation of an FTFC lineshape that is used to dress the vertical excitation/de-

excitation energies obtained at optimized geometries of the chromophore in the

frozen solvent, where we employ an average FTFC lineshape (Eopt-avgFTFC),

thus avoiding the costly excited state normal mode calculation for many snap-

shots.

3. Summation of a zero-temperature FC (ZTFC) lineshape that is used to dress

the vertical excitation/de-excitation energies obtained at snapshot geometries,

where we employ an average ZTFC lineshape (E-avgZTFC), altogether avoiding

both the ground state and excited state optimization for many snapshots.

In the following sections, we will outline the theoretical details for each approach.

This is the first time we are directly comparing the lineshapes of these approaches and

expanding the range of methods used to model fluorescence spectra. We will introduce

some slight modifications to our previous expressions to compute the energies of

absorption and fluorescence spectra on an equal basis, which will enable us to calculate

Stokes shifts.

3.7.1 Summation of an Ensemble of Finite Temperature Franck-

Condon Spectra

For the E-sumFTFC approach, an FTFC spectrum is computed for each snapshot,

and then all FTFC spectra are summed to generate the final absorption or emission

spectrum, see Appendix A.1.2 for the Python program. The inhomogeneous broad-

ening then arises from the different energies of the spectra obtained from the different

local environments. The E-sumFTFC absorption and emission spectra are generated
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as

σE-sumFTFC(ω, T ) =
1

Nsnaps

Nsnaps∑
j

σFC
j (ω, T ;Ri,opt

j ;Ri,solv
j ), (3.8)

where σFC
j is the FTFC absorption/emission spectrum of each snapshot computed

with optimized chromophore geometry, Ri,opt
j , in a frozen solvent configuration,

Ri,solv
j for reference electronic state i. Temperature effects of the chromophore are

modeled through the population of the vibrational energy levels within the FTFC

lineshape function, whereas temperature effects of the solvent are modeled classically

using MD.

While straightforward, the E-sumFTFC approach is computationally expensive due

to the need for geometry optimization for both ground and excited states, along with

the computation of the corresponding normal modes within an adiabatic Hessian

approach. The computational can be reduced further by employing some physical

intuition-based approximations, which are described in the next section.

3.7.2 Optimized Ensemble Average Finite Temperature Franck

Condon Approach

The cost of the E-sumFTFC approach can be reduced by using an average FC line-

shape function generated using a small number of snapshots and aligning the lineshape

with the VEE/VDEs obtained from the optimized geometries of the chromophore in

the frozen solvent. The use of an average FC lineshape is valid if the perturbation

introduced by the different local frozen solvent environments present in each snapshot

does not significantly alter the shape or displacement of the ground and excited-state

potential energy surfaces of the chromophore. The average FTFC lineshape, σavgFTFC,

is derived by aligning the absorption or emission 0-0 energies, ω00, of individual FTFC

spectra. We then scale the area of the lineshape for each snapshot according to the

square of the transition dipole computed for the optimized geometry. A Python code

to compute the average FC lineshape is provided in Appendix A.1.3.
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Within the Eopt-avgFTFC approach, the vibrational frequencies and a full vibronic

spectrum are not calculated for each snapshot, and therefore ω00 that measures the

energy difference between the zero-point energies of the ground and excited state for

each snapshot is not available. The question then arises - How will the placement of

the average FC lineshape be determined, given that we only have the VEE/VDEs for

each snapshot? Generally, the VEE is higher in energy than ω00, and the VDE energy

is lower in energy than ω00.
427–429 For placement of the average FC lineshape for each

snapshot at an energy approximating ω00 for that snapshot, we determined an ener-

getic shift value as the average value of the difference between the VEE/VDE and

ω00 for the snapshots used in the average FTFC lineshape calculation: (ωif − ω00)FC.

This value is positive for absorption and negative for emission. The average FTFC

lineshape is then aligned with its ω00 at the value of the vertical excitation/deexcita-

tion energy for each snapshot shifted by (ωif − ω00)FC, and the spectra are summed

to create the Eopt-avgFTFC spectrum as

σEopt−avgFTFC(ω, T ) = ωβ 1

Nsnaps

Nsnaps∑
j

∣∣µif (Ri,opt
j ;Ri,solv

j )
∣∣2 × σavgFTFC(ω − ∆ωif , T ),

(3.9)

where here ∆ωif = ωif (Ri,opt
j ;Ri,solv

j ) − (ωif − ω00)FC, with ωif (Ri,opt
j ;Ri,solv

j ) the

VEE/VDE of snapshot j optimized on reference potential i. By using only a small

number of snapshots to generate the average FC lineshape, we only perform the

geometry optimization for the reference state for the remaining snapshots, and ground

and excited state normal mode calculation for each snapshot can be avoided, thus

significantly reducing the computation cost. See Appendix A A.1.4 to the Python

code used to compute A Python code to compute Eopt-avgFTFC.

3.7.3 Ensemble Average Zero Temperature Franck Condon

Approach

A further reduction in the computational cost can be achieved by avoiding geometry

optimization of the ensemble of snapshots altogether and instead dressing the shifted

VEE/VDEs of the ensemble of solute-solvent configurations directly with an average
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zero-temperature (ZT) FC lineshape, see Appendix A.1.4 for the Python code. This

E-avgZTFC approach accounts for temperature classically in the vibrational degrees

of freedom of both the chromophore and the solvent, as there is no population of the

vibrational energy levels in the zero-temperature FC lineshape. The average ZTFC

lineshape is generated through the same procedure as the average FTFC lineshape,

with the alignment of the 0-0 transitions. The linear optical spectrum using this

approach is then obtained as,

σE-avgZTFC(ω, T ) = ωβ 1

Nsnaps

Nsnaps∑
j

∣∣µif (Ri
j ;T )

∣∣2 × σavgZTFC(ω − ∆ωif , T ), (3.10)

where here ∆ωif = ωif (Ri
j) − (ωif − ω00)FC, with ωif (Ri

j) the VEE/VDE of unopti-

mized snapshot j obtained from the MD trajectory on the reference PES i. Although

this E-avgZTFC approach is the most computationally affordable of all three E-FC

methods, this approach double-counts the zero-point vibrational motion of the chro-

mophore: once from the sampling of vibrational degrees of freedom in the nuclear

ensemble and then again in the zero-temperature nuclear wave packet of the ZTFC

lineshape. This double-counting may result in overly broad spectra.

3.8 Case Study: Cresyl Violet Cation in Methanol

In the following section, I demonstrate the working of E-FC methods for Cresyl

violet cation (CV+, 9-amino-5-imino-5H-benzo[a]phenoxazine) absorption spectra in

methanol solvent. CV+, like NBD, NR, and 7MC, is a commonly used fluorescent

dye used to highlight nuclei, cell membranes, and cytoplasm.430,431

The molecular configurations for CV+ were obtained using AIMD simulations. The

Amber-TeraChem interface389 was used to perform the AIMD simulations. During

the AIMD simulations, the electrostatic hybrid QM/MM protocol was used. In this

protocol, CV+ was treated with CAM-B3LYP291/6-31(d) level of theory and the envi-

ronment as point charges. The snapshots from the AIMD simulations were obtained

every 200 steps. For more details of the configuration sampling procedure, please refer

to.432 The TeraChem 2020 version296 was used for geometry optimization and vertical

65



3.8. CASE STUDY: CRESYL VIOLET CATION IN METHANOL E-FC Methods

Figure 3.2: Absorption lineshapes of CV+ in Methanol: Filled gray spectra are exper-
imental lineshapes, transformed from Ref.433 All lineshapes are shifted energetically
to align with the experimental lineshape maxima.

excitation energy calculations, and the developmental version of Gaussian16297 was

used for frequency calculations on both ground and excited states. The FC spectra

were also obtained using the time-dependent formulation as implemented in Gaus-

sian16. A Gaussian half-width-half-maximum was used for both implicit and explicit

solvent spectra. For the implicit solvent effect, the IEFPCM model299–302 was used.

The experimental spectra of CV+ in methanol were obtained from reference.433 The

original spectra and all computed vibronic absorption spectra are transformed into

lineshapes using the equation 4.2 for better one-to-one comparison between experi-

mental and computed results.

Figure 3.2 shows the absorption lineshapes computed using both traditional and

modern hybrid E-FC spectroscopy methods. We see that both ensemble and implicit

FTFC lineshape are much narrower than the experimental lineshape; see table 3.1

for FWHMs. The ensemble lineshape, with a Gaussian FWHM broadening of 600

cm−1, has a good on-set; however, they are still more narrow than the experimental

spectrum. Relative to the ensemble lineshape, the implicit solvent FTFC spectrum is
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Figure 3.3: Pictorial representation of the E-avg10ZTFC and Eopt-avg10FTFC meth-
ods for CV+ in methanol: The two columns a) and b) absorption. The top row
shows the distribution of VEEs from a) unoptimized and b) optimized geometries
on the ground state, respectively. The middle row depicts the procedure of gen-
erating the average FC lineshape by aligning the 0 → 0 transition energies. The
bottom row represents the dressing of the ω00 shifted unoptimized and optimized
VEEs with avg10ZTFC and avg10FTFC lineshapes, resulting in E-avg10ZTFC and
Eopt-avg10FTFC methods, respectively.

more narrow and jagged in nature, implying that local configurations play a crucial

role in controlling the global width of the absorption lineshape. Observation from

these two lineshapes suggests that proper account needs to be taken of both vibronic

coupling and explicit solvent interactions to improve the absorption lineshape.

The absorption lineshapes generated from the hybrid E-FC methods are also shown

in Figure 3.2, and a pictorial representation of the approximate methods Eopt-

avgFTFC and E-avgZTFC is shown in Figure 3.3.
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Table 3.1: CV+ in Methanol: FWHM, and applied energy shift from experiment,
ensemble, implicit FTFC, and E-FC methods for absorption lineshapes. All values
are given in eV.

Methods FWHM Energy Shift

ExpLS 0.23809 0.00000

Implicit 0.13287 0.32746

Ensemble 0.16637 0.77803

Ensemble Opt 0.14479 0.85265

E-avg10ZTFC 0.20280 0.68168

Eopt − avg {10}$FTFC 0.22300 0.69598

E-sum100FTFC 0.18508 0.68665

All three methods within the E-FC family show a much better improvement over

the ensemble and implicit FTFC lineshapes; see Table 3.1. All three methods show

good agreement for the absorption lineshape and similar FWHM, though they re-

main underestimated in width relative to the experimental lineshape. The jaggedness

in the E-avg10ZTFC lineshape comes from vibronic lineshapes at zero temperature,

which have more pronounced vibronic features due to the absence of temperature

contributing to the population of the vibrational energy levels. The smoothness of

the E-avg10ZTFC can be improved further if the HWHM used for individual ZTFC

lineshapes is increased to a value higher than 135 cm−1; see Chapter 4 for further

discussion on the choice of HWHM. Despite similar lineshapes, the Eopt-avgFTFC is

broader than E-sumFTFC and has better agreement with the experimental lineshape

due to large standard deviations in the VEEs.

In the present example, we demonstrate the enhanced performance of hybrid E-FC

methods compared to traditional methods. In Chapter 4, we explore the capabilities

of these methods for fluorescence lineshapes and evaluate their suitability for three

different molecules, encompassing a wide range of chemical compounds commonly

used in fluorescence spectroscopy.
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3.9 Conclusion

The E-FC method represents a significant improvement over traditional spectroscopy.

It offers a deeper understanding of the physics that governs the behavior of molecules

by explicitly considering solvent interactions and vibronic contributions. In the up-

coming chapters, we will discover that FTFC calculations for all snapshots are not

always necessary and that using only ten snapshots can produce spectra that are just

as accurate for most molecules.

With prior knowledge of the system in question, the computational cost can be fur-

ther reduced. For example, using DFTB434,435 and TD-DFTB232 methods instead of

full electron consideration could lower the cost of both optimization and normal mode

calculations, particularly for the excited state. Vertical methods such as adiabatic

shift, vertical Hessian, and vertical gradient will also reduce the computational cost.

In Chapter 4, we will apply both traditional spectroscopy methods (ensemble, im-

plicit solvent Franck-Condon) and newly developed E-FC methods to calculate the

absorption and fluorescence spectra of chromophores in explicit solvent environments.
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Chapter 4

Calculating Absorption and

Fluorescence Spectra for

Chromophores in Solution with

Ensemble Franck-Condon Methods

Accurately modeling absorption and fluorescence spectra for molecules in solu-
tion poses a challenge due to the need to incorporate both vibronic and envi-
ronmental effects, as well as the necessity of accurate excited state electronic
structure calculations. Nuclear ensemble approaches capture explicit environ-
mental effects, Franck-Condon methods capture vibronic effects, and recently
introduced ensemble-Franck-Condon approaches combine the advantages of both
methods. In this study, we present and analyze simulated absorption and fluo-
rescence spectra generated with combined ensemble-Franck-Condon approaches
for three chromophore-solvent systems and compare them to standard ensem-
ble and Franck-Condon spectra, as well as to experiment. Employing configu-
rations obtained from ground and excited state ab initio molecular dynamics,
three combined ensemble-Franck-Condon approaches are directly compared to
each other to assess the accuracy and relative computational time. We find
that the approach employing an average finite-temperature Franck-Condon line-
shape generates spectra nearly identical to the direct summation of an ensemble
of Franck-Condon spectra at one-fourth of the computational cost. We analyze
how the spectral simulation method, as well as the level of electronic structure
theory, affects spectral lineshapes and associated Stokes shifts for 7-nitrobenz-
2-oxa-1,3-diazol-4-yl (NBD) and Nile Red in dimethyl sulfoxide (DMSO), and
7-methoxy coumarin-4-acetic acid (7MC) in methanol. For the first time, our
studies showcase the capability of combined ensemble-Franck-Condon methods
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for both absorption and fluorescence spectroscopy and provide a powerful tool
for simulating linear optical spectra.

4.1 Introduction

Optical spectroscopy plays a pivotal role in understanding the properties of molecules,

where absorption and fluorescence spectra act as reporters for local environments and

vibronic coupling through their energies, spectral widths, shapes, and Stokes shifts.

Simulations of optical spectroscopy serve as a crucial bridge between experimental

results and electronic-level understanding of molecular behavior. Developing models

that can effectively capture both explicit environmental effects and vibronic contri-

butions remains a critical challenge in linking experimental spectra with molecular

properties.

Traditional computational methods for linear spectroscopy simulation have predom-

inantly focused on incorporating vibronic effects through Franck-Condon (FC) spec-

tral simulations303–316,408–410 using either an adiabatic Hessian313,406,407 or a vertical

gradient approach311 for efficiency. In practice, harmonic potential energy surfaces

are generally assumed within the FC approach as the harmonic oscillator nuclear

wave functions are readily available upon geometry optimization and normal mode

analysis. The FC methods often model solvent effects implicitly, utilizing polariz-

able continuum models298,414–418,436 to approximate the influence of the surrounding

medium. This harmonic FC approach works well for rigid molecules or systems with

weak solvent interactions. However, the absence of direct solute-solvent interactions

and the harmonic treatment of the potential energy surfaces can lead to more narrow

spectra than observed experimentally.252,413

Explicit solvent effects are traditionally incorporated into spectral simulations by

employing a nuclear ensemble approach.269,393–401 This method involves sampling

chromophore-solvent configurations, generally through a molecular dynamics (MD)

trajectory, and naturally captures vibrational degrees of freedom of the chromophore.

This approach does not incorporate vibronic effects,407 often leading to poor spectral
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shape. The ensemble approach has seen limited application in simulating fluorescence

spectra,269–271,273–275 likely due to the computational demands of performing excited

state molecular dynamics to obtain chromophore-solvent configurations on the excited

state potential energy surface. There are multiple advantages of the nuclear ensem-

ble approach, such as being able to sample anharmonic regions of the potential, the

ease of including effects from higher-lying excited states, capturing inhomogeneous

broadening due to explicit interactions with solvent, and accounting for temperature

effects of both the chromophore and solvent via finite temperature MD.396,402,403

Some recent approaches to simulating absorption spectra have made progress in

capturing both specific environmental and vibronic effects through the use of MD

sampling of chromophore-environment configurations. For example, employing a cu-

mulant expansion for the ensemble average of the time-ordered exponential of the

linear response function437 treats chromophore vibrational and environmental degrees

of freedom on equal footing, allowing vibronic absorption spectra to be generated from

energy gap correlation function computed along an MD trajectory.249–251,254–257,260,263,264,267,268

Molecular dynamics, along with snapshot clustering for unique features, has also been

exploited within a variational and perturbative approach to spectroscopy.261,262,438 An

alternative approach based on the separation of classical (soft) and quantum (stiff)

nuclear degrees of freedom expresses the absorption spectrum as a conformational

integral of vibronic spectra of the stiff coordinates.265,266 The approach developed

by some of the authors of the present work is similar in spirit, where vibronic spec-

tra of the chromophore are generated within a frozen environment in order to com-

bine features of both the ensemble and Franck-Condon approaches, creating hybrid

ensemble-Franck-Condon (E-FC) approaches that capture both explicit environment

and vibronic effects.146,252,253,258,259 In previous work,146 we have outlined varia-

tions of the E-FC approach with differing levels of approximation and corresponding

computational cost, and shown good agreement with experiment for the simulated

absorption spectral shapes of chromophores in various explicit solvent environments.

In this study, we compare three E-FC methods introduced previously and, for the

first time, extend these approaches to the simulation of fluorescence spectra. This is
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the first study in which these methods have been directly compared to each other and

the first in which they have been used to model fluorescence. We employ both ground

and excited state ab initio molecular dynamics (AIMD) to sample chromophore-

solvent configurations and compare the resulting ensemble, implicit solvent Franck-

Condon, and E-FC absorption and fluorescence lineshapes. To showcase the per-

formance of these spectroscopy methods, they are applied to three well-known flu-

orophores: 7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD), Nile Red (NR), and 7-methoxy

coumarin-4-acetic acid (7MC).

4.2 Computational Details

Our computational strategy for generating implicit solvent FTFC, ensemble, and

E-FC spectra is shown pictorially in Figure 4.1. To generate and then align spectra

in the combined ensemble-Franck-Condon approach, we follow four steps:

(A) Sampling configurations using AIMD where we treat the chromophore quantum

mechanically (with QM) and the solvent with fixed molecular mechanical (MM)

point charges

(B) Performing QM/MM electronic structure calculations on AIMD snapshots (com-

puting excitation energies, geometry optimization, and normal modes)

(C) Generating spectra using combined ensemble-Franck-Condon (E-FC) methods

(D) Aligning spectral lineshapes for better comparison with experiment

4.2.1 Sampling Configurations Using Ab Initio Molecular Dy-

namics

Before running the electrostatic embedding-based AIMD QM/MM simulations using

the Amber439-TeraChem296 interface,389 we set up the initial system as follows:

• For ground state AIMD, we optimized the ground state geometry of the dye with

the CAM-B3LYP291/6-31G(d)440,441 level of theory and the IEF-PCM implicit
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Figure 4.1: Computational procedure for modeling absorption and fluorescence spec-
tra of dyes in an implicit and explicit solvent environment using various spectroscopy
methods.

solvent model.299–302 We then computed the restrained electrostatic potential442

(RESP) for the dye with the Hartree-Fock/6-31G(d) level of theory and partial

atomic charges using the ChelpG443 scheme as implemented in Gaussian16.297

• For excited state AIMD, we optimized the excited state geometry of the dye

with TDA158-CAM-B3LYP/6-31G(d) and the linear response444–447 IEF-PCM

solvent model. We then obtained the excited state charges with CIS448–452/6-

31G(d)440,441 using the same ChelpG population analysis scheme from Gaus-

sian16.

• We optimized the geometry of the solvent molecule in its ground state with the

CAM-B3LYP/6-31G* level of theory and used the IEF-PCM solvent model,

obtaining CHELPG charges for the solvent using the same population analysis

method as used for dyes.

• Using the antechamber tool453 in AmberTools, the Generalized Amber force

field version363 2 (GAFF2) was used to develop a molecule-specific force field

along with the RESP charges obtained in the above steps. The tLeap program

was used to create a droplet of chromophore surrounded by solvent with an
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initial radius of ∼37. The force field parameter files (*.inpcrd and *.prmtop)

were then generated.

• The whole system was then minimized using 50 steps of the steepest descent

method454,455 and for another ∼35000 steps using the conjugate gradient method.456,457

Minimization was done without periodic boundary conditions and with a non-

bonded cut-off of 999.

• The whole system was equilibrated in two steps; first, the system was initially

heated to 300K for 5ps and then a longer equilibration for 50ps with a time

step of 0.5fs with a positional restraint weight of 1.0 kcal/mol2 on the dyes.

The Langevin thermostat458–463 was used, and a value of 2000 steps was used

to remove the center of mass motion. Both equilibration steps were carried out

in an NVT ensemble at 300 K using the classical force field before switching to

AIMD production simulation.

Following the equilibration of the chromophore-solvent system at room tempera-

ture, the TeraChem-AMBER interface389 was used for AIMD QM/MM simulations,

wherein only the chromophore is treated with QM, while the solvent is treated with

GAFF2,363 with the MM point charges coupled to the QM region with an electro-

static embedding approach.464–466 During the AIMD simulations, the temperature

of the system was maintained at 300 K using the Berendsen467 thermostat with a

time constant of 1 ps for the heat bath coupling. For ground state AIMD, the CAM-

B3LYP range-separated density functional291 and the 6-31G(d) basis set was used for

the chromophore and for the excited state AIMD, we use the Tamm-Dancoff approx-

imation (TDA)158 to TDDFT63 with the same level of theory. For both the ground

and excited state trajectories, the initial 10 ps of the AIMD QM/MM trajectories

were discarded to let the system equilibrate with the new Hamiltonian. After the

system was equilibrated, a few snapshots were chosen randomly to act as the starting

points for separate independent AIMD simulations. These simulations are used for

the production run. From the independent trajectories, a total of 100 uncorrelated

snapshots were obtained, separated by at least 200 fs.
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4.2.2 Performing Electronic Structure Calculations

Once an ensemble of uncorrelated snapshots was obtained, for each snapshot, we

performed calculations of the VEE or VDE, ground or excited state geometry opti-

mization, and corresponding frequencies. Each snapshot is divided into three layers:

a central dye that is optimized during the ground or excited state geometry opti-

mizations and is treated with QM, a 5 Å region of frozen solvent from the geometric

center of the dye treated with QM but excluded from optimization, and a 27 Å region

of MM fixed point charge solvent providing an electrostatic environment to the QM

region. Thus, the QM region for all snapshot calculations is the chromophore plus 5

Å of solvent to account for chromophore-solvent polarization and charge transfer fully.

For all electronic structure calculations, we use the CAM-B3LYP/6-31G(d) level of

theory with empirical dispersion accounted via the D3 version of Grimmes disper-

sion.289 Because the TDA usually provides excitation energy and vibronic lineshapes

similar to TDDFT and is computationally cheaper than TDDFT,290 we use the TDA

within TDDFT for the excited state properties. Comparisons between TD and TDA

are also showen for each dye. The performance of the various density functionals for

excited state properties, including fluorescence, has been evaluated previously, with

range-separated hybrid functionals found to be superior.468 Here we focus on the ab-

sorption and fluorescence vibronic lineshapes and provide comparisons for FC spectra

using CAM-B3LYP,291 LC-ωHPBE,292–294 and M06-2x295 density functionals in both

implicit and explicit solvents. These results are already detailed in section 2.4.4 of

chapter 2.

For geometry optimization in explicit QM solvent and VEE/VDE calculations, the

2020 development version of TeraChem296 was used. Frequency calculations in frozen

QM solvent and vibronic spectra calculations were carried out using a developmen-

tal version of Gaussian16.297 The integral equation formalism for PCM298,300–302 as

implemented in Gaussian16 was used for modeling solvent effects on implicit solvent

FC absorption and emission spectra.
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4.2.3 Generating Spectra Using Combined Ensemble-Franck-

Condon (E-FC) Methods

For all vibronic FC spectra, for both implicit and explicit solvent environments,

the time-dependent implementation of one photon absorption and emission proce-

dure303–316 was employed with the default adiabatic Hessian model as implemented in

the development version of the Gaussian16 electronic structure program. A tempera-

ture of 300 K was used for the finite temperature FC spectra. Two advantages of the

time-dependent FC implementation are that zero temperature spectra are obtained

along with finite temperature spectra at no additional computational cost, and no ap-

proximations are made when summing over contributions for combination modes.404

The average FC lineshapes were generated using ten randomly selected snapshots

and aligning their 0-0 transitions for avg10FTFC and avg10ZTFC methods. We tested

the robustness of the lineshape generated with the randomly selected snapshots, see

Figure 4.2, finding ten snapshots to be adequate.

Figure 4.2: Average FTFC lineshapes generated for absorption and emission. The
average FTFC lineshapes were computed using 10 random snapshots from 5 sampling
procedures
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4.2.4 Spectral Simulation Parameters and Alignment

Transformation to an energy-independent lineshape function allows for equivalent

comparison of computed and experimental spectra. Because experimental spectra are

generally reported in the wavelength domain, the emission spectrum is first scaled to

transform to the energy/frequency domain as89,469–472

σems(ω) ∝ λ2σems(λ). (4.1)

No such scaling is required for the absorption spectrum as it is measured as the log

ratio of the transmitted and incident ray leading to the same absorption cross-section

when measured in the wavelength or frequency domain.469 The spectrum and the

energy-independent lineshape are related to each other via:

σ(ω) ∝ ωβL(ω), (4.2)

where β = 1 for absorption and β = 3 for emission.303,473–476 The lineshape func-

tion transformation can therefore be obtained as L(ω) ∝ ω−1σ(ω) for absorption and

L(ω) ∝ ω−3σ(ω) ∝ ω−5σ(λ). The Python code to perform this transformation is

given in Appendix A B. In practice, we observe minimal differences in the experi-

mental absorption spectra and scaled lineshapes. However, the transformation from

wavelength to energy and then to lineshape leads to broader emission spectral line-

shapes, and their maxima shift to higher wavelengths / lower energies; see Figure 4.3

see the impact of these transformations. This shift of the maximum will affect the

value of the Stokes shift; herein, we report the Stokes shift from the lineshapes after

the transformation.

This study aims to compare the computed lineshape generated for a single bright

state transition using different spectroscopy methods. Therefore, we have normalized

the lineshapes based on their maximum intensities. We also display all computed

lineshapes energetically shifted to align with the experimental lineshapes. For the

ensemble absorption and emission lineshapes, the average values of the vertical exci-

tation and deexcitation energies are aligned with the experimental lineshape maxima.

For vibronic spectra, we aligned the lineshape maxima, except for more jagged spec-
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Figure 4.3: Original experimental spectra and lineshape transformation of NBD and
NR in DMSO286 and 7MC in methanol.287

tra, where averaged band maxima were used to determine alignment. This averaging

procedure selects the peaks within 80% of the first maximum and then computes the

average energy of these peaks. For all computed lineshapes, the applied energy shift

is given in the main manuscript, and the unshifted lineshapes are shown in Figure

4.4.

Figure 4.4: Unshifted lineshapes of all three dyes: a) NBD in DMSO, b) NR in
DMSO, and c) 7MC in methanol

We also report the full-width-half-maxima (FWHM) of our computed lineshapes to

compare with the experiment. This value is dependent on our choice of broadening

factor. A Gaussian lineshape function with a broadening factor of 600 cm−1 was used

to generate the ensemble lineshapes. For both implicit and explicit solvent FTFC
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spectra, the Gaussian16 default half width half maximum (HWHM) value of 135

cm−1 was used as the FC broadening factor. Although the hybrid E-FC spectroscopy

methods include inhomogeneous broadening in the lineshapes, due to the use of a

limited number of snapshots to calculate the spectra, the final E-FC lineshapes, es-

pecially in zero-temperature spectra, can be noisy. Using 135 cm−1 HWHM results

in smoother lineshapes while maintaining the overall lineshape width,27,265 as shown

in Figure 4.5.

Figure 4.5: E-sum30FTFC absorption lineshape of NR in explicit DMSO generated
using HWHM of 10 cm−1 and 135 cm−1 on each FTFC lineshape.

The Stokes shift measures the difference between the energy of excitation and deex-

citation at corresponding band maxima. We follow this approach for reporting the

Stokes shift using the maxima of the unshifted computed spectra. However, this defi-

nition can become inconsistent when dealing with multiple maxima or jagged spectra,

complicating the comparison of Stokes shift values.

4.3 Result and Discussion

Our study involves three well-known fluorophores: 7-nitrobenz-2-oxa-1,3-diazol-4-yl

(NBD) and Nile Red (NR) in dimethyl sulfoxide (DMSO), and 7-methoxy coumarin-
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4-acetic acid (7MC) in methanol; see Figure 4.6 for chromophore structures. These

fluorophores are commonly employed as fluorescent probes for labeling biological sub-

strates.280–285 The experimental absorption and emission data for NBD and NR were

obtained from Tosi et al.,286 whereas spectra for 7MC in methanol were taken from

the PhotochemCAD database.287,288 The experimental spectra and corresponding

lineshapes are shown in Figure 4.3. Below, we present simulated spectra for each chro-

mophore, and then we analyze relative computational timings for the E-FC methods.

For each chromophore, we consider only the low-lying bright state in our simulated

spectra. If two electronic states are nearly degenerate, a dark state can mix with

the bright state of interest, and then an approach that accounts for the nonadiabatic

coupling between excited states is necessary for simulating the spectra.23,24

Figure 4.6: Chemical structures of the three chromophores studied in this work:
7-nitrobenz-2-oxa-1,3-diazol-4-yl (NBD), Nile red (NR), and 7-methoxy coumarin-4-
acetic acid (7MC).

4.3.1 NBD in DMSO

NBD and its derivatives, due to high sensitivity to the polarity of the environment,

are routinely used as fluorescent dyes.477–481 In aprotic solvents like DMSO, NBD

acts as a hydrogen bond donor via the chromophore’s NH2 group, potentially forming

two hydrogen bonds with the oxygen atom in the DMSO solvent. For the first excited

state, which is also the bright state of interest here, there is a partial intramolecular
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Figure 4.7: NBD in DMSO: Vertical excitation energies obtained from ground state
AIMD snapshots and vertical de-excitation energies obtained from excited state
AIMD snapshots. Energy gaps are also shown for the same snapshots after geometry
optimization in a frozen QM solvent environment. Corresponding oscillator strengths
are included as an inset.

charge-transfer character driving the observed fluorescence.280,482,483

The FWHM of experimental286 absorption and emission lineshapes (after the scaling

correction discussed in Eqs. 6-7) are 0.341 and 0.400 eV, respectively, suggesting po-

tentially an increase in the flexibility of the molecule in the excited state or an increase

in the strength of the chromophore-solvent interactions compared to the ground state.

The lineshape Stokes shift is moderate at 0.334 eV.

From the 100 uncorrelated snapshots from the ground and excited state AIMD tra-

jectories, we performed VEE/VDE calculations on these snapshots for use in both

ensemble and E-ZTFC spectra calculations. We then checked for potential state mix-

ing between the S1 state and higher-lying states. Analyzing the VEEs, we observed

that the higher-lying excited states S2 and S3 are within 0.2-0.5 eV of the bright S1

state. These electronic states show almost zero oscillator strength, as shown in Fig-

ure 4.7 throughout the ground state trajectory, with only one snapshot showing clear

state mixing and sharing of oscillator strength between S1 and S2. Compared to the

VEE calculations, the VDE calculations on excited state AIMD snapshots showed

a much larger fluctuation of the energies for all states, along with a decrease in the

oscillator strength of the S0 to S1 transition and an increase in the oscillator strength
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Table 4.1: NBD in DMSO: FWHM, applied energy shift, and Stokes shift from ex-
periment, ensemble, implicit FTFC, and E-FC methods for absorption and emission
lineshapes. All values are given in eV.

Methods
Abs

FWHM
Ems

FWHM

Abs
Energy
Shift

Ems
Energy
Shift

Stokes
Shift

ExpLS 0.341 0.400 - - 0.334

Implicit 0.330 0.381 0.663 0.819 0.123

Ensemble 0.155 0.336 0.901 0.575 0.731

EnsembleOpt 0.154 0.218 0.925 0.636 0.668

E-avg10ZTFC 0.379 0.557 0.810 0.546 0.635

Eopt-avg10FTFC 0.380 0.536 0.782 0.573 0.580

E-sum100FTFC 0.370 0.532 0.798 0.582 0.588

of the S0 to S3 transition for some snapshots. Despite the large fluctuations, the

states are energetically well-separated and do not appear to mix. After optimizing

the excited state geometries in the field of the frozen QM solvent, we observe a sig-

nificant decrease in the energy fluctuations, suggesting that these large fluctuations

on the excited state are due to motions of the chromophore degrees of freedom rather

than increased strength of chromophore-solvent interactions. Next, we analyze these

energies in the context of ensemble absorption and emission spectra.

Figure 4.8 shows the experimental and computed absorption and fluorescence spec-

tral lineshapes for NBD in DMSO. The computed lineshapes are shifted on the energy

axis, as discussed in the computational details, for better comparison of lineshapes.

Table 4.1 gives the FWHM, applied energy shifts, and Stokes shift values for all line-

shapes. See Figure 4.4 for unshifted spectral lineshapes.

The spectra generated using the nuclear ensemble approach, as shown in Figure 4.8a,

reveals that the VDEs exhibit larger fluctuations than the VEEs, as discussed above,

resulting in an emission spectrum that is significantly broader than the absorption

spectrum. This is evidenced by the standard deviation of the energies and the FWHM
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Figure 4.8: Absorption and fluorescence lineshapes of NBD in DMSO: Filled gray
spectra are experimental lineshapes, transformed from Ref.286. a) Ensemble and
implicit solvent FTFC methods, b) E-sum100FTFC and individual FTFC spectra, and
c) E-avg10ZTFC, Eopt-avg10FTFC, and E-sum100FTFC lineshapes. All lineshapes are
shifted energetically to align with the experimental lineshape maxima.

of the emission spectrum being almost twice as large as those of the absorption spec-

trum, see Table 4.1.

To understand how chromophore-only degrees of freedom contribute to spectral

broadening, we removed all solvent molecules from the chromophore AIMD config-

urations, and then we recalculated the VEEs and VDEs. These chromophore-only

VEE/VDEs allow us to compare the standard deviation of the energies with and

without solvent contributions. The VEEs calculated from the chromophore-only con-

figurations obtained from the ground state AIMD contained a significant amount

of mixing of the bright S1 and dark S2 states, as shown in Figure 4.9. Therefore,

we were unable to make a proper comparison to the distribution of solvated bright

S0 to S1 VEEs. The VDEs, however, did not display significant state mixing, and

the resulting standard deviation of energies decreased from 0.156 (solvated) to 0.128

eV (chromophore-only), see Table 4.2. The standard deviation of the VDEs for the

chromophore alone is still larger than the value of the standard deviation of the

VEEs of 0.086 eV for the chromophore in explicit solvent, again suggesting that the

chromophore degrees of freedom on the exited state are the main contributor to the

overly wide distribution of VDEs for the S1 configurations and correspondingly larger
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Figure 4.9: NBD in DMSO: a) VEEs computed for ground state AIMD configurations
and b) VDEs computed for S1 excited state AIMD configurations computed for both
QM solvent and chromophore-only (strip solvent) configurations.

Table 4.2: NBD VEE/VDE distribution mean, standard deviation, Emax, and FWHM
for QM, MM solvent (point charges) and chromophore-only (strip solvent) configu-
rations. Sampled from 100 AIMD snapshots. * indicates S1 and S2 electronic state
mixing

Mean
Abs — Ems

(eV)

STD
Abs — Ems

(eV)

Emax

Abs — Ems
(eV)

FWHM
Abs — Ems

(eV)
QM Solvent 3.483 2.786 0.086 0.156 3.476 2.745 0.155 0.336
MM Solvent 3.660 2.864 0.088 0.163 3.642 2.821 0.210 0.338
Strip Solvent 3.850* 3.296 0.101* 0.128 3.832* 3.315 0.236* 0.228

FWHM of the emission ensemble lineshape compared to absorption.

A Stokes shift can be computed from the ensemble of VEE/VDEs, but this value

should not be rigorously compared to experimental lineshape maxima as spectra gen-

erated from the ensemble approach do not include vibronic contributions, which can

affect the position of the maxima. Taking the difference between the ensemble spec-

tral maxima gives a value of 0.731 eV, significantly larger than the experimental

lineshape Stokes shift value of 0.334 eV. In contrast, the difference in the VEE at the

ground state geometry and the VDE at the excited state geometry, both with implicit

solvation for the respective state, is only 0.357 eV, as mentioned previously. We can

isolate the origin of this difference by comparing VEE and VDE differences. The
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average VEE value from the explicit solvent snapshots is 3.483 eV, and the implicit

solvent-optimized geometry VEE value is 3.605 eV, 0.122 eV higher. In contrast, the

average VDE value from the explicit solvent snapshots is 2.786 eV and the implicit

solvent-optimized geometry VDE value is 3.248 eV, 0.462 eV higher. There is clearly

a much larger discrepancy in VDE compared to VEE, suggesting a substantial change

in electronic structure for the explicitly solvated excited state AIMD snapshots com-

pared to the implicitly solvated excited state optimized geometry. This shift to lower

VDE for the explicitly solvated excited state is responsible for the overly large com-

puted Stokes shift with the ensemble method.

The implicit solvent FTFC spectral lineshapes, shown in Figure 4.8a, display asym-

metry from the vibronic tail and show relatively good agreement with the experi-

mental lineshape (FWHM values of 0.330 and 0.381 eV for absorption and emission,

respectively), with both absorption and fluorescence being slightly underestimated in

width by 0.011 eV and 0.019 eV, respectively. The computed Stokes shift determined

from the lineshape spectral maxima is 0.123 eV, thus significantly underestimated

compared to the experimental value of 0.334 eV (see Table 4.1). Overall, the implicit

solvent model predicts too-narrow spectral lineshapes and underestimates the Stokes

shift when we employ the default broadening factor of 135 cm−1.

We now turn to the main focus of this work and the spectra generated with the com-

bined ensemble-Franck-Condon methods. The results obtained from the ensemble and

implicit solvent FTFC approaches highlight the significance of explicit environmental

interactions and vibronic contributions. The E-FC methods incorporate both of these

effects.

Examining lineshapes computed with the E-sumFTFC approach, Figure 4.8b, we

note that both absorption and fluorescence spectra are generated using the same one

hundred snapshots obtained from the ground and excited state AIMD as in the ensem-

ble spectral simulations but with the ground and excited state geometry optimizations

and frequency calculations performed with frozen QM solvent. The individual FTFC

spectra (thin gray lines) show a significant degree of variability in the lineshape and
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position, confirming the importance of explicit environmental interactions on the re-

sulting vibronic spectrum. The FWHM of individual explicit solvent FTFC spectra,

see Figure 4.10, range between 0.260 and 0.780 eV, with an average FWHM value of

0.366 eV for absorption and 0.514 eV for emission. These average values are larger

than the FWHM values for the implicit solvent FTFC spectra of 0.354 and 0.458

eV, suggesting that for NBD, the QM explicit solvent environment leads to stronger

vibronic coupling than the implicit solvent environment, even more so for fluorescence.

Figure 4.10: Frequency distribution of a) absorption and b) emission vibronic line-
shape FWHM values of NBD in DMSO. The dotted gray lines correspond to the
FWHM of the implicit solvent FTFC spectra (Abs: 0.330 eV, Ems: 0.381 eV). The
dashed black lines represent the average values of the FWHM of the explicit solvent
FTFC spectra (Abs: 0.366 eV, Ems: 0.514 eV).

The summed FTFC spectra create the E-sum100FTFC absorption and emission

spectra, black lines in Figure 4.8b and c, which are broader than their implicit

solvent FTFC counterparts, with smoothed-out vibronic features. Overall, the E-

sum100FTFC absorption lineshape gives good agreement with the experimental ab-

sorption lineshape, see Figure 4.8c, with a slight overestimation of the FWHM value.
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In contrast, the E-sum100FTFC emission lineshape, albeit with a good overall spec-

tral shape for the onset and vibronic tail, is too broad, with an FWHM value that

overestimates the experimental value by 0.132 eV. This overestimation is likely due

to vibronic contributions, with the vibronic emission spectrum being, on average,

overestimated compared to absorption for single snapshots, see Fig.4.10. The E-

sum100FTFC method also produces an overly large Stokes shift value of 0.588 eV,

which is 0.254 eV larger than the experimental value, indicating that the overesti-

mation of the emission spectral width may also be due to environmental contributions.

Figure 4.11: Pictorial representation of the E-avg10ZTFC and Eopt-avg10FTFC meth-
ods for NBD in DMSO: The first two columns a) and b) represent emission, and the
columns c) and d) represent absorption. The top row shows the distribution of VDEs
from a) unoptimized and b) optimized geometries and VEEs from c) unoptimized
and d) optimized geometries on the excited and ground state PESs, respectively. The
middle row depicts the procedure of generating the average FC lineshape by align-
ing the 0 → 0 transition energies. The bottom row represents the dressing of the ω00

shifted unoptimized and optimized VDEs and VEEs with avg10ZTFC and avg10FTFC
lineshapes, resulting in E-avg10ZTFC and Eopt-avg10FTFC methods, respectively.

The spectra generated using the more cost-effective Eopt-avg10FTFC and E-avg10ZTFC

methods are shown in Figure 4.8c, with the individual components of both approaches

shown in Figure 4.11. Upon optimization of the chromophore, we see that the ensem-

ble of VEE/VDEs narrows, Figure 4.11 top row, as expected, as thermal energy of
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the chromophore is removed at the minimum energy geometry within the frozen QM

solvent environment. In particular, for the VDEs (top of columns a and b), we see

that some of the higher energy transitions at ∼3.1 - 3.3 eV that were energetically

separated from the ensemble are no longer present at these high energies.

We also depict in the middle row of Figure 4.11 the average ZTFC and FTFC line-

shapes from ten randomly chosen snapshots generated from energetically aligned indi-

vidual vibronic FC spectra. The optimized VEEs/VDEs and unoptimized VEEs/VDEs,

shifted427 using the average 0-0 transition values from the same snapshots that gen-

erate the average FC lineshape, are combined with the average FTFC and ZTFC

lineshapes and then summed to produce the Eopt-avg10FTFC and E-avg10ZTFC spec-

tra, respectively, shown in the bottom row of Figure 4.11. For NBD in DMSO, we

see that the absorption spectra generated using all three E-FC approaches are in ex-

cellent agreement with each other and with the experimental absorption lineshape.

In contrast, the emission spectra from all E-FC methods are broader than exper-

iment. The Eopt-avg10FTFC and the E-sum100FTFC methods are in impressively

good agreement with each other, showing that the use of average FC lineshape can

be representative for most snapshots while presenting significant computational sav-

ings. The E-avg10ZTFC emission spectrum shows additional over-broadening due to

the presence of the high-energy outlier VDEs.

Although the broader emission spectra likely contain contributions from overly strong

chromophore-solvent interactions in the excited state, which may contribute to the

overestimation of the Stokes shift values, see Table 4.1, they likely also originate from

the CAM-B3LYP density functional within the TDA predicting an overly flat excited

state potential in explicit QM solvent. This overly flat potential would manifest in

both a wider distribution of chromophore configurations sampled during the excited

state AIMD and a wider vibronic spectrum, as we see in our average FC lineshapes.

This explanation is supported by the much more narrow spectrum generated by a

vertical gradient compared to adiabatic Hessian Franck-Condon lineshape (see Fig-

ure 4.12) as well as going beyond the TDA to employing the full TDDFT matrix,

which leads to a slight broadening of the absorption spectrum and narrowing of the
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Figure 4.12: NBD in DMSO: Comparison of FC methods, including adiabatic Hessian,
vertical gradient, and adiabatic shift with the TDA/CAM-B3LYP/6-31G* level of
theory.

emission spectrum (see Figure 4.13).

Figure 4.13: Comparison of average FTFC vibronic lineshape generated using five
randomly selected explicit solvent snapshots using TD and TDA for NBD in DMSO
using CAM-B3LYP/6-31G* level of theory.
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The difference in absorption and emission spectral width also shows some mild depen-

dence on the choice of functional, with LC-ωPBE yielding a more narrow fluorescence

spectrum as shown in Figure 2.9.

In summary, the E-FC methods capture both specific environmental and vibronic

effects but are susceptible to errors in the description of the electronic structure,

which for NBD in DMSO at the TDA/CAM-B3LYP level of theory appears to yield

an overly flat description of the excited state potential.

4.3.2 Nile Red in DMSO

Like NBD, NR is also used as a fluorescence emitter282,283,484–486 and its spectral

properties are sensitive to the environment.286,487 The experimental absorption line-

shape is broader than the fluorescence lineshape, with FWHM values of 0.365 eV and

0.252 eV, respectively.286 Unlike NBD, there are no hydrogen bonds between NR and

DMSO molecules, and the resulting Stokes shift is noticeably smaller, being 0.290 eV

for NR (compared to 0.334 eV for NBD).

Figure 4.14: NR in DMSO: Vertical excitation energies obtained from ground state
AIMD snapshots and vertical de-excitation energies obtained from excited state
AIMD snapshots. Energy gaps are also shown for the same snapshots after geometry
optimization in a frozen QM solvent environment. Corresponding oscillator strengths
are included as an inset.
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From the AIMD simulations, we obtained one hundred uncorrelated snapshots on

both the ground and excited state potentials and computed the VEEs and VDEs. We

here focus only on the low-lying bright state of charge transfer character; higher-lying

excited states are energetically well separated from the first excited state, and no

state mixing was observed. Both S2 and S3 excited states have near-zero oscillator

strength across the snapshots, as shown in Figure 4.14.

Fig. 4.15a shows both absorption and fluorescence lineshapes for NR in DMSO ob-

tained using the standard ensemble and implicit solvent FTFC approaches, with

corresponding spectral values given in Table 4.3. For the VEEs and VDEs contribut-

ing to the ensemble spectra, the standard deviation is only 0.08 eV due to the rigid

structure of NR. The computed FWHM for absorption and emission ensemble spec-

tral lineshapes are 0.210 and 0.179 eV, respectively. These values are underestimated

compared to experimental lineshapes, see Table 4.3, which could be due to overly

weak interactions of NR in DMSO or due to the missing vibronic contributions. The

Stokes shift determined from the ensemble lineshapes is also underestimated at 0.234

eV.

Figure 4.15: Absorption and fluorescence lineshapes of NR in DMSO: Filled gray
spectra are experimental lineshapes, transformed from Ref.286. a) Ensemble and
implicit solvent FTFC methods, b) E-sum100FTFC and individual FTFC spectra, and
c) E-avg10ZTFC, Eopt-avg10FTFC, and E-sum100FTFC lineshapes. All lineshapes are
shifted energetically to align with the experimental lineshape maxima.
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Table 4.3: NR in DMSO: FWHM, applied energy shift, and Stokes shift from ex-
periment, ensemble, implicit FTFC, and E-FC methods for absorption and emission
lineshapes. All values are given in eV.

Methods
Abs

FWHM
(eV)

Ems
FWHM
(eV)

Abs
Energy

Shift (eV)

Ems
Energy

Shift (eV)

Stokes
Shift
(eV)

ExpLS 0.365 0.252 - - 0.290

Implicit 0.114 0.289 1.046 1.323 0.013

Ensemble 0.210 0.179 0.792 0.801 0.234

EnsembleOpt 0.148 0.109 0.788 0.816 0.261

E-avg10ZTFC 0.300 0.267 0.644 0.788 0.136

Eopt-avg10FTFC 0.268 0.166 0.627 0.795 0.123

E-sum100FTFC 0.256 0.228 0.599 0.791 0.098

To examine the effect of solvent-induced broadening on the ensemble spectra, the

solvent surrounding NR was removed, and the VEEs/VDEs were recomputed. Unlike

for NBD, the S1 state of NR remained the bright state, and all higher-lying electronic

states remained energetically separate and dark, except for one snapshot where S2

gained considerable oscillator strength during excitation from the ground state, see

Figure 4.16. The chromophore-only ensemble VEEs indicate a significant impact from

solvent broadening, with the chromophore-only VEE standard deviation decreasing

from 0.077 to 0.052 eV and the FWHM decreasing from 0.210 to 0.102 eV, see Table

4.3 and Table 4.4. Surprisingly, upon removal of the solvent environment, the change

in the standard deviation of the ensemble of VDEs is negligible, with a slight increase

produced in the FWHM. This observation suggests that the excited state of NR

weakly interacts with DMSO and doesn’t have a significant impact on the distribution

of VDEs.

To improve the comparison between the simulated and experimental spectral shape

and FWHM, it is necessary to include the missing vibronic contributions. Previous

implicit solvent studies by Kostjukova et al.325 and Boldrini et al.324 have confirmed

the crucial role of vibronic contributions in the absorption spectra of NR. The im-

plicit solvent FTFC simulated absorption and fluorescence spectral lineshapes, see
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Figure 4.16: NR in DMSO: a) VEEs and b) VDEs trend across the snapshots in QM
and chromophore-only (strip solvent) configurations.

Table 4.4: NR VEE/VDE distribution mean, standard deviation, Emax, and FWHM
for QM solvent, MM solvent, and chromophore-only configurations. Sampled from
100 AIMD snapshots.

Mean
Abs — Ems

(eV)

STD
Abs — Ems

(eV)

Emax

Abs — Ems
(eV)

FWHM
Abs — Ems

(eV)
QM Solvent 3.027 2.746 0.077 0.082 2.992 2.758 0.210 0.179
MM Solvent 3.186 2.893 0.084 0.079 3.169 2.887 0.236 0.196
Strip Solvent 3.306 3.042 0.052 0.086 3.302 3.079 0.102 0.198

Figure 4.15a, do not show the smooth spectral lineshapes of the experiment, with

FWHM values that are under and over-estimated at 0.114 and 0.289 eV, respectively;

both of these values include the second main vibronic peak. The calculated Stokes

shift using the corresponding maxima is 0.013 eV, which is severely underestimated

due to the small distance between the 0-0 peaks that dominate the lineshape maxima.

Thus, we find that both the ensemble and implicit solvent FTFC methods fail to de-

scribe the experimental absorption and emission spectra of NR in DMSO adequately.

Combining an explicit description of the solvent environment with vibronic coupling

is essential for an improved description of both absorption and fluorescence spectra.

Next, we compare spectral lineshapes generated with the E-FC methods. The pic-

torial representation of the working of E-FC methods for NR in DMSO is shown in
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Figure 4.17: Pictorial representation of the E-avg10ZTFC and Eopt-avg10FTFC meth-
ods for NR in DMSO: The first two columns from the left represent emission lineshape
spectra, and the remaining two columns represent absorption lineshape spectra. The
top row shows the distribution of VDEs and VEEs from unoptimized and optimized
geometries on the excited and ground state PES, respectively. The middle row depicts
the procedure of generating the average FC lineshape by aligning the 0 → 0 tran-
sition energies. The bottom row represents the dressing of the zero-point transition
energy corrected unoptimized and optimized VDEs and VEEs with avg10ZTFC and
avg10FTFC lineshape resulting in E-avg10ZTFC and Eopt-avg10FTFC, respectively.

Figure 4.17. The individual FTFC spectra and resulting E-sum100FTFC lineshape

are shown in Fig. 4.15b. The individual FTFC spectra computed in the explicit sol-

vent environment are quite similar to each other across configurations and they do not

show the same intensity in the second vibronic peak as is seen with the implicit solvent

FTFC spectra. The FWHM values for the individual spectra do not usually account

for the contributions from the second vibronic peak, leading to very small values.

Therefore, in Figure 4.18, we instead plot the full-width half-half max (FWHHM),

taking the width at 25% of the lineshape maximum. At 25% of the maximum, we ob-

serve broadening primarily from two vibronic peaks in both absorption and emission

lines. However, there are some single-peak outliers in both FWHHM distributions.

For absorption, widths below 0.20 eV originate from a single peak, which in Figure

4.18a, we represent by light blue bars. For emission, widths below 0.20 eV are due

to a combination of both single and double peaks; in Figure 4.18b, these values are
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colored light blue with gray stripes. We computed the average value of this FWHHM

using only the spectra for which there are two vibronic peaks contributing to the

FWHHM value, which we determined to be 0.274 for absorption and 0.264 eV for flu-

orescence. These values are smaller than the corresponding implicit solvent FWHHM

values of 0.452 and 0.470 eV taken at the 25% intensity value, showing decreased

vibronic coupling in explicit solvent. The summation of the E-sum100FTFC method

washes out the pronounced vibronic nature of the peaks, providing relatively smooth

absorption and fluorescence lineshapes, as observed in the experimental lineshapes.

The Eopt-avg10FTFC and E-avg10ZTFC spectra are shown in Fig. 4.15c. In contrast

to the NBD results, for NR, the E-sum100FTFC and Eopt-avg10FTFC fluorescence

spectra agree in width and shape with the experiment, whereas the absorption spec-

trum is predicted to be too narrow by both methods. For the E-avg10ZTFC method,

the lineshapes remain a bit jagged, and there is an increase in lineshape width, lead-

ing to an overly broad fluorescence lineshape. We also see for fluorescence that there

are clearly a few high-energy outlier VDEs that lead to an unphysical high-energy

fluorescence spectral onset. The Stokes shift predicted by all three methods, see Table

4.3, remains underestimated compared to the experiment. Overall, the more afford-

able Eopt-avg10FTFC method is again in good agreement with the E-sum100FTFC

method, with the E-avg10ZTFC showing more of a discrepancy with some unphysical

jaggedness remaining in the spectrum.

The electronic structure method is undoubtedly one source of potential error for the

missing spectral width for NR in DMSO. When we examined the effect of the TDA

versus the full solution of the TDDFT equations on five snapshots, we found that

the second vibronic peak gains significant intensity in both absorption and emission

spectra (see Figure 4.19), which would lead to a considerable broadening of the sim-

ulated absorption and emission spectra of the TDDFT lineshape was used instead of

the TDA lineshape.

Additionally, benchmarking FTFC lineshapes against two other density functionals

showed that although the M06-2X method gives good agreement with the CAM-
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Figure 4.18: Frequency distribution of a) absorption and b) emission vibronic
lineshape widths computed at 25% intensity, Full Width at Half-Half Maximum
(FWHHM), of NR in DMSO. The dotted gray lines correspond to the FWHHM
value of the implicit solvent FTFC spectra (Abs: 0.452 eV, Ems: 0.470 eV), which
includes the second main vibronic peak. The dashed black lines represent the average
values of the FWHHM of the explicit solvent FTFC spectra that include the second
main vibronic peak (Abs: 0.274 eV, Ems: 0.264 eV).

B3LYP lineshapes, the LC-ωHPBE functional produces FTFC spectra that are sub-

stantially broader than the other two functionals (Figure 2.8). Thus, by changing the

electronic structure method to one with broader vibronic spectra, we can expect im-

proved agreement with the experimental absorption spectrum; however, the emission

spectrum would also gain additional broadening and become broader than the ex-

perimental spectrum. Overall, the vibronic broadening appears underestimated with

TDA-CAM-B3LYP for Nile Red in DMSO. This underestimated vibronic broadening

may also be responsible for the underestimated Stokes shifts, as the increased inten-

sity of the second vibronic peak may change the position of the spectral maxima and

increase the energy between the maxima of the absorption and emission spectra.
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Figure 4.19: Comparison of average FTFC vibronic lineshape spectra generated using
five randomly selected explicit solvent snapshots using TD and TDA for NR in DMSO
using CAM-B3LYP/6-31G* level of theory.

4.3.3 7MC in Methanol

Figure 4.20: Absorption and fluorescence lineshapes of 7MC in methanol: Filled gray
spectra are experimental lineshapes, transformed from Ref.287,288. a) Ensemble and
implicit solvent FTFC methods, b) E-sum100FTFC and individual FTFC spectra, and
c) E-avg10ZTFC, Eopt-avg10FTFC, and E-sum100FTFC lineshapes. All lineshapes are
shifted energetically to align with the experimental lineshape maxima.

7-Methoxycoumarin-4-acetic acid (7MC), like NBD, is a push-pull electron system
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and is used as a fluorescent probe in various cell biology applications.284,285,488 7MC

shows the largest conformational changes and the largest number of hydrogen bonds

of all three dyes studied here. Due to the carboxylic acid group and the carbonyl

bond, 7MC acts as both an acceptor and donor of hydrogen bonds in methanol. The

experimental FWHM values are 0.563 and 0.539 eV for absorption and emission line-

shapes, indicating similar potential energy surfaces for ground and excited states with

a Stokes shift of 0.683 eV, the largest among all three dyes studied here.

Figure 4.21: 7MC in methanol: Vertical excitation energies obtained from ground
state AIMD snapshots and vertical de-excitation energies obtained from excited state
AIMD snapshots. Energy gaps are also shown for the same snapshots after geometry
optimization in a frozen QM solvent environment. Corresponding oscillator strengths
are included as an inset.

Like the other two dyes, we extracted 100 snapshots from the ground and excited

state AIMD simulations and performed VEE and VDE calculations. The higher-lying

states are well separated from S1 during the ground state dynamics; see Figure 4.21.

However, during the excited state S1 dynamics, a few of the snapshots show shared

oscillator strength between S1 and S2. Once the chromophore is optimized in the

frozen QM solvent, the S2 and S3 states show negligible oscillator strength and remain

energetically separated from the S1 state. Upon analyzing the geometrical changes

throughout the dynamics, we observed a considerable increase in the flexibility in

the excited state, particularly around the pyrone ring. Consequently, the value of

the standard deviation of the energy gap distribution more than doubles, going from

0.119 eV for VEEs to 0.285 eV for VDEs, see Table 4.5. However, once the geometries
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Table 4.5: 7MC VEE/VDE distribution mean, standard deviation, Emax, and FWHM
for QM and MM solvent, and chromophore-only configurations. Sampled from 100
AIMD snapshots.

Mean
Abs — Ems

(eV)

STD
Abs — Ems

(eV)

Emax

Abs — Ems
(eV)

FWHM
Abs — Ems

(eV)
QM Solvent 4.416 3.629 0.119 0.285 4.439 3.766 0.203 0.445
MM Solvent 4.525 3.718 0.102 0.291 4.493 3.882 0.229 0.425
Strip Solvent 4.532 3.812 0.096 0.293 4.545 3.986 0.244 0.452

are optimized in frozen QM solvent, the standard deviation values decrease to 0.077

and 0.097, respectively.

Figure 4.22: 7MC in methanol: a) VEEs and b) VDEs for QM solvent and
chromophore-only (strip solvent) configurations.

Figure 4.20a shows lineshapes generated using the ensemble and implicit solvent

FTFC approaches. Although the ensemble absorption spectral lineshape is too nar-

row compared to the experiment, the ensemble emission lineshape is twice as broad

as absorption, nearing the experimental spectral width and giving a FWHM value of

0.445 eV, see Table 4.6. The difference in absorption and emission spectral width cor-

relates to the standard deviation computed for the VEEs and VDEs. The effect of the

explicit solvent interactions on chromophore energy gaps was analyzed by comput-

ing VEEs and VDEs of the chromophore-only configurations. The results show that

solvent interactions have minimal impact on the energy distributions, as depicted in
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Table 4.6: 7MC in methanol: FWHM, applied energy shift, and Stokes shift from
experiment, ensemble, implicit FTFC, and E-FC methods for absorption and emission
lineshapes. All values are given in eV.

Methods
Abs

FWHM
(eV)

Ems
FWHM
(eV)

Abs
Energy

Shift (eV)

Ems
Energy

Shift (eV)

Stokes
Shift
(eV)

ExpLS 0.563 0.539 - - 0.683

Implicit 0.539 0.766 0.303 0.380 0.602

Ensemble 0.203 0.445 0.587 0.478 0.673

EnsembleOpt 0.229 0.235 0.642 0.722 0.582

E-avg10ZTFC 0.494 0.779 0.444 0.646 0.464

Eopt-avg10FTFC 0.490 0.653 0.412 0.604 0.484

E-sum100FTFC 0.480 0.585 0.468 0.605 0.546

Figure 4.22 and Table 4.5, suggesting that the chromophore configurations dominate

the majority of the energy fluctuations and ensemble spectral linewidth.

The implicit FTFC absorption lineshape displays distinct vibronic peaks, whereas

the emission lineshape appears smoother and broader. The FTFC computed FWHM

values are 0.539 eV and 0.766 eV, respectively, with a Stokes shift of 0.602 eV. Thus,

similar to NBD, both the ensemble and the implicit solvent FTFC approaches pre-

dict a wider emission spectral lineshape than absorption, contrary to the experiment,

suggesting an overly flat excited state potential at this level of theory.

Next, we compare the spectra generated with the E-FC family of approaches. The

pictorial representation of the working of E-FC methods for 7MC in methanol is

shown in Figure 4.23. The individual explicit solvent FTFC absorption and fluo-

rescence lineshapes of 7MC in methanol, along with the resulting E-sum100FTFC

spectra, are shown in Figure 4.20b. We find that there is a large degree of variability

in the features of the individual FTFC lineshapes, but the trend of the FWHM values

is consistent with the wider emission predicted by implicit solvent, with average val-

ues of 0.416 eV for the absorption lineshape and 0.630 eV for the emission lineshape,

see FWHM distribution in Figure 4.24. Both of these values are smaller than those
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Figure 4.23: Pictorial representation of the working of computational efficient E-
avg10ZTFC and Eopt-avg10FTFC methods for 7MC in methanol: The first two
columns from the left represent emission lineshape spectra, and the remaining two
columns represent absorption lineshape spectra. The top row shows the distribution
of VDEs and VEEs from unoptimized and optimized geometries on the excited and
ground state PES, respectively. The middle row depicts the procedure of generating
the average FC lineshape by aligning the 0 → 0 transition energies. The bottom row
represents the dressing of the zero-point transition energy corrected unoptimized and
optimized VDEs and VEEs with avg10ZTFC and avg10FTFC lineshape resulting in
E-avg10ZTFC and Eopt-avg10FTFC, respectively.

predicted by the implicit solvent approach, suggesting that for 7MC, the explicit sol-

vent decreases the vibronic coupling compared to the implicit solvent model, opposite

of what we see with NBD.

Although it is difficult to separate the role of individual factors affecting the line-

shape, our analysis suggests that the most important geometrical change is associated

with the planarity of the pyrone ring. For spectra with no vibronic features, the ring

remains out-of-plane after optimization. For emission, we observe three distinct cat-

egories: spectra with the first peak as the maximum, spectra with the second peak

as the maximum, and only one maximum but overly broad. Following the same pro-

cedure as with the other dyes, we chose random snapshots for generating the average

FC lineshape, and found that there is minimal variation after ten vibronic spectra
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Figure 4.24: Frequency distribution of a) absorption and b) emission vibronic line-
shape FWHM values of 7MC in methanol. The dotted gray lines correspond to the
FWHM of the implicit solvent FTFC spectra (Abs: 0.539 eV, Ems: 0.766 eV). The
dashed black lines represent the average values of the FWHM of the explicit solvent
FTFC spectra (Abs: 0.416 and Ems: 0.630 eV).

are included in the averaging procedure. Given the variability of lineshapes, a more

sophisticated averaging scheme could be envisioned that weights the lineshape based

on the percentage of particular configurations, but here, we choose not to explore this

direction.

Figure 4.20c compares the absorption and emission lineshapes generated using the

three E-FC methods. All three methods show good agreement for the absorption

lineshape and similar FWHM (∼0.490 eV) but remain underestimated in width rel-

ative to the experiment. For the emission lineshapes, both Eopt-avg10FTFC and E-

sum100FTFC show good agreement with each other, with E-sum100FTFC producing

a more narrow spectrum (FWHM is 0.585 eV for E-sum100FTFC, 0.653 eV for Eopt-

avg10FTFC), whereas the emission spectrum of the E-avg10ZTFC method is wider

and jagged because of the large distribution of VDEs, leading to an overly large
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FWHM value of 0.779 eV. Unlike NBD, this overly large broadening appears to be

completely dominated by chromophore flexibility. About 33% of emission lineshapes

have an FWHM of more than 0.7 eV, and these are the snapshots where the pyrone

ring is no longer planar. As shown in Table 4.6, the predicted Stokes shift is under-

estimated by all three methods.

Figure 4.25: Comparison of average FTFC vibronic lineshape spectra generated using
five randomly selected explicit solvent snapshots using TD and TDA for 7MC in
methanol using CAM-B3LYP/6-31G* level of theory.

Unlike the other two chromophores, the 7MC spectral lineshape differences from full

TD-DFT and TDA are minimal for both absorption and emission, as shown in Fig-

ure 4.25. Compared to CAM-B3LYP, both M06-2X and LC-ωHPBE predict broader

lineshapes for absorption and slightly broader FTFC spectra for emission, as shown

in Figure 2.10. This comparison suggests that CAM-B3LYP may underestimate the

vibronic progression for absorption, leading to a more narrow absorption lineshape.

As the wide distribution of VDEs suggests a potentially flat and anharmonic ex-

cited state S1 surface, we also compared our vibronic lineshape computed with the

adiabatic Hessian approach, the lineshape generated with the vertical gradient and

adiabatic shift approaches, finding that for planar configurations there is good agree-

ment between methods, whereas for more bent chromophore configurations the adia-
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batic Hessian produces a broader lineshape, see Figure 4.26. This broader lineshape

supports that the excited state potential is indeed anharmonic at this geometry for

this flexible degree of freedom, leading to a breakdown of the harmonic approximation

and contributions from overly broad lineshape within the adiabatic Hessian approach.

Figure 4.26: 7MC in Methanol: Comparison of FC methods for two explicit solvent
snapshots with a) planar and b) non-planar optimized excited state geometries, in-
cluding adiabatic Hessian, vertical gradient, and adiabatic shift with the TDA/CAM-
B3LYP/6-31G* level of theory.

Ultimately, we see similar trends for E-FC approaches with 7MC as with the other

dyes, where E-sum100FTFC and Eopt-avg10FTFC are in good agreement, but E-

avg10ZTFC is generally too broad and jagged with the 135 cm−1 broadening factor

used here.

4.3.4 Relative Computational Cost of E-FC Methods

We next show the computational cost associated with the various ensemble and E-

FC spectroscopy methods, accounting for the electronic structure calculations on the

MD snapshots. We do not consider the computational cost from the QM/MM AIMD

sampling, which is substantial, and could be accelerated with recent approaches of
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machine learning interatomic potentials.489–494 The chart depicted in Figure 4.27 il-

lustrates the relative computational wall time required for the various spectroscopy

methods, with average results given for simulating absorption and fluorescence line-

shapes. For the corresponding relative costs for emission, which is similar to absorp-

tion but has an increased computational cost for excited state geometry optimization

for the Eopt approach. Relative times are averaged over the three dyes investigated in

this study. The geometry optimization and excitation energies were performed using

TeraChem on a dual NVIDIA Tesla A100 PCIe v4 40GB HBM2 Passive Single GPU

setup. Frequency calculations for the ground and excited states of NBD in DMSO, as

well as 7MC in methanol, were carried out utilizing Gaussian16 on two Intel 28-core

Xeon Gold 6330 processors, equipped with 256GB and 1TB of RAM, respectively,

with the latter configuration used for the NR dye in DMSO.

Figure 4.27: The average relative computational cost of all explicit solvent absorption
spectroscopy methods for all three dyes.

The E-sum100FTFC method is by far the most computationally demanding, taking

56.2× as long as the ensemble approach alone. Note that due to the larger QM

region size for NR in DMSO, the frequency calculations are more computationally

expensive, leading to a larger relative cost for the E-sum100FTFC approach. There

is a substantial reduction in computational cost achieved through the use of more
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approximate methods, with the Eopt-avg10FTFC method taking only 11.6× and the E-

avg10ZTFC method taking only 6.7× as long as the ensemble approach. For the Eopt-

avg10FTFC approach, this decrease in computational cost comes with nearly the same

accuracy as the E-sum100FTFC method, underscoring the efficiency of this approach

and making it our recommended E-FC method for spectroscopic simulations.

4.4 Conclusions

In this study, we compared the simulated absorption and fluorescence lineshapes

computed with three combined ensemble-Franck-Condon methods that account for

both explicit environmental effects and vibronic effects. The explicit solvent is mod-

eled through QM/MM AIMD trajectories performed on the ground state and the

excited state. The vibronic effects are captured through the simulation of Franck-

Condon spectra for the chromophore embedded in a frozen QM solvent shell. These E-

FC methods are used to generate spectral lineshapes for three different chromophore-

solvent systems and are compared to the more standard ensemble and implicit solvent

Franck-Condon approaches.

We find that for both absorption and fluorescence, the Eopt-avg10FTFC approach

matches very well with the more expensive E-sum100FTFC approach, generating very

similar spectra at approximately 25% of the computational cost, and this, there-

fore, is our recommended approach for capturing vibronic and environmental effects

for spectral lineshapes. The main approximation of the Eopt-avg10FTFC approach

is the assumption of an average FTFC lineshape, which we find here works very

well with an average over ten individual lineshapes generated in explicit QM solvent.

The E-avg10ZTFC approach shows some over-broadening due to outliers from the

MD sampling and jaggedness in the spectra but presents a reasonable alternative for

12.5% of the computational cost of the E-sumFTFC method.

One way to assess the extent of vibronic coupling is by measuring the width of the

spectra before accounting for environmental broadening. Compared to FTFC spec-

tra computed with implicit solvent, the FTFC spectra computed in explicit solvent
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showed stronger vibronic coupling (larger average FWHM) for NBD but weaker vi-

bronic coupling for NR and 7MC. Errors in the simulated lineshape FWHM values

can be traced to the underlying electronic structure methods and the extent of vi-

bronic coupling for each method. We find here that the choice of density functional

theory affects the lineshape, with more exact exchange tending to lead to stronger

vibronic coupling and broader spectra NR but slightly weaker coupling for NBD. We

also find that the use of the TDA, compared to full TDDFT, can lead to more narrow

vibronic spectral lineshapes in some cases.

Our study of computed absorption and emission lineshapes showcases the ability of

a variety of spectroscopy simulation methods to capture vibronic and environmen-

tal effects. Advances in computational power, particularly GPUs, now allow ground

and excited state explicit solvent interactions and vibronic contributions to be in-

corporated into molecules’ absorption and fluorescence spectra, paving the way for

accurate simulations of full spectral lineshapes. However, many challenges remain,

including determining an accurate level of electronic structure theory and incorpo-

rating nonadiabatic and nuclear quantum effects. Many efforts along these fronts are

underway, broadening the ability of simulation to connect with complex spectroscopic

experiments.
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Chapter 5

Going Beyond Förster Theory:

Resonance Energy Transfer

Processes in Explicit Environment

The goal of this chapter is to provide an analysis of how to best compute the
coupling between donor and acceptor molecules involved in the excitation energy
transfer processes in an implicit and explicit solvent environment. The chapter
starts by providing some background on existing literature and studies in the
field, including the methods used to compute the coupling using isolated dyes
and a supramolecular diabatization approach. The Coulomb coupling methods
include coupling via transition dipole moments, transition charges, and transi-
tion densities. The chapter compares results obtained with these various meth-
ods and then extends them to implicit and explicit solvent environments.

5.1 Introduction

Resonance energy transfer (RET) is a naturally occurring phenomenon where the en-

ergy from an excited donor molecule (D) transfers to an acceptor molecule (A) through

a non-radiative process.495 This transfer can be observed in processes like photosyn-

thesis, where sunlight is absorbed by light-harvesting antennas such as chlorophyll

(D), then transferred to the reaction centers (A), and ultimately utilized to drive

chemical reactions.496,497
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The first formulation for the rate of RET was put forward by Förster in 1948.498

By invoking assumptions such as the ideal point dipole approximation (IPD), the

rate of vibrational relaxation is faster than the rate of RET, and the energy transfer

is incoherent. Based on this assumption, Förster put forward an elegant and versa-

tile equation that, since its inception, has been used as a ”spectroscopic ruler”499,500

in many experiments, including protein-protein distances,501 enzymatic reactions,502

and bioimaging experiments.503 Using this approximation and assumptions, the con-

clusion of Förster’s theory can be conveniently written as the following set of three

equations:

E =
kT

kT + 1
τD

=
R6

0

R6
0 +R6

DA

(5.1)

kT =
1

τD

(
R6

0

R6
DA

)
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R6
0 =

9(ln10)κ2ϕDJDA

128π5n4NA

, (5.3)

where kT is the rate of energy transfer, τD is the donor’s excited state lifetime in the

absence of the acceptor, RDA is the distance between D and A, R0 is the Förster

radius, E is the efficiency of transfer, JDA is the spectral overlap integral between

D and A, κ2 is the orientation factor, ϕD is the quantum yield of the donor in the

absence of the acceptor and n is the refractive index.

Though FRET is a powerful and versatile tool used as a molecular yardstick and

for studying the structure and dynamics of large molecules in the condensed phase,

the fundamental RET process is still poorly understood at the atomic and electronic

levels. For example, RET still occurs even when the ideal dipole approximation

fails.504–506 When the distance between the donor and acceptor molecule is too small,

the Coulombic coupling could become grossly exaggerated, giving RET rate values

that are orders of magnitude higher than the correct value.504 In those instances,

transition dipole moment vectors are insufficient to provide an accurate value of the

Coulombic coupling. At a close distance, a complete transition density description is

needed to describe the coupling values correctly.507
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Similarly, the dependence on the orientation factor between the TDMs of donor and

acceptor is unclear.508,509 The orientation factor that affects the Coulombic coupling

describes the relationship between the alignment of the transition dipole vector of the

donor and acceptor. The value of the orientation factor can be obtained using

κ2 = cos θT − 3 cos θD cos θA, (5.4)

where θT is the angle between the transition dipole moment vector of D and A, θD

and θA are the angles donor and acceptor making with the line connecting the TDM

vector.

A simple inspection of the orientation factor reveals that its value can range from 0

to 4. However, a value of 2/3 is generally used as this parameter is not easily acces-

sible from experiments. The value of 2/3 remains valid as long as there is an equal

probability of orientations that the donor and acceptor molecules could adopt during

the lifetime of the excited donor state; however, either due to restricted rotation or

slow rotation of the transition dipole moment vectors compare to the deexcitation

process, this value of 2/3 becomes invalid. The correct value of the orientation factor

then needs to be calculated either from steady-state confocal microscopy510 or from

an accurate MD simulation.511–514

Similar to the effects of absorption and fluorescence spectra by various solute-solvent

explicit interactions, the overlap integral, which is an overlap between the donor’s

emission spectra and the acceptor’s absorption spectra, may affect the overall ob-

served FRET rate. A detailed mechanistic investigation should be carried out to

understand FRET and to generalize the RET process in the condensed phase beyond

Förster’s assumptions.

In this study, we examine the assumption of the 2/3 orientation factor, and we

compare methods for calculating the Coulombic coupling, such as transition density,

transition charges, and transition dipole moment, analyzing the situations where the

ideal point dipole approximation breaks down. We also examine the impact of dye

distance on these couplings in implicit and explicit solvents. We utilized two pairs

of donor and acceptor dyes: the heterodimer 7-nitrobenz-2-oxa-1,3-diazol-4-y (NBD)
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and Nile red (NR) in implicit and explicit solvent models of DMSO and the homodimer

cresyl violet cation (CV+) in a vacuum and implicit solvent model for water. For

NBD-NR, we perform MD simulations to sample donor-acceptor geometries with

solvent configurations, also analyzing the orientation factor and the validity of the

2/3 value. Results for the CV+ dimer system were generated by Sayan Adhikari, a

contributor to this project.

5.2 Theoretical Details

5.2.1 The Spectral Overlap Integral

The rate of RET can be calculated as:

kT =
1

ℏ2c
V 2
DAJDA (5.5)

where ℏ is Plank’s constant, c is the speed of light, JDA overlap-integral, is also

known as the Franck-Condon factor of the weighted density of states (FCWD), and

VDA is the Coulombic coupling between the donor and acceptor. Using equation 4.1,

JDA can be easily obtained from experimental data and used for computing the rate;

however, it can also be obtained using computational methods assuming Gaussian

lineshapes.515,516 The overlap integral is an essential factor for calculating the rates

of RET and can be derived from the spectral overlap between the donor emission and

acceptor absorption normalized lineshapes. Mathematically, it can be obtained as:

JDA =

∫ +∞

−∞
σEms
D (ω)σAbs

A (ω)dω (5.6)

where σEms
D (ω) and σAbs

A (ω) represent the fluorescence of the donor and absorption

cross-section of the acceptor, respectively, which account for the vibronic states pop-

ulated upon electronic excitation. It measures the resonance condition necessary for

efficient energy transfer, incorporating the overlap of electronic states modified by

vibrational interactions. It’s important to accurately estimate the donor-acceptor en-

ergy difference when computing the JDA functions from Franck-Condon calculations.

Spectral overlaps can be highly sensitive to this difference, and even a small deviation

in the excitation energies can lead to a large error in the computed rate.517
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5.2.2 Coupling Methods

The total excitonic coupling for singlet excitation energy transfer is composed of

Coulombic, exchange, and overlap contributions as shown in the equation 5.7.

V Total = V Coul + V Exch + V Ovlp (5.7)

The V Exch denotes the Dexter518-type excitonic coupling, which decays exponentially

and much faster than Coulomb at large distances between the donor and acceptor.

The overlap coupling519 arises from the overlap between donor and acceptor orbitals

and is often overlooked520–522 in its contribution to the total coupling. The primary

contribution to the total excitonic coupling comes from the Coulombic contribution.

Below, we provide a brief overview of some commonly used methods for computing the

Coulombic coupling, where the coupling can be determined from separate electronic

structure calculations on each of the monomers, allowing for scaling to large, multi-

chromophore systems.

5.2.3 Transition Densities

The transition densities are readily available from the solution of TDDDFT matrix

equations (using the eigenvectors). Transition density methods calculate electronic

couplings based on the Coulomb integral of transition densities of the donor and

acceptor molecules,507,519,523 as shown below:

V TD
DA =

∫ ∫
ρTD(r)

1

|r− r′|
ρTA(r′)drdr′ (5.8)

The transition density cube methods507 are some of the earliest attempts to compute

the Coulombic coupling using the transition densities of isolated donor and acceptor

molecules, where the transition density is represented on a grid (cube), transforming

the Coulomb integration to a sum over grid point values. This approach captures

the unscreened Coulomb interaction between the charge distributions associated with

the electronic transitions, making it suitable for short- and long-range interactions.

Transition density methods are particularly useful for systems where the dipole ap-

proximation is insufficient, such as in closely spaced chromophores or when dealing

with higher multipole moments.505,524,525 For typical dyes in RET processes, a value

of 125000 grid points is typically used to generate the transition density cube files.
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5.2.4 Transition Charges

The cost of computing the coupling from the transition densities can grow signifi-

cantly with the system’s size, as many grid points need to be included in the summa-

tion to approximate the coupling integral. Transition charge (TrCh) methods simplify

the calculation of electronic couplings by approximating the transition density as a set

of discrete charges.526–528 The change in the electron density in the transition is then

represented by point charges located at specific atomic positions, and the coupling is

calculated as the electrostatic interaction between these charges,

V TrCh
DA =

∑
i,j

qiDq
j
A

|Ri −Rj|
(5.9)

where qiD and qjA are the transition charges of the donor and acceptor, respectively,

and Ri and Rj are their atomic positions, see Appendix C.1.1 for the Python code.

The most commonly used method to compute the transition charges is Mulliken

population analysis.529–533 A more accurate form of the transition charges can be

obtained by fitting them to the electrostatic potential obtained from the transition

densities(TrEsp).526,528 The transition charge method provides a computationally

efficient way to estimate couplings, particularly for systems where full transition den-

sity coupling calculations may be impractical. However, the accuracy of this method

depends on the proper assignment of transition charges and their positions534,535 and

may fall short in accuracy at short distances.536,536

5.2.5 Transition Dipoles

The transition dipole moment coupling method is based on IPD approximation,

where the dipole-dipole interaction between the donor and acceptor molecules ac-

counts for the coupling between them. The coupling between two transition dipoles

µD and µA is given by the Förster resonance energy transfer (FRET) formula:

V DD
DA =

(
µD · µA

R3
DA

− 3(µD ·RDA)(µA ·RDA)

R5
DA

)
VDA =

1

4πϵ0

κ|µD||µA|
R3

DA

(5.10)

κ = cos θDA − 3 cos θD cos θA (5.11)
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where RDA is the vector connecting the donor and acceptor, and κ is the orientation

factor between the donor and acceptor’s transition dipole moments. θDA is the angle

between µD and µA, whereas θD and θA is the angle between transition dipole and

the RDA, see Appendix C.1.2 for the Python code. This method is suited well for

long-range interactions where the IPD approximation holds. It is widely used due

to its simplicity; note that the dipole vector is often approximated based on atomic

positions and the availability of experimental dipole moments. It is also the cheapest

computational method compared to the transition densities and transition charge

methods. At closer distances, the IDP approximation starts to break down, and the

accuracy of coupling values starts to decrease.504–506,508

5.2.6 Diabatization

Diabatization methods524,537,538 can be used to compute excitonic couplings in molec-

ular aggregates. These methods involve transforming adiabatic excited states (those

computed from electronic structure methods such as TDDFT on supramolecular

dimer systems) into diabatic states that resemble non-interacting isolated molecu-

lar excitations as closely as possible. The transformation is accomplished using an

orthogonal matrix, C, which connects the adiabatic Hamiltonian HAdia to the diabatic

Hamiltonian HDia:

HDia = CHAdiaC†, (5.12)

here, HAdia is a diagonal matrix with elements corresponding to the adiabatic excited

state energies EAdia
1 and EAdia

2 of the dimer. The off-diagonal elements of HDia rep-

resent the excitonic coupling V , while the diagonal elements are the diabatic energies

EDia
1 and EDia

2 .

The diabatic states ψDia
1 , ψDia

2 are constructed to maximize their similarity to the

excited states of isolated molecules. This involves solving the orthogonal Procrustes

problem539 to find the best transformation matrix C:

C = argminR ∥RµAdia − µISO∥F (5.13)

where | · ∥F denotes the Frobenius norm, µAdia are the adiabatic transition dipole

moments, and µISO are the transition dipole moments of the isolated molecules. The
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solution to this problem is given by:

C = UVT (5.14)

with U and V obtained from the singular value decomposition of M = µAdia(µISO)T .

Once C is determined, the excitonic coupling V can be calculated from the off-

diagonal elements of HDia, see Appendix C.1.3 for the Python code. Because full

molecular coupling (including polarization, exchange, and correlation) via a dimer

calculation is encoded in this diabatization procedure, these coupling values can serve

as the ground truth for comparing coupling values computed using other methods.

5.2.7 Environmental Factors

Environmental interactions play a crucial role in controlling the coupling in molecular

systems embedded in a condensed phase environment. The environment can directly

affect the transition density of each molecule and also act to screen the molecules

from each other, thus affecting the strength and nature of the interactions between

the transition densities/charges/dipoles of the molecules involved in energy transfer.

Traditionally, Förster theory employs a simple model to account for environmental

effects, using a dielectric screening factor derived from the refractive index of the

medium. Specifically, the coupling V Env
DA in Förster theory is given by:

V Env
DA ≈ 1

n2
V DD
DA , (5.15)

where n is the refractive index of the environment, which is related to the frequency-

dependent optical dielectric constant via ϵopt = n2. V DD
DA is the Coulombic coupling

via point dipole-dipole interaction term. This approach assumes a homogeneous and

isotropic environment, leading to a constant screening effect of
√

2.540 While this

approximation works reasonably well for simple systems, it often fails to capture the

complexity of biological environments where the dielectric properties can vary signif-

icantly at different spatial scales and orientations.519

Modern approaches incorporate detailed models of the environment to achieve more

accurate coupling calculations.519 One such method is the polarizable continuum

116



5.3. COMPUTATIONAL DETAILS Resonance Energy Transfer

model (PCM),299,300,302,541 which treats the solvent or surrounding medium as a po-

larizable dielectric continuum. This model accounts for the induced polarization of

the medium in response to the electronic states of the donor and acceptor, providing

a more nuanced description of the screening effect.542 The coupling in the presence

of a PCM is given by:

V TD
PCM =

∑
k

∫
ρTD(r′)

1

|r′ − sk|
qAPCM(ρTA(r))drdr′, (5.16)

where ρTD is the transition density of the donor, qAPCM are the surface charges induced

on the molecular cavity by the acceptor’s transition density, and sk are points on the

cavity surface.

Another technique involves using polarizable molecular mechanics (MMPol) embed-

dings, where the environment is modeled atomistically with fixed charges and polar-

izable sites.543–545 This approach allows for the explicit inclusion of environmental

heterogeneity, capturing local variations in dielectric properties and providing a de-

tailed picture of how the environment modulates the electronic coupling. The MMPol

method calculates the coupling as follows:

VMMPol = −
∑
l

∫
ρTD(r′)

(r − rl)

|r − rl|3
µA
MMPol(ρ

T
A(r))drdr′, (5.17)

where µA
MMPol are the dipoles induced by the acceptor’s transition density at polar-

izable sites rl.

5.3 Computational Details

Initial results are presented here from sampling chromophore-solvent configurations

for the NR-NBD system, where we perform two kinds of MD sampling as described

below.

117



5.3. COMPUTATIONAL DETAILS Resonance Energy Transfer

5.3.1 Configuration Sampling

Fixed Chromophores with Solvent Dynamics

We performed a series of fixed-orientation molecular dynamics (MD) simulations

to investigate how explicit solvent molecules impact the computed coupling. Figure

5.1 shows the selected orientations for three fixed chromophore MD simulations. In

orientation A, the donor NBD is aligned perpendicular to the plane containing the

acceptor NR. In orientations B and C, both donor and acceptor molecules are parallel

to each other. However, in orientation B, the NH2 and N(CH2CH3)2 groups and

the ring oxygen atoms face each other while they are flipped for orientation C. In

resonance energy transfer conditions, the energy levels of the excited state of NBD

closely match the ground state energy of the NR molecule, making them a perfect

donor-acceptor pair. In these simulations, the dyes were individually optimized and

then positioned at fixed distances from each other. To set up the initial system,

we used Amber’s GAFF2 forcefield to optimize the dyes and solvents in an implicit

solvent environment. During the MD trajectory, a strong restraint was applied to the

coordinates of these dyes to keep them fixed while the solvent was allowed to move

freely.

The dyes were positioned in a pre-equilibrated box, so the minimization step was

omitted. The system was gradually heated at a rate of 10K per 1000 steps until it

reached 300K. Following the heating, we performed a pressure equilibration process

until the system reached a density equilibration and an average pressure of 1 atm.

The production run was conducted in the NVT ensemble and a Langevin thermostat

with a collision frequency of 3 ps−1 was used throughout the dynamics to maintain

the temperature.

No Restraint Ab initio Molecular Dynamics

We conducted another molecular dynamics simulation in which the donor and ac-

ceptor molecules were placed together starting at a distance of 5 Åbut were allowed

to move freely. The initial equilibration process was similar to the first approach.

However, for the production run, we employed an ab initio molecular dynamics
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Figure 5.1: Pictorial representation of three fixed orientation dynamic solvent MD
simulations

(AIMD) simulation where both donor and acceptor molecules were treated quantum-

mechanically using the CAM-B3LYP method and 6-31G(d) basis set. This approach

did not account for the dispersion interactions. However, dispersion interactions are

one of the key interactions in the NBD-NR dyad. We plan to compare the effect

of this crucial interaction with AIMD simulations where the dispersion interactions

are included with a standard Grimme D2/D3 approach. The solvent molecules were

treated with molecular mechanics via an electrostatic embedding approach. We dis-

carded the first 10 ps of the trajectory to allow the system to equilibrate and then

used the remaining trajectory to extract uncorrelated snapshots, separated by 250 fs.

These snapshots were used for computing the orientation factor between the donor

and acceptor molecule.
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5.3.2 Electronic Structure Calculations

For vertical excitation energies, transition densities, transition dipole moments, and

transition charges with both Mulliken population analysis and restrained electro-

static potentials (RESP), we used Gaussian16. The Merz-Kollman (MK) and ChelpG

schemes were used to compute the transition charges between the ground and the S1

excited state. To model implicit solvent effects on resonance energy transfer, the

integral equation formalism for the polarization continuum model (IEFPCM)298–302

was used as implemented in Gaussian16.297

5.4 Preliminary Results and Discussion

In the next section, we show the value of the orientation factor computed for each

snapshot obtained from the no-restrains AIMD simulation. Additionally, we compare

the Coulombic coupling values computed using the transition density, charge, and

dipole methods. We show results for the NBD-NR system in an implicit and explicit

DMSO solvent environment and the CV+ dimer in a vacuum and implicit water

solvent.

5.4.1 Orientation Factor from the AIMD simulation for NBD-

NR in DMSO

The orientation factor, if determined incorrectly, could affect the rate of energy

transfer by at least a magnitude, especially in systems where the chromophores are

embedded in protein cavities and likely have restricted rotations. Both NBD and NR

were placed in the same box and allowed to rotate freely during the AIMD. The uncor-

related snapshots were obtained at a time separation of 250 fs. Instead of calculating

the transition dipole moments for each snapshot, Atoms N1 and N4 in NBD and C21

and C31 in NR were selected as proxies for the transition dipole moments(see Figure

5.2). This choice was based on the observation that the transition dipole moment is

parallel to the vector connecting these atoms when visualized. Figure 5.2 displays

the resulting orientation factor throughout the trajectory. We observe that during

the first 60 snapshots (corresponding to ∼6.0 ps), the orientation factor increases,
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Figure 5.2: Distribution of the orientation factor between NBD and NR in DMSO
solvent. The atoms in N1 and N2 in NBD and C21 and C31 in NR are chosen as proxies
for the transition dipole moments. The dashed-blacked line represents the standard
isotropic value of the orientation factor; the red dashed line represents the average
value computed from the snapshots along the entire trajectory; the blue dashed line
represents the average value computed after the 70th snapshot.

Figure 5.3: Distribution of the orientation factor between NBD and NR in DMSO
solvent as a function of distance.
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leveling off and oscillating after 70 snapshots. Upon analyzing the trajectory, we see

that during the first part of the trajectory, the NR and NBD chromophores drift away

from each other, going from ∼7.0 Å to ∼8.0 Å by the 70th snapshot, see Figure 5.3.

Computing the average value of the orientation factor for the entire trajectory gives

a value of just over 0.36, less than the traditionally assumed value of 2/3. However, if

we compute the average value over snapshots 70-230, we obtain a value of 0.45, a bit

closer to the 2/3 value. This work shows that if chromophores are at closer distances,

their interaction with each other affects their relative orientation, resulting in a value

that does not agree with the value obtained in an isotropic limit. Thus, our work

shows that the assumption of the 2/3 value may not hold below inter-chromophore

distances of ∼8.0 Åand likely breaks down. However, as the dyes start to drift away

from each other, we see an increase in the orientation factor value, potentially reaching

the isotropic value with sufficient sampling. The distance at which the chromophores

no longer interact is likely dependent on the magnitude of their transition dipoles and

the ability of the environment to screen them from each other.

Given our analysis here of the orientation factor, it would be interesting to compare

our findings to an MD simulation of the same system with dispersion interactions

included in the MD Hamiltonian. The orientation factor may also vary with the

strength of the solvent interaction, which may be another interesting direction to

examine.

5.4.2 Coupling between NBD-NR in DMSO

We next analyze the coupling between NBD and NR in DMSO solvent. Using op-

timized structures, we use orientation B across various distances from the donor’s

geometric center to the acceptor’s geometric center. Note, for the NBD-NR system,

we were unable to calculate the couplings in a vacuum as the first excited state (S1)

of NBD is dark in a vacuum but becomes bright when the chromophore is solvated.

We examine both implicit and explicit solvent models of DMSO. The implicit solvent

is simulated using the IEFPCM solvent model, whereas our explicit solvent configu-

rations are obtained from our fixed orientation chromophore MD simulations. For the

explicit solvent calculations, when computing the excited state properties of one dye
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Figure 5.4: Comparison of Coulombic coupling calculated using the transition den-
sities cube, Mullliken transition charges, and transition dipole moment methods for
orientation B of NBD-NR in a) implicit and b) explicit QM/MM DMSO solvent.

with QM, the other dye and the solvent molecules are included in the QM calcula-

tion as electrostatically embedded fixed MM point charges. Note that only the donor

position changes as the distance varies. The transition densities, Mulliken transition

charges, and transition dipole moments are computed from the isolated molecules,

with either the PCM model or the MM point charge model for the environment. The

transition charges are multiplied by a factor of
√

2 so that the transition dipole can

be reproduced and a proper comparison between the coupling values can be made.

In Figure 5.4 a), we show the computed coupling values for NBD-NR in DMSO

implicit solvent using three different methods for the Coulombic coupling. As the

distance exceeds 10 Å, the coupling rapidly decreases, and all three methods predict

similar coupling values approaching zero. We observe that the ideal point dipole ap-

proximation breaks down at distances closer than 7 Å. At these shorter distances,

coupling values obtained from the transition dipole moments are significantly overes-

timated compared to those from more accurate transition density cube and transition

charge methods.

The strong agreement between the transition charge method and the transition den-

sity cube method indicates that the atomic charge representation of transition den-
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sities produces similar results as if they were derived from the transition densities

themselves. This agreement remains even at the closest distance of 3.3 Å. With this

good agreement and the lower computational cost of evaluating the coupling com-

pared to using transition densities, these transition charges present a promising way

forward.

Next, we compare the Coulombic coupling values computed in the explicit point

charge solvent environment for MD snapshots for NR-NBD in orientation B at dif-

ferent distances for the geometric center between the dyes, see Figure 5.4 b). For

these initial results, the coupling values are computed from the last snapshot ob-

tained from the MD simulations for a given distance (future work will sample over

multiple snapshots to ascertain the range of values obtained across different solvent

configurations). We computed the excited state properties of each dye by employing

a QM/MM model, where the excited state properties of one dye are treated with QM

and we consider the other dye and the solvent as fixed MM point charges. Unlike

the implicit solvent coupling, here we only compute the coupling for a few distances

because each data point is a separate MD simulation, making it a relatively expen-

sive calculation. However, these data points are varied enough to provide the effect

of distance on the coupling values for dyes embedded in the point charge environment.

Figure 5.4 b) compares the coupling values computed using the same three Coulomb

interaction methods. We once again observe a closer match between the coupling

values calculated using the transition density cube and transition charge methods.

Comparing the coupling values to those obtained in an implicit solvent, it’s evident

that the implicit solvent coupling values are much smaller than the values computed

with the explicit solvent environment with point charges. This large difference could

be attributed to the presence of mutual polarization in the PCM models but missing

in an electrostatic embedding environment.

We find that the coupling values calculated using the QM/MM transition dipole

moments are significantly overestimated even up to a distance of 15 Å in the explicit

point charge environment. At distances smaller than 15 Å, the values are excessively
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large, on the order of 106 cm−1, and consequently, they are not displayed alongside

the smaller coupling values predicted using transition densities and transition charges.

The very large discrepancy between the transition dipole and transition charge/den-

sity methods suggests that the dipole representation is no longer accurate within the

point charge environment and that higher-order moments must be considered to com-

pute a reasonable coupling.

Analyzing the couplings for the transition charge and density methods, we see that

the decrease in the coupling values is not as smooth as a function of distance as

was observed in the implicit solvent. Upon investigation of the positions of solvent

molecules around the chromophore, we attribute the lack of decrease to the absence of

solvent between the NBD and NR molecules. The DMSO solvent is relatively bulky,

and throughout the simulation, where NBD and NR are fixed at 7.0 Å , we do not

observe any DMSO molecules between them. Due to the missing interaction from

neighboring dye and DMSO solvent, the molecules are partly solvated and partly

exposed to the vacuum. This issue leads to a change in the oscillator strength, tran-

sition dipole moments, and transition charges of both dyes and is the likely reason

why the decrease in the coupling values is not smooth. We plan to investigate this

issue with the solvent molecule geometries to resolve this discrepancy in the expected

coupling behavior.

Another issue we potentially face when two chromophores are in the vicinity of each

other is charge transfer and polarization-induced state mixing/swapping. Figure 5.5

a) and b) track the oscillator strength of NBD and NR in the QM/MM point charge

environment as a function of distance, respectively. Additionally, Table 5.1 tracks

the changes in oscillator strength and vertical excitation energies of both molecules

in comparison to the values of the isolated molecules in an implicit DMSO solvent.

For NR, the S1 state is the bright state of interest for distances up to 8 Å and after

8 Å, thus it can be used for calculating the properties of the excited state. However,

at 8Å, the bright state swaps to S2. We also see that there is substantial state

swapping for NBD. Although S1 remains an allowed transition, other states either

become equally bright through intensity borrowing or have more oscillator strength

125



5.4. PRELIMINARY RESULTS AND DISCUSSION Resonance Energy Transfer

Figure 5.5: Oscillator strength of the first four excited states of a) NBD and b) NR
as a function of distance in MM point charge environment

than S1. Thus, the default procedure of choosing the lowest energy excited state

can be quite problematic with state swapping, motivating the development of a more

rigorous approach to choosing the bright state of interest, which we are planning to

explore in the near future.

5.4.3 Coupling between CV+ dimer

Author Contribution: The results of the Coulombic coupling for the CV+ dimer

were obtained by Sayan Adhikari, who is a contributor to the current project. I am

utilizing these findings to showcase the effectiveness of various coupling methods for

a charged system and to compare their relative performance.

Similar to our analysis of the Coulombic couplings of NR-NBD, we next analyze

the couplings for the CV+ dimer at various distances using the same level of theory,

where the total system has a charge of +2. Unlike NBD, CV+ retains its bright state

in both vacuum and solution, allowing a comparison of the method in both vacuum

and implicit solvent environments.

Figure 5.6 shows the comparison between Coulombic coupling values for CV+ dimer

in a stacked configuration (shown in the plot inset) in vacuum and implicit water sol-
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Table 5.1: The trend of oscillator strength and vertical excitation energies of NBD
and NR as a function of distance in a QM/MM point charge environment

Distance
RDA [A]

NBD
Osc. Str

NBD
Ex. Energy [eV]

NR
Osc. Str

NR
Ex. Energy [eV]

3.5 0.1366 3.0560 1.1962 2.9864

4.0 0.3048 3.3834 1.1521 2.9870

4.5 0.1458 2.9226 1.0077 3.1398

5.0 0.2002 3.2957 1.0588 3.0567

7.0 0.3294 3.3542 1.2940 2.8519

8.0 0.1988 3.3656 0.0102 2.9839

10.0 0.1752 3.0395 1.1326 2.8455

15.0 0.2648 3.2237 1.1669 3.0059

20.0 0.3463 3.3233 1.2009 2.8858

vent. A quick comparison between coupling values from the transition dipole moments

in both vacuum and implicit shows that at distances less than 10 Å, the coupling val-

ues are overestimated more so in the implicit solvent as compared to the transition

density cube and transition charges methods. This observation shows that the IDP

approximations breakdown at those distances, leading to unphysically large coupling

values.

When comparing coupling values obtained from the transition density cube and tran-

sition charge-based methods, we observe that the coupling values are slightly lower

in vacuum compared to implicit solvent, indicating that the polarization provided by

the solvent environment increases the coupling. For both environments, we see that

for distances less than 10 Å, the coupling values are slightly different for the two

methods, with the transition charge method predicting slightly higher values than

the transition density cube method. This contrasts with the trend observed for the

NBD-NR system in DMSO, where there was very good agreement for the transition

charge and transition density cube method. We hypothesize that the reason for the

poor agreement is the quality of transition charges for a charged system.

Charges obtained by fitting them to the electrostatic potentials (ESP) through ac-
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Figure 5.6: Comparison of Coulombic coupling calculated using the transition densi-
ties cube, Mulliken transition charges, and transition dipole moment methods for a
parallel orientation CV+ dimer in a) vacuum and b) implicit water solvent.

curate Merz-Kollman and ChelpG schemes provide an avenue for improving charge

accuracy. These schemes are commonly used for force field parameterization. Cur-

rently, these schemes are not implemented in standard codes for use with charged

systems. We plan to address this limitation by fitting the charges on the ESP while

ensuring the total transition charge is zero and we are currently working on develop-

ing this computational procedure.

Based on the analysis of the two systems in this chapter, we found similar perfor-

mance of the transition density cube and transition charge-based methods. For NBD-

NR, the transition charge-based method offers reduced computational cost without

significantly sacrificing accuracy. The coupling values computed using the transition

dipoles for both systems are significantly overestimated at closer distances, leading to

the breakdown of the IPD approximation. Future work where we account for solvent

screening may improve the IPD approximation.

5.5 Next Steps

In the upcoming analysis, we intend to incorporate the coupling values obtained

from the diabatization approach and compare them with the results obtained from
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implicit and explicit solvent simulations.

Furthermore, we will expand our calculations of the coupling values for the CV+

dimer system to explicit solvent conditions. For the NBD-NR system, we will also

determine the coupling values in acetonitrile and chloroform solvents to examine the

influence of different solvents on the coupling values and extend our analysis to A and

C chromophore orientations. Finally, we plan to calculate the coupling values from

restraint-free AIMD simulations, averaging over multiple configurations, and compare

the relative accuracy of these methods with each other and with supramolecular

methods.

5.6 Conclusion

The results presented in this chapter pertain to the NBD-NR and CV+ dimer sys-

tems. We examined the influence of local configuration on the orientation factor.

While the average orientation factor closely resembles the isotropic value for larger

NBD-NR distances, our analysis emphasizes the impact of the local environment and

relative chromophore distance on the energy transfer between these molecules.

We also investigated the impact of implicit solvent and point charge explicit solvent

models on the Coulombic coupling values derived from various methods. In compar-

ison to the explicit solvent, the implicit solvent predicts lower Coulombic coupling

values, albeit at distances greater than 10 Å, where the values align. For NR-NBD,

Coulombic coupling values computed using the Mulliken transition charges closely

match those computed using computationally expensive transition density cube meth-

ods in both explicit and implicit solvents at a fraction of the computational cost.

However, at shorter distances of less than 5 Å, the coupling values from the TDC

and TrCh methods begin to diverge, as the localized atomic charge point misses the

interaction from the three-dimensional transition densities at close distances.

Additionally, the Coulombic coupling values computed using the transition dipole

moments of the molecules exhibit significant exaggeration, particularly when com-
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puted in an explicit MM solvent environment. Beyond 10 Å, the Coulombic coupling

calculated from the transition dipole begins to follow the trends observed in the TrCh

and TDC methods. At distances exceeding 10 Å, the point dipole approximation be-

comes valid, and the transition dipoles yield results similar to those obtained from

the transition charges or transition densities.

5.7 Future Outlook

This project is still ongoing, and we anticipate more results in the near future. We

are committed to getting this project to publication.
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Chapter 6

Uncharted Frontier for Relative

Binding Free Energy Using Hybrid

QM/MM Methods

This chapter explores the application of hybrid QM/MM methods for predict-
ing ligand binding affinities to Brutons Tyrosine Kinase (BTK). It investigates
various computational approaches and compares their effectiveness against ex-
perimentally determined inhibition constants (Ki). The study assesses three
QM/MM regions with varying extents of quantum mechanical treatment and
finds that including a more significant portion of the protein environment in
QM calculations significantly improves prediction accuracy. The chapter con-
cludes that hybrid QM/MM methods hold great potential for predicting ligand
binding affinities. Still, careful consideration of QM/MM boundaries and the in-
clusion of a substantial region of the protein environment are crucial for achiev-
ing accurate and reliable results. The insights gained from this study provide
a foundation for future work, emphasizing the need for comprehensive models
that account for the complex interactions within the protein-ligand binding site.

6.1 Introduction

Bruton’s Tyrosine Kinase (BTK) is a crucial enzyme in the immune system’s sig-

naling routes, playing a vital role in the growth and functioning of B-cells.546,547 It

belongs to the Tec family of non-receptor tyrosine kinases and is required for B-cell

receptor (BCR) signaling, impacting various aspects of B-cell growth, differentiation,
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Figure 6.1: Bruton’s tyrosine kinase (BTK) with GDC-0853

and response.548–550 Irregularities in BTK signaling can lead to immune deficiencies or

contribute to the development of autoimmune diseases and cancers. BTK malfunction

is closely connected to several hematologic malignancies, including Chronic Lympho-

cytic Leukemia (CLL)551,552 and Mantle Cell Lymphoma (MCL).553,554 Overactivity

or unregulated activity of BTK can contribute to the survival and multiplication of

malignant B cells, making it a focus of interest in targeted therapies for immune dis-

orders and malignancies.

Over the years, several BTK inhibitors have been developed, offering new therapeu-

tic options.555–562 Ibrutinib, a first-generation inhibitor, has shown efficacy against

various B-cell malignancies.555,563 Following this, more selective and potent inhibitors

like Acalabrutinib564 and Zanubrutinib565 have been developed, aiming for better ef-

ficacy and fewer side effects.

It is important to understand the thermodynamic characteristics of how a drug binds

to its molecular target in order to develop new treatments. This process aims to deter-
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mine the way the drug binds and to calculate the energy involved in the binding. Ex-

perimental techniques, such as measuring dissociation constant, inhibition constant,

EC50, IC50, Ki, and kinetic rate, can provide this information, but they are often

time-consuming and expensive. Computational methods offer a valuable alternative

for calculating binding free energies, providing a less labor-intensive option compared

to traditional experimental approaches. These methods vary in computational cost

and complexity and include single-structure approaches, endpoint methods, and al-

chemical transformation methods.566–568

The single structure approach, which incorporates quantum mechanics (QM) calcu-

lations, is one of the simplest methods.569–572 This approach uses single structures

obtained from crystal structures, docking, or geometry optimization.573 Although

approximate, it is computationally efficient and does not require extensive confor-

mational sampling. Endpoint methods, such as MM/PBSA and MM/GBSA,574–576

perform conformational sampling of the protein-ligand complex, the isolated protein,

and the ligand, potentially leading to improved free energy estimations compared to

single-structure approaches.

Typically, single structure and endpoint methods serve as initial filtration stages to

discard less potent compounds. Once a subset of lead compounds is identified, more

computationally expensive methods can be employed. Alchemical methods, like Free

Energy Perturbation (FEP)577,578 and Thermodynamic Integration (TI),579–581 offer

more accurate relative free energy calculations by morphing two similar compounds

through multiple intermediate steps. These methods reduce the entropic cost of cal-

culating binding energies, leveraging the state-function nature of free energy to choose

efficient intermediate steps. The free energy from these two methods can be obtained

as:

∆GFEP
BA = GB −GA = −kBT ln

∫∫
e−HB/KBT∫∫
e−HA/KBT

∆GTI
BA =

∫ 1

0

dG(λ)

dλ

(6.1)

When using single-structure methods to calculate binding free energies, the accuracy
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Figure 6.2: Pictorial representation on how to calculate relative binding free energies.
The image is adapted from Relative protein-ligand binding free energy Website

can be compromised due to the lack of consideration for conformational sampling.571

These methods rely on the choice of theory, either molecular mechanics (MM) or

quantum mechanics (QM), to compute relative energy terms. One way to improve

accuracy is to use hybrid QM/MM methods.375,582 These methods are considered re-

liable for accurately modeling and studying complex system.583 They are effective for

studying ligand binding,584–586 structural mechanisms,587 reaction mechanisms,588,589

and spectroscopic properties.147,590,591

In this study, we use a hybrid QM/MM-based single-structure method to compute

the ligand binding free energy of BTK inhibitors. These computational results are

then compared with experimentally determined inhibition constants (Ki) from a re-

cent study by Crawford et al. at Genentech on GDC-0853 inhibitors.592 GDC-0853, a

promising non-covalent BTK inhibitor, is highlighted for its specificity and favorable

pharmacokinetic properties in treating oncological and autoimmune diseases.
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6.2 Theoretical Details

The ligand-binding free energy is the difference between the bound and unbound

protein-ligand complex and can be computed using the equation 6.2. If the relative

geometrical difference (number of rotatable bonds, for example) between ligands is

minimal, generally, the entropic term, ∆S in the equation 6.4, is assumed to be zero.

This assumption allows us to calculate the relative free energy, which is the free en-

ergy difference between the free energy of two ligands bound to the same protein, as

seen in the pictorial representation 6.2.

∆G = ∆H − T∆S (6.2)

if ∆S = 0, equation 6.2 reduces to:

∆G = ∆H = ∆E (6.3)

ddG = dGLigA − dGLigB (6.4)

Since our computation of relative free energies is from a single structure QM/MM

procedure, we will be computing free energies as a sum of strain, interaction, and

solvation energies as shown in equation 6.5,

ddG = ddGsolv + ddGstrain + ddGint (6.5)

where ddGsolv, ddGstrain, and ddGint are the relative solvation energy, ligand strain

energy, and protein-ligand interaction energy, respectively. We can obtain the values

of these energies using equation 6.6, 6.7, and 6.8, respectively.

ddGsolv = ddGgas
Ligopt

− ddGsolvent
Ligopt (6.6)

ddGstrain = ddGcomplex
Ligopt

− ddGgas
Lig (6.7)

ddGint = ddGcomplex
Ligopt

− ddGsolvent
Ligopt (6.8)

where, ddGgas
Ligopt

is the energy of the locally optimized ligand in vacuum, ddGsolvent
Ligopt

is

the energy of the optimized ligand in solvent phase, and ddGcomplex
Ligopt

is the energy of

the optimized docked ligand bound to the protein.
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Figure 6.3: BTK inhibitors selected for computing the ligand binding relative free
energy calculations

6.3 Computational Details

6.3.1 PDB Structure preparation and Docking

The X-ray crystal structure of the BTK protein with PDB-id: 5VFI bound to ligand

GDC-0853 was obtained from the RCSB protein data bank. The protein structure is

shown in Figure 6.1. The initial cleaning and preparation of the protein structure were

carried out using the Molecular Operating Environment (MOE) structure preparation

tool.593 To conduct relative ligand binding free energy calculations, we selected 14

ligands from the 34 potent ligands listed in the study by Crawford et al.592 These

chosen ligands were modified to adjust nonbonded interactions in the protein pocket,

enhance hydrogen bonding between the core ring and protein residues, and have

stereochemical influence from modifying the solvent-exposed region, see Figure 6.3.
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The ligands were modeled into the protein cavity using MOE. Each ligand was mod-

ified manually, and then the geometry was relaxed using the MMFF94 forcefield594

with generalized Born solvation model.595

6.3.2 MD Simulations with OpenMM

Molecular dynamics (MD) simulations were performed to study the interactions

between BTK protein (PDB ID: 5VFI) and its potent, selective, and noncovalent

inhibitors. The simulations were carried out using the OpenMM molecular simula-

tion toolkit,596 leveraging GPU acceleration for enhanced computational efficiency.

The initial protein-ligand complex was prepared based on the crystal structure of

BTK bound to GDC-0853 (PDB ID: 5VFI). The AMBER force field. ff14sb,597 was

employed for the protein, while the GAFF363 force field was used for ligands. The

system was solvated using the TIP3P water model598 with a cubic box of dimensions

7 X 8 X 7 nm. Counter-ions were added to neutralize the system, and physiological

salt concentration was maintained.

The MD simulation protocol consisted of several stages: energy minimization, heat-

ing, equilibration, and production. All simulations used periodic boundary conditions

with a non-bonded cutoff of 10.0 A. The Particle Mesh Ewald (PME)599 method was

employed to treat long-range electrostatic interactions, with an error tolerance of

0.0005. Hydrogen bonds were constrained using the SHAKE algorithm,600 allowing

for a time step of 1 femtosecond throughout the simulation. The system underwent

energy minimization for up to 10,000 steps or until the root-mean-square deviation

(RMSD) of energy converged to 10−3. This step was crucial to remove any unfavor-

able contacts and to relax the system to a lower energy state.

Following minimization, the system was gradually heated from 5 K to 300 K over a

period of 60 picoseconds in the NVT ensemble. This slow heating process, divided

into 60 steps with temperature increments of 5 K each, allowed for proper system

equilibration to the rising temperature. A Langevin thermostat with a default fric-

tion coefficient of 2.0ps−1 was used to control the temperature. After heating, the
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system was equilibrated at constant pressure (1 bar) and temperature (300 K) in the

NPT ensemble for 100 ps. The pressure was regulated using a Monte Carlo barostat.

This step allowed the system to adjust its volume and reach the appropriate density

under physiological conditions. The production MD simulation was conducted in the

NVT ensemble at 300 K for a total of 1 nanosecond. The simulation employed the

same Langevin thermostat601 as in the heating phase. Trajectory data was saved

every 1 ps, resulting in 1000 frames for subsequent analysis.

Throughout the simulation, various properties were monitored and recorded, such

as Energy components (total, potential, and kinetic energy), temperature, and pres-

sure. These data were collected at intervals of 1 picosecond and saved in CSV format

for further analysis. The simulations were performed using CUDA-enabled GPUs to

accelerate computations. The CUDA precision was set to mixed precision to balance

accuracy and performance. Checkpoint files were saved at regular intervals to en-

sure the continuity of simulations and safeguard against potential hardware failures.

These files contain all the necessary information to restart the simulation from the

last saved point if needed.

6.3.3 QM/MM Optimization and Energy Calculations with

OpenMM-Terachem

After completing the MD simulations, we obtain a final snapshot of the equilibrated

system. This snapshot is then used to calculate relative free energies, solvation

energies, and strain energies. To energy and optimize the geometry, we used the

OpenMM-TeraChem296 interface. We employed density functional theory with the

ωPBE functional602,602,603 and a 6-31G(d) basis set with dispersion correction. ωPBE

DFT functional was chosen to mitigate the charge transfer problems present in the

traditional DFT. For the solvent effect, we used the COSMO604,605 implicit water

model as implemented in TeraChem and obtained the solvation energies as described

in equation 6.6.

To carry out a systematic analysis of the impact of the protein region on the free
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energies, we divided the protein and ligand region into three categories; a pictorial

representation of the selection process is shown in Figure 6.4. The regions were carved

out in a way that avoids disrupting conjugation between atoms. The single bonds

that were then chopped after carving the region of interest were capped using the

hydrogen atoms.:

1. Region-1: In this selection, we only treat the ligand with quantum mechanics,

and the remainder of the system is treated as a point charge environment. The

point charges for the protein and water molecules are derived from the ff19sb

Amber force field and TIP3P water model.

2. Region-2: In this selection, the ligand, the protein residues, and water molecules

making the hydrogen bond with the ligand are treated quantum mechanically,

and the remainder of the system is still a point-charge environment.

3. Region-3: In this selection, we go a little further and include around 10A of

the surrounding environment; however, geometry optimization is done with the

MMFF94 force field, and energies are computed using QM. However, no other

region of the protein was added.

6.4 Preliminary Results and Discussion

In this section, we will discuss some preliminary free energy results from all four

regions and compare them with the associated inhibitory constant, Ki. We will

examine how the environment around the ligands affects their potency and, in the

end, will provide some recommendations and conclusions.

6.4.1 Impact of QM Region on Free Energies

Region 1: QM Ligand and Point Charge Environment

In region-1, see Figure 6.5; our goal was to evaluate the effectiveness of 14 different

ligands in binding to BTK by calculating their relative binding free energies (RBFEs)

using a hybrid QM/MM approach. This analysis focused on the first region, where
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Figure 6.4: Pictorial representation of the selection process for choosing the protein-
ligand environment region for calculating relative binding free energy. Each region
represents a part of the system treated with QM (quantum mechanics) and MM
(molecular mechanics). The size and complexity of the selected region increase as we
move from region 1 to region 2.
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only the ligand was treated quantum mechanically (QM), and the rest of the system

was represented by a point charge environment. We compared these RBFEs with

experimentally determined inhibitory constants (Log Ki) to assess whether computa-

tional methods can effectively screen for ligand binding affinity. We obtained a final

equilibrated snapshot for each ligand from the all-atom MD simulation. We opti-

mized the geometry using the Terachem-OpenMM interface with the wPBE density

functional theory (DFT) functional, 6-31G(d) basis set, and Grimme’s D3 dispersion

correction. We also computed solvation, interaction, and strain energies using the

same level of theory.

Figure 6.6 shows the R2 value of 0.245 indicates no correlation between the com-

Figure 6.5: Region-1: Only the ligand is treated using quantum mechanics, while the
rest of the system is treated as a point-charge environment.

putationally derived RBFEs and the experimentally determined Log Ki values. This

suggests that the current QM treatment of the ligand within a point charge environ-

ment is not adequate for accurately predicting ligand binding affinities. The wide

scatter of data points, significant deviations from the regression line, and the low R

value highlight that predicting ligand binding affinities is more complex than what

this simplistic model can capture. The model does not account for these complexi-

ties, resulting in poor predictive performance. This suggests that the current model

oversimplifies the system by treating the protein and surrounding water as mere

point charges. Such electrostatic interactions alone cannot sufficiently represent the

complexity of the binding environment, leading to inaccurate predictions. It implies

that more comprehensive models that include significant portions of the protein and

explicit solvent interactions are required for better prediction accuracy.
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Figure 6.6: Region 1: Correlation of inhibitory activity with ligand binding free ener-
gies when only the chromophore is treated quantum mechanically and the remainder
of the system is treated like a point charge environment

Region 2: QM Ligand plus hydrogen-bonded residues with Point Charge

Environment

Figure 6.7 shows the second region, the ligand, protein residues, and water molecules

that form hydrogen bonds with the ligand are treated quantum mechanically (QM),

while the rest of the system is in a point-charge environment. The same level of

theory was used as in Region 1.

The R2 value of 0.0376, as shown the Figure 6.8 indicates an even weaker correlation

Figure 6.7: Region-2: The ligand and hydrogen-bonded residues are treated using
quantum mechanics, the remaining system as point-charge environment.

between the computationally derived RBFEs and experimentally determined Log Ki
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values compared to Region 1. This suggests that even with the inclusion of hydrogen-

bonding interactions, the model does not significantly improve predictive accuracy.

Despite including hydrogen-bonded residues and water molecules in the QM region,

the predictive capability did not improve significantly. Hydrophobic and Van der

Waals interactions likely play a more significant role in binding affinity, as the inner

pocket of the protein only stabilizes the ligand via pi-pi stacking and non-bonded

interactions. The current model’s simplicity fails to encapsulate the diverse range of

interactions influencing ligand binding. A more comprehensive approach considering

additional protein regions and explicit solvent interactions is necessary.

Figure 6.8: Region 2: Correlation of inhibitory activity with ligand binding free en-
ergies when the chromophore and the hydrogen bonding protein residues are treated
quantum mechanically and the remaining system is treated like a point charge
environment

Region 3: QM Ligand plus residues within 10A and salt bridges with Point

Charge Environment

The final part of our study on BTK binding affinities includes a larger QM region,

encompassing approximately 10 of the surrounding environment without includ-

ing any other region of the protein environment, see Figure 6.9. However, we use

the MMFF94 force field for geometry optimization and compute energies using the
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wPBE/6-31G(d)/DE level of theory.

Figure 6.9: Region-3: An area of 10A region within the geometric center of the ligand
is treated quantum mechanically for relative binding free energy calculations, and the
rest of the system was discarded

The R2 value of 0.669 significantly improves the correlation between the computa-

tionally derived RBFEs and experimentally determined Log Ki values compared to

the previous regions. This indicates that including a larger QM region and choosing

a specific geometry optimization method have positively impacted the accuracy of

the model. Generally, RBFEs are highly sensitive to the positions of the coordinates

and their local minima. Without proper QM optimization, the results are prone to

inaccuracies due to the static nature of a single snapshot. Using a single snapshot

fails to account for conformational flexibility and dynamic interactions. Implement-

ing conformational sampling and averaging over multiple configurations would likely

yield more reliable and convergent RBFEs.

Conducting QM energy evaluations on the x-ray crystal structure without QM opti-

mization has demonstrated a more straightforward yet effective approach. However,

the success of the method also highlights the importance of selecting an appropriate

QM region. This selection of the QM region can serve as a benchmark for accurate

RBFE calculations.

144



6.4. PRELIMINARY RESULTS AND DISCUSSION Internship

Figure 6.10: Region 3: Correlation of inhibitory activity with ligand binding free en-
ergies when the chromophore and about 10 Angstrom of protein regions are treated
quantum mechanically and the remaining system is treated like a point charge
environment

Affinity Ranking

Using the results obtained from Region 3, we generated an affinity ranking plot,

see Figure 6.11, showing the contributions of different energy terms to the total free

energy (ddE) for each ligand. The plot helps identify which interactions significantly

influence the relative binding free energies (RBFEs) and provides a means to rank-

order the ligands based on their predicted binding affinities.

The plot displays the contributions of four energy terms:

1. Strain Energy ddEStrain: The energy cost of distorting the ligand to fit into

the binding site computed using equation 6.7. The orange bars indicate the

strain energy contributions. Generally, these contributions are relatively small

compared to the other energy terms. This suggests that the ligands do not

undergo significant distortion upon binding, implying that the binding site is

accommodating to the ligands’ conformations.

2. Solvation Energy ddESolv: The change in solvation energy upon binding com-
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Figure 6.11: Affinity ranking of ligands: The blue histograms display the ordering of
ligands based on their relative solvation energies. The orange histograms represent
the ordering of the relative strain energy of ligands. The purple histogram illustrates
the relative interaction energies, while the dark green histogram shows the relative
binding free energies of the ligands. For the relative rank ordering, ligand 12 was
chosen as the reference due to its higher potency.
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puted using equation 6.6. The blue bars represent the solvation energy contri-

butions. These contributions vary across ligands but are significant in deter-

mining the binding affinity. Ligands with more favorable (negative) solvation

energies, such as Lig9, Lig8, and Lig15, indicate that desolvation upon binding

contributes positively to their binding affinities.

3. Interaction Energy ddEInt: The direct interaction energy between the ligand

and the protein computed using equation 6.8. The magenta bars show the in-

teraction energy contributions. This term has the most considerable variation

and impact on the total free energy. Ligands such as Lig14, Lig7, and Lig13 ex-

hibit large negative interaction energies, indicating strong favorable interactions

with the protein binding site. These ligands are likely to be among the most

potent based on their strong interactions. The ligand interactions are tuned

more by the hydrophobic interaction present in the inner pocket of the protein.

4. Total Free Energy (ddE): The bottom part of the plot shows the total free

energy relative to a reference (dERef ). Ligands such as Lig14, Lig7, and Lig13,

with the most negative total free energies, are ranked highest in terms of binding

affinity. This suggests that they are the most potent ligands in the set. Ligands

like Lig9, Lig8, and Lig15, which show higher total free energies, are ranked

lower, indicating less binding affinity compared to the others.

The affinity ranking plot from Region 3 provides several critical insights into the

binding affinities of the ligands. The interaction energy (ddEInt)) is the most sig-

nificant determinant of binding affinity, with strong interactions leading to higher

binding potency. The relatively small strain energy contributions suggest that the

ligands fit well into the binding site without significant distortion. The solvation

energy contributions vary but play an essential role in modulating binding affinity.

Favorable desolvation energies enhance the binding affinity of certain ligands.

The plot effectively rank-orders the ligands based on their total free energies, pro-

viding a clear indication of the most potent ligands. This computational pipeline,

therefore, demonstrates its utility in predicting and ranking ligand binding affinities,
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potentially guiding design efforts toward the most promising compounds.

Overall, the Region-3 approach, which includes a larger QM region and accounts

for key energy contributions, proves to be a robust method for accurately predicting

and rank-ordering ligand binding affinities. This insight can be valuable for drug

discovery and development processes, where computational predictions can streamline

the identification of lead compounds.

6.5 Conclusion

In this study, we explored the effectiveness of hybrid QM/MM methods for predict-

ing ligand binding affinities to BTK. We assessed the computationally derived RBFEs

against experimentally determined inhibitory constants (Log Ki) across three differ-

ent QM/MM regions. Each region varied in the extent of the system treated with QM.

In Region 1, we treated only the ligand with QM while representing the rest of the

system with a point charge environment. The R2 value of 0.245 indicated no corre-

lation between RBFEs and Log Ki values, demonstrating that this approach failed

to capture the complex interactions driving binding affinities. This highlighted the

limitations of a model that treats only the ligand with QM and the rest of the system

too simplistically.

For Region 2, we expanded the QM treatment to include the ligand, protein residues,

and water molecules making hydrogen bonds with the ligand. However, the R2 value

of 0.0376 showed an even weaker correlation than Region 1. This indicated that

while hydrogen bonding is important, it alone is insufficient for accurately determin-

ing binding affinities. The model’s failure here pointed to the significant roles played

by hydrophobic and Van der Waals interactions, which were not adequately captured

in this setup.

In Region 3, we included a larger region (approximately 10 ) around the ligand in

the QM treatment, using the MMFF94 force field for geometry optimization and QM
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for energy evaluations. This approach yielded a much higher R2 value of 0.669, rep-

resenting a significant improvement in the correlation between RBFEs and Log Ki

values. This result suggests that including a larger portion of the protein environ-

ment in the QM calculations is crucial for accurately predicting binding affinities.

The enhanced correlation underscores the importance of accounting for the extended

protein environment’s interactions.

Our comprehensive analysis across the three regions provides several key insights into

the use of hybrid QM/MM methods for predicting ligand binding affinities. Firstly,

hybrid QM/MM methods are highly sensitive to the boundaries between the QM and

MM regions. The choice of which parts of the system to treat quantum mechanically

significantly impacts the accuracy of the predictions. This sensitivity highlights the

need for careful selection and justification of the QM and MM boundaries in compu-

tational studies.

Secondly, the results indicate that QM treatment of the ligand only, as seen in Re-

gion 1, is not advisable. This approach fails to account for the complex and diverse

interactions within the protein-ligand binding site, resulting in poor predictive perfor-

mance. The inadequate correlation observed in Region 1 underscores the necessity of

including more of the protein environment in the QM treatment to capture essential

binding interactions accurately.

Thirdly, our findings demonstrate that for better results, a larger portion of the

protein environment should be treated with QM. As demonstrated in Region 4, in-

cluding more of the protein environment in the QM calculations leads to a significant

improvement in the correlation between RBFEs and Log Ki values. This suggests

that the interactions within the extended protein environment are critical for accu-

rately determining binding affinities. The success of Region 4 emphasizes the value

of expanding the QM region to encompass significant portions of the surrounding

environment.

Additionally, the affinity ranking plot from Region 4 provided critical insights into
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the contributions of different energy terms to the total free energy. Interaction energy

was found to be the most differentiating factor, while moderate strain energies and

variable solvation effects also played essential roles. The plot effectively rank-ordered

the ligands, showcasing the computational pipeline’s potential in guiding experimen-

tal efforts.

In addition to these insights, it is essential to perform calculations over multiple

configurations and consider conformational sampling to achieve more reliable RBFEs.

This approach will ensure convergence and better account for the dynamic nature of

protein-ligand interactions. Future studies should balance computational efficiency

with accuracy by exploring different levels of QM optimization across multiple snap-

shots. This balance will help in achieving a comprehensive understanding of the

binding affinities and improving the reliability of the predictions.

In conclusion, while hybrid QM/MM methods hold great potential for predicting

ligand binding affinities, careful consideration of the QM/MM boundaries and the

inclusion of a substantial protein environment in the QM treatment are crucial for

achieving accurate and reliable results. The insights gained from this study provide

a foundation for future work, emphasizing the need for comprehensive models that

account for the complex interactions within the protein-ligand binding site.
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Appendix A

Chapter 3 Supplemental

Information

A.1 Combined Ensemble Franck Condon Code

A.1.1 Generating The Nuclear Ensemble Spectra

1 ###########################################################

2 # Nuclear Enemble Spectra #

3 # <-------------------------> #

4 # A Python Program To Generate Nuclear Ensemble Sepctra #

5 # From DFT and TDDFT Vertical Excitation/De-excitation #

6 # Calculations #

7 # #

8 # #

9 # Developer: Ajay Khanna #

10 # Place: UC Merced | Isborn Lab #

11 # Project: Fluorescence Resonance Energy Transfer #

12 # Date: Aug .15.2019 #

13 ###########################################################

14

15 import logging

16 import argparse

17 import numpy as np

18 from scipy import integrate
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19

20 # Initialize logging

21 logging.basicConfig(level=logging.INFO , format="%( levelname)s: %(

message)s")

22

23 # Constant and Conversion Factors

24 INVCM_TO_EV = float (0.00012398)

25

26

27 # -------------------

28 # Required Functions

29 # -------------------

30 def load_excitation_energies_transition_dipole_moments(filename: str

) -> np.array:

31 """

32 This function loads excitation energies and

33 transition dipole moments from a file.

34

35 :param filename: The filename parameter is a string that

represents the name of the file from which

36 the data will be loaded

37 :type filename: str

38 :return: two arrays: the excitation energies and the transition

dipole moments.

39 """

40 try:

41 data = np.loadtxt(filename , delimiter=",")

42 return data[:, 0], data[:, 1:]

43 except FileNotFoundError:

44 print(f"Error: File {filename} not found.")

45 exit()

46 except Exception as e:

47 print(f"An error occurred: {e}")

48 exit()

49

50

51 def calculate_ensemble_spectra(

52 omega: int ,
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53 excitation_energies: np.array ,

54 transition_dipole_moments: np.array ,

55 energy_grid: np.array ,

56 gaussian_width: float ,

57 ) -> np.array:

58 """

59 Calculates the ensemble spectra for a given set of excitation

energies and transition dipole moments.

60

61 Parameters:

62 omega (int): Energy scaling factor , where 1 indicates absorption

and 3 indicates emission.

63 excitation_energies (np.array): Array of excitation or de -

excitation energies.

64 transition_dipole_moments (np.array): Array of transition dipole

moments.

65 energy_grid (np.array): Energy grid or window over which

intensities are calculated.

66 gaussian_width (float): Width of the Gaussian distribution.

67

68 Returns:

69 np.array: Calculated ensemble spectra as a 1D numpy array.

70 """

71 spectra = np.zeros(len(energy_grid))

72 for energy , tdm in zip(excitation_energies ,

transition_dipole_moments):

73 scaled_energy = energy **omega

74 gaussian_factor = np.exp(

75 -(( energy_grid - energy) ** 2.0) / (2.0 * gaussian_width

**2.0)

76 )

77 spectra += scaled_energy * tdm **2 * gaussian_factor

78

79 area_ensemble = integrate.simps(spectra , energy_grid)

80 normalized_ens = spectra / area_ensemble

81

82 return normalized_ens

83
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84

85 def transform_computed_spectra_to_lineshape(

86 spectrum_x: np.array ,

87 spectrum_y: np.array ,

88 spectroscopy_type: str = "abs",

89 is_gaussian: bool = True ,

90 ) -> np.array:

91 """

92 Transforms a computed spectrum into a lineshape by adjusting the

y-values.

93

94 Parameters:

95 spectrum_x (np.array): 1D array of x-values (spectrum).

96 spectrum_y (np.array): 1D array of y-values (spectrum).

97 spectroscopy_type (str): Type of spectroscopy , "abs" (absorption

) or "ems" (emission). Default is "abs".

98 is_gaussian (bool): If True , apply Gaussian16 transformation.

Default is True.

99

100 Returns:

101 np.array: Transformed 1D array of y-values (lineshape).

102 """

103 assert len(spectrum_x) == len(

104 spectrum_y

105 ), "x and y arrays must be of the same length."

106

107 if spectroscopy_type == "abs":

108 transformed_y = spectrum_y / spectrum_x

109 elif spectroscopy_type == "ems":

110 power = 4 if is_gaussian else 3

111 transformed_y = spectrum_y / spectrum_x **power

112 else:

113 raise ValueError("Invalid spectroscopy type. Choose 'abs' or

'ems '.")

114

115 return transformed_y

116

117
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118 def main():

119 parser = argparse.ArgumentParser(description="Nuclear Ensemble

Spectra Generator")

120 parser.add_argument(

121 "--exictation_energies",

122 type=str ,

123 help="Path to the excitation energies and transition files(.

csv)",

124 )

125 parser.add_argument(

126 "--omega",

127 type=int ,

128 default=1,

129 help="Omega value: 1 for absorption , 3 for emission",

130 )

131 parser.add_argument(

132 "--energy_grid",

133 type=float ,

134 required=False ,

135 nargs="+",

136 help="Energy grid for the spectra (eV)",

137 )

138 parser.add_argument(

139 "--fwhm",

140 type=float ,

141 default =600.0 ,

142 required=False ,

143 help="FWHM value for Gaussian Broadening , default is 600.0

cm -1",

144 )

145 parser.add_argument(

146 "--to_lineshape",

147 type=bool ,

148 default=False ,

149 required=False ,

150 help="Transfer to Lineshape ?: False (default)",

151 )

152 args = parser.parse_args ()
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153

154 # Load excitation energies and transition dipole moments

155 omega = args.omega

156 gaussian_width = (args.fwhm * INVCM_TO_EV) / (2.0 * np.sqrt (2.0

* np.log (2.0)))

157 """

158 This line is calculating the standard deviation , often referred

159 to as the 'width ', of a Gaussian distribution.

160 The args.fwhm is the Full Width at Half Maximum (FWHM) of the

Gaussian ,

161 which is a measure of the width of the distribution at half of

its maximum value.

162 The INVCM_TO_EV is a conversion factor that is used to convert

the units of the FWHM

163 from inverse centimeters to electron volts (eV).

164 The denominator of the equation , 2.0 * np.sqrt (2.0 * np.log (2.0)

), is a constant

165 derived from the properties of the Gaussian distribution. It is

used to convert the

166 FWHM to the standard deviation of the Gaussian.

167 """

168 excitation_energies , transition_dipole_moments = (

169 load_excitation_energies_transition_dipole_moments(args.

exictation_energies)

170 )

171 energy_grid = (

172 np.linspace(args.energy_grid [0], args.energy_grid [1], 26980)

173 if args.energy_grid

174 else np.linspace(

175 excitation_energies.min() - 0.5, excitation_energies.max

() + 0.5, 26980

176 ) # 0.5eV For Converged Spectra

177 )

178

179 # Calculate ensemble spectra

180 spectra = calculate_ensemble_spectra(

181 omega ,

182 excitation_energies ,
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183 transition_dipole_moments ,

184 energy_grid ,

185 gaussian_width ,

186 )

187 if args.to_lineshape:

188 spectroscopy_type = ["abs" if omega == 1 else "ems"]

189 spectra_ls = transform_computed_spectra_to_lineshape(

190 energy_grid , spectra , spectroscopy_type [0], is_gaussian=

False

191 )

192

193 np.savetxt(

194 "nuclear_ensemble_spectra.csv",

195 np.column_stack ([ energy_grid , spectra , spectra_ls ]),

196 delimiter=",",

197 header="Energy (eV), Intensity , Lineshape",

198 )

199 else:

200 np.savetxt(

201 "nuclear_ensemble_spectra.csv",

202 np.column_stack ([ energy_grid , spectra ]),

203 delimiter=",",

204 header="Energy (eV), Intensity",

205 )

206

207

208 if __name__ == "__main__":

209 main()

Listing A.1: Python code for generating nuclear ensemble intensity and lineshape
spectra

A.1.2 Generating The EsumFTFC Spectra

1 # -------------------------------------------------

2 # Python Program to Computed The EsumFTFC Spectra

3 # and Lineshape

4 # -------------------------------------------------

5
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6 import numpy as np

7 import argparse

8 import matplotlib.pyplot as plt

9 from scipy import interp1d

10 from computed_intensity_lineshape_spectra import

transform_computed_spectra_to_lineshape

11

12 # Conversion Factor

13 INVCM_TO_EV = 0.00012398

14

15 # --------------------------------------

16 # Image File Name , Quality and Type

17 # --------------------------------------

18 quality = 600

19 img_format = "png"

20 bbox_constrain = "tight"

21

22

23 def print_banner ():

24 banner = """

25 ----------------------------------------

26 | |

27 | E-sumFTFC Franck -Condon |

28 | Spectra Calculator |

29 | |

30 ----------------------------------------

31 """

32 print(banner)

33

34

35 def save_file(

36 filename ,

37 *data_arrays ,

38 custom_header=False ,

39 ):

40 """

41 Save Data to a CSV file.

42
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43 Parameters:

44 - filename: Name of the file to save to.

45 - num_snaps: Number of snapshots.

46 - data_arrays: Variable list of data arrays to save.

47

48 Returns:

49 - None.

50 """

51 if custom_header:

52 header = "Energy(eV),Intensity(arb units),Lineshape"

53 else:

54 header = "Energy(eV), Intensity(arb units)"

55 data = np.column_stack(data_arrays)

56 cols = np.shape(data)[1]

57 np.savetxt(

58 f"./{ filename}",

59 data ,

60 fmt=["%1.6f" for i in range(cols)],

61 header=header ,

62 delimiter=",",

63 )

64

65

66 def save_img(filename):

67 """

68 The function saves an image with the specified filename and

parameters.

69

70 :param filename: The filename is the name of the image file that

you want to save. It should include

71 the file extension (e.g., "image.png")

72 """

73 plt.savefig(

74 f"./{ filename}",

75 format=img_format ,

76 dpi=quality ,

77 bbox_inches=bbox_constrain ,

78 )
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79

80

81 def generate_esumFTFC_spectra(

82 files: list ,

83 energy_grid: np.ndarray ,

84 temp_col=2,

85 spec_type: str = "abs",

86 is_gaussian=True ,

87 ):

88 sum_allY_cross_section = []

89 sum_allY_lineshape = []

90 for fname in files:

91 data = np.loadtxt(fname , skiprows=7, usecols =(0, temp_col))

92 X = data[:, 0] * INVCM_TO_EV

93 Y = data[:, 1]

94 f1_cs = interp1d(X, Y, kind="nearest", fill_value="

extrapolate")

95 ynew_cs = f1_cs(energy_grid)

96 Y_LS = transform_computed_spectra_to_lineshape(

97 spectrum_x=X,

98 spectrum_y=Y,

99 spectroscopy_type=spec_type ,

100 is_gaussian=is_gaussian ,

101 )

102 f1_ls = interp1d(X, Y_LS , kind="nearest", fill_value="

extrapolate")

103 ynew_ls = f1_ls(energy_grid)

104 sum_allY_cross_section.append(ynew_cs)

105 sum_allY_lineshape.append(ynew_ls)

106

107 plt.plot(energy_grid , ynew_ls , color="grey", alpha =0.2)

108 plt.xlabel("Energy [eV]")

109 plt.ylabel("Intensity [arb. units]")

110

111 sum_ftfc_cs = np.mean(sum_allY_cross_section , axis =0)

112 sum_ftfc_ls = np.mean(sum_allY_lineshape , axis =0)

113

114 plt.plot(
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115 energy_grid ,

116 sum_ftfc_ls ,

117 color="black",

118 linewidth =2,

119 label="E-sum$_ {32} $FTFC",

120 )

121 save_img(

122 "E-sumFTFC_lineshape.png",

123 )

124

125 save_file(

126 "before_shift_E_sumFTFC_CS_LS.csv",

127 energy_grid ,

128 sum_ftfc_cs ,

129 sum_ftfc_ls ,

130 custom_header=True ,

131 )

132

133

134 def main():

135 parser = argparse.ArgumentParser(description="EsumFTFC Spectra

Calculator")

136 parser.add_argument(

137 "--input_files",

138 metavar="input_files",

139 required=True ,

140 type=int ,

141 nargs="+",

142 help="Input vibronic filenames",

143 )

144 parser.add_argument(

145 "--zero_zero_transitions_file",

146 required=True ,

147 metavar="zero_zero_transitions",

148 type=str ,

149 help="Zero -zero transitions filename",

150 )

151 parser.add_argument(
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152 "--energy_grid",

153 metavar="energy_grid",

154 required=True ,

155 type=float ,

156 nargs="+",

157 help="Grid of energy values for interpolation",

158 )

159 parser.add_argument(

160 "--is_gaussian",

161 type=bool ,

162 default=True ,

163 help="Software: True: Gaussian or False: Other",

164 )

165 parser.add_argument(

166 "--temp_col",

167 metavar="Temperature Cols",

168 type=int ,

169 default=2,

170 help="1: ZTFC and 2: FTFC",

171 )

172 parser.add_argument(

173 "--spec_type",

174 metavar="spec_type",

175 type=str ,

176 default="abs",

177 help="Type of Spectroscopy: abs: Absorption and ems:

emission",

178 )

179 parser.add_argument(

180 "--output_file", metavar="output_file", type=str , help="

Output file name"

181 )

182 args = parser.parse_args ()

183

184 print_banner ()

185 energy_grid = np.linspace(

186 args.energy_grid [0], args.energy_grid [1], num =26980 , dtype=

float
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187 )

188 input_files_name = [f"frame{i}_vibronic.dat" for i in args.

input_files]

189

190 generate_esumFTFC_spectra(

191 input_files_name ,

192 energy_grid ,

193 temp_col=args.temp_col ,

194 spec_type=args.spec_type ,

195 is_gaussian=args.is_gaussian ,

196 )

197

198

199 if __name__ == "__main__":

200 main()

Listing A.2: Python code for generating summed finite temperature Franck-Condon
intensity and lineshape Spectra

A.1.3 Generating The Average FC Lineshape

1 #-------------------------------------

2 """

3 Python Program to Generate the Average

4 FC Lineshape

5 """

6 #-------------------------------------

7

8 import sys

9 import logging

10 import argparse

11 import numpy as np

12 import matplotlib.pyplot as plt

13 from scipy.interpolate import interp1d

14 from matplotlib.ticker import FormatStrFormatter

15

16 # Required Functions

17 from computed_intensity_lineshape_spectra import

transform_computed_spectra_to_lineshape
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18

19 # Conversion factors

20 INVCM_TO_EV = 0.00012398

21 NM_TO_EV = 4.135667696e-15 * 2.99792458 e08 * 1.0e09

22

23 # Setup logging

24 logging.basicConfig(

25 level=logging.INFO , format="%( asctime)s - %( levelname)s - %(

message)s"

26 )

27

28

29 def print_banner ():

30 banner = """

31 ----------------------------------------

32 | |

33 | Average Franck -Condon |

34 | Spectra Calculator |

35 | |

36 ----------------------------------------

37 """

38 print(banner)

39

40

41 def load_extract_csv_data(

42 fname: str , temp: float , ev_conv: bool = False , normalize: bool

= False

43 ) -> tuple[np.ndarray , np.ndarray ]:

44 """ Loads and extracts data from a CSV file.

45

46 Args:

47 :param fname: File name of the CSV data.

48 :param temp: Temperature (0 for ground state , otherwise

excited state).

49 :param eV_conv: If True , convert energy units to eV.

50 :param normalize: If True , normalize intensity.

51

52 Returns:
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53 Tuple of energy (x) and intensity (y) data.

54 """

55

56 try:

57 data = np.loadtxt(fname , skiprows =7)

58 x = data[:, 0]

59 if ev_conv:

60 x *= INVCM_TO_EV

61 y = data[:, 1] if temp == 0 else data[:, 2]

62 if normalize:

63 y /= np.max(y)

64 return x, y

65 except FileNotFoundError:

66 logging.error(f"File not found: {fname}")

67 raise

68 except Exception as e:

69 logging.error(f"Error processing file {fname}: {e}")

70 raise

71

72

73 def average_franck_condon_spectra(

74 input_vibronic_filenames: list[str],

75 zero_zero_transitions: np.ndarray ,

76 energy_grid: np.ndarray ,

77 temp: float ,

78 spec_type: str = "abs",

79 ) -> np.ndarray:

80 """

81 Calculate the average Franck -Condon spectra from input files.

82

83 :param input_vibronic_filenames: List of filenames containing

vibronic spectra.

84 :param zero_zero_transitions: Array of zero -zero transitions.

85 :param energy_grid: Energy grid for interpolation.

86 :param temp: Temperature for the calculation.

87 :param spec_type: Type of spectroscopy (absorption or emission).

88 :return: Array of the averaged Franck -Condon spectra.

89 """
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90 zerod_FC_LS = []

91 for idx , file in enumerate(input_vibronic_filenames):

92 zerovalx = zero_zero_transitions [:, 1][ idx]

93 try:

94 X, Y = load_extract_csv_data(file , temp , ev_conv=True ,

normalize=False)

95 except Exception as e:

96 logging.error(f"Error processing file {file}: {e}")

97 continue

98

99 Y_LS = transform_computed_spectra_to_lineshape(

100 spectrum_x=X, spectrum_y=Y, spectroscopy_type=spec_type ,

is_gaussian=True

101 )

102 X = X - (zerovalx * INVCM_TO_EV)

103 f1 = interp1d(X, Y_LS , kind="nearest", fill_value="

extrapolate") # type: ignore

104 y_predict = f1(energy_grid)

105 zerod_FC_LS.append(y_predict)

106 plt.plot(

107 energy_grid ,

108 y_predict ,

109 color="grey",

110 label=f"Frame -{int(zero_zero_transitions [: ,0][idx])}",

111 )

112

113 avg_FC_LS = np.mean(zerod_FC_LS , axis =0)

114 plt.plot(energy_grid , avg_FC_LS , color="black", label="avgFC")

115 return avg_FC_LS

116

117

118 def save_file_avgFC(filename , *data_arrays , custom_header=False ,

input_files_name):

119 header = (

120 "# Energy(eV),avgFTFC_Int ,avgFTFC_LS \n"

121 if custom_header

122 else "# Energy(eV),avgFTFC_Int"

123 )
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124 data = np.column_stack(data_arrays)

125 cols = np.shape(data)[1]

126 comment = f"#{','.join(input_files_name)}\n"

127 np.savetxt(

128 f"./{ filename}",

129 data ,

130 fmt=["%1.6f" for i in range(cols)],

131 header=header ,

132 delimiter=",",

133 comments=comment ,

134 )

135

136

137 def save_img(filename: str) -> None:

138 """

139 Save the current matplotlib plot to an image file.

140

141 :param filename: Filename for the image.

142 """

143 plt.savefig(filename , format="png", dpi=600, bbox_inches="tight"

)

144

145

146 def main():

147 parser = argparse.ArgumentParser(description="Average Franck -

Condon Spectra")

148 parser.add_argument(

149 "--input_files",

150 metavar="input_files",

151 required=True ,

152 type=int ,

153 nargs="+",

154 help="Input vibronic filenames",

155 )

156 parser.add_argument(

157 "--zero_zero_transitions_file",

158 required=True ,

159 metavar="zero_zero_transitions",
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160 type=str ,

161 help="Zero -zero transitions filename",

162 )

163 parser.add_argument(

164 "--energy_grid",

165 metavar="energy_grid",

166 required=True ,

167 type=float ,

168 nargs="+",

169 help="Grid of energy values for interpolation",

170 )

171 parser.add_argument(

172 "--temperature",

173 metavar="temperature",

174 type=float ,

175 default =300,

176 help="Temperature for vibronic spectra calculation",

177 )

178 parser.add_argument(

179 "--spec_type",

180 metavar="spec_type",

181 type=str ,

182 default="abs",

183 help="Type of Spectroscopy: abs: Absorption and ems:

emission",

184 )

185 parser.add_argument(

186 "--output_file", metavar="output_file", type=str , help="

Output file name"

187 )

188 args = parser.parse_args ()

189

190 print_banner ()

191 energy_grid = np.linspace(

192 args.energy_grid [0], args.energy_grid [1], num =26980 , dtype=

float

193 )

194 input_files_name = [f"frame{i}_vibronic.dat" for i in args.
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input_files]

195 transition_00 = np.loadtxt(args.zero_zero_transitions_file ,

delimiter=",")

196 zero_zero_transitions = transition_00[

197 np.isin(transition_00 [:, 0], args.input_files)

198 ]

199

200 avgFC_LS = average_franck_condon_spectra(

201 input_vibronic_filenames=input_files_name ,

202 zero_zero_transitions=zero_zero_transitions ,

203 energy_grid=energy_grid ,

204 temp=args.temperature ,

205 spec_type=args.spec_type ,

206 )

207

208 snaps = "_".join(map(str , zero_zero_transitions [:, 0]. astype(int

)))

209

210 save_file_avgFC(

211 f"avgFC_frames{snaps}_LS.csv",

212 energy_grid ,

213 avgFC_LS ,

214 input_files_name=input_files_name ,

215 )

216

217 plt.xlabel("Energy (eV)")

218 plt.ylabel("Intensity")

219 plt.xticks(np.linspace(energy_grid [0], energy_grid [-1], 5))

220 plt.gca().xaxis.set_major_formatter(FormatStrFormatter("%0.1f"))

221 plt.legend ()

222 plt.tight_layout ()

223 save_img(f"avgFC_frames{snaps}_LS.png")

224

225

226 if __name__ == "__main__":

227 main()

Listing A.3: Python code for generating average Franck-Condon Intensity and
Lineshape Spectra
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A.1.4 Generating The Approximate EFC Spectra: EoptavgFTFC

and EavgZTFC

1 #-------------------------------------

2 """

3 Python Program to Generate the Average

4 FC Lineshape

5 """

6 #-------------------------------------

7

8 import sys

9 import logging

10 import argparse

11 import numpy as np

12 import matplotlib.pyplot as plt

13 from scipy.interpolate import interp1d

14 from matplotlib.ticker import FormatStrFormatter

15

16 # Required Functions

17 from computed_intensity_lineshape_spectra import

transform_computed_spectra_to_lineshape

18

19 # Conversion factors

20 INVCM_TO_EV = 0.00012398

21 NM_TO_EV = 4.135667696e-15 * 2.99792458 e08 * 1.0e09

22

23 # Setup logging

24 logging.basicConfig(

25 level=logging.INFO , format="%( asctime)s - %( levelname)s - %(

message)s"

26 )

27

28

29 def print_banner ():

30 banner = """

31 ----------------------------------------

32 | |

33 | Average Franck -Condon |
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34 | Spectra Calculator |

35 | |

36 ----------------------------------------

37 """

38 print(banner)

39

40

41 def load_extract_csv_data(

42 fname: str , temp: float , ev_conv: bool = False , normalize: bool

= False

43 ) -> tuple[np.ndarray , np.ndarray ]:

44 """ Loads and extracts data from a CSV file.

45

46 Args:

47 :param fname: File name of the CSV data.

48 :param temp: Temperature (0 for ground state , otherwise

excited state).

49 :param eV_conv: If True , convert energy units to eV.

50 :param normalize: If True , normalize intensity.

51

52 Returns:

53 Tuple of energy (x) and intensity (y) data.

54 """

55

56 try:

57 data = np.loadtxt(fname , skiprows =7)

58 x = data[:, 0]

59 if ev_conv:

60 x *= INVCM_TO_EV

61 y = data[:, 1] if temp == 0 else data[:, 2]

62 if normalize:

63 y /= np.max(y)

64 return x, y

65 except FileNotFoundError:

66 logging.error(f"File not found: {fname}")

67 raise

68 except Exception as e:

69 logging.error(f"Error processing file {fname}: {e}")
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70 raise

71

72

73 def average_franck_condon_spectra(

74 input_vibronic_filenames: list[str],

75 zero_zero_transitions: np.ndarray ,

76 energy_grid: np.ndarray ,

77 temp: float ,

78 spec_type: str = "abs",

79 ) -> np.ndarray:

80 """

81 Calculate the average Franck -Condon spectra from input files.

82

83 :param input_vibronic_filenames: List of filenames containing

vibronic spectra.

84 :param zero_zero_transitions: Array of zero -zero transitions.

85 :param energy_grid: Energy grid for interpolation.

86 :param temp: Temperature for the calculation.

87 :param spec_type: Type of spectroscopy (absorption or emission).

88 :return: Array of the averaged Franck -Condon spectra.

89 """

90 zerod_FC_LS = []

91 for idx , file in enumerate(input_vibronic_filenames):

92 zerovalx = zero_zero_transitions [:, 1][ idx]

93 try:

94 X, Y = load_extract_csv_data(file , temp , ev_conv=True ,

normalize=False)

95 except Exception as e:

96 logging.error(f"Error processing file {file}: {e}")

97 continue

98

99 Y_LS = transform_computed_spectra_to_lineshape(

100 spectrum_x=X, spectrum_y=Y, spectroscopy_type=spec_type ,

is_gaussian=True

101 )

102 X = X - (zerovalx * INVCM_TO_EV)

103 f1 = interp1d(X, Y_LS , kind="nearest", fill_value="

extrapolate") # type: ignore
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104 y_predict = f1(energy_grid)

105 zerod_FC_LS.append(y_predict)

106 plt.plot(

107 energy_grid ,

108 y_predict ,

109 color="grey",

110 label=f"Frame -{int(zero_zero_transitions [: ,0][idx])}",

111 )

112

113 avg_FC_LS = np.mean(zerod_FC_LS , axis =0)

114 plt.plot(energy_grid , avg_FC_LS , color="black", label="avgFC")

115 return avg_FC_LS

116

117

118 def save_file_avgFC(filename , *data_arrays , custom_header=False ,

input_files_name):

119 header = (

120 "# Energy(eV),avgFTFC_Int ,avgFTFC_LS \n"

121 if custom_header

122 else "# Energy(eV),avgFTFC_Int"

123 )

124 data = np.column_stack(data_arrays)

125 cols = np.shape(data)[1]

126 comment = f"#{','.join(input_files_name)}\n"

127 np.savetxt(

128 f"./{ filename}",

129 data ,

130 fmt=["%1.6f" for i in range(cols)],

131 header=header ,

132 delimiter=",",

133 comments=comment ,

134 )

135

136

137 def save_img(filename: str) -> None:

138 """

139 Save the current matplotlib plot to an image file.

140
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141 :param filename: Filename for the image.

142 """

143 plt.savefig(filename , format="png", dpi=600, bbox_inches="tight"

)

144

145

146 def main():

147 parser = argparse.ArgumentParser(description="Average Franck -

Condon Spectra")

148 parser.add_argument(

149 "--input_files",

150 metavar="input_files",

151 required=True ,

152 type=int ,

153 nargs="+",

154 help="Input vibronic filenames",

155 )

156 parser.add_argument(

157 "--zero_zero_transitions_file",

158 required=True ,

159 metavar="zero_zero_transitions",

160 type=str ,

161 help="Zero -zero transitions filename",

162 )

163 parser.add_argument(

164 "--energy_grid",

165 metavar="energy_grid",

166 required=True ,

167 type=float ,

168 nargs="+",

169 help="Grid of energy values for interpolation",

170 )

171 parser.add_argument(

172 "--temperature",

173 metavar="temperature",

174 type=float ,

175 default =300,

176 help="Temperature for vibronic spectra calculation",
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177 )

178 parser.add_argument(

179 "--spec_type",

180 metavar="spec_type",

181 type=str ,

182 default="abs",

183 help="Type of Spectroscopy: abs: Absorption and ems:

emission",

184 )

185 parser.add_argument(

186 "--output_file", metavar="output_file", type=str , help="

Output file name"

187 )

188 args = parser.parse_args ()

189

190 print_banner ()

191 energy_grid = np.linspace(

192 args.energy_grid [0], args.energy_grid [1], num =26980 , dtype=

float

193 )

194 input_files_name = [f"frame{i}_vibronic.dat" for i in args.

input_files]

195 transition_00 = np.loadtxt(args.zero_zero_transitions_file ,

delimiter=",")

196 zero_zero_transitions = transition_00[

197 np.isin(transition_00 [:, 0], args.input_files)

198 ]

199

200 avgFC_LS = average_franck_condon_spectra(

201 input_vibronic_filenames=input_files_name ,

202 zero_zero_transitions=zero_zero_transitions ,

203 energy_grid=energy_grid ,

204 temp=args.temperature ,

205 spec_type=args.spec_type ,

206 )

207

208 snaps = "_".join(map(str , zero_zero_transitions [:, 0]. astype(int

)))
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209

210 save_file_avgFC(

211 f"avgFC_frames{snaps}_LS.csv",

212 energy_grid ,

213 avgFC_LS ,

214 input_files_name=input_files_name ,

215 )

216

217 plt.xlabel("Energy (eV)")

218 plt.ylabel("Intensity")

219 plt.xticks(np.linspace(energy_grid [0], energy_grid [-1], 5))

220 plt.gca().xaxis.set_major_formatter(FormatStrFormatter("%0.1f"))

221 plt.legend ()

222 plt.tight_layout ()

223 save_img(f"avgFC_frames{snaps}_LS.png")

224

225

226 if __name__ == "__main__":

227 main()

Listing A.4: Python code for generating approximated ensemble Franck-Condon
intensity and lineshape spectra: EoptavgFTFC and EavgZTFC
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Chapter 4 Supplemental

Information

B.1 Intensity to Lineshape Transformations

The following code is used to transform the experimental absorption and fluorescence

spectra into experimental lineshapes:

B.1.1 Transforming Experimental Intensity Spectra to Line-

shapes

1 python3 experimental_to_lineshape_spectra_transformation.py --

input_filename exp_emission.csv --spec_type ems --output_filename

transformed

Listing B.1: How to Run?

1 import argparse

2 import numpy as np

3 from scipy import integrate

4

5 """

6 The above Python code is a program that transforms experimental

spectra , both absorption , and emission , from the wavelength

domain to the frequency domain or performs a lineshape
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transformation based on the spectroscopy type (absorption or

emission) and saves the transformed data to CSV files.

7 """

8 # Conversion Factor

9 NM_TO_EV = float (4.135667696e-15 * 2.99792458 e08 * 1.0 e09)

10

11 # Required Functions

12 def save_file(filename , *data_arrays):

13 """

14 Save Data to a CSV file.

15

16 Parameters:

17 - filename: Name of the file to save to.

18 - data_arrays: Variable list of data arrays to save.

19

20 Returns:

21 - None.

22 """

23

24 header = "Energy(eV), Intensity(arb units)"

25 data = np.column_stack(data_arrays)

26 np.savetxt(

27 f"{filename}",

28 data ,

29 fmt=["%1.6f", "%1.6f"],

30 header=header ,

31 delimiter=",",

32 )

33

34

35 def normalization(x, y, kind="max"):

36 """

37 The function performs normalization on a given dataset using

either the maximum value or the area under the curve.

38

39 :param x: The parameter `x` represents the x-values of the data

points.

40 :param y: The y parameter represents the array of values that
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you want to normalize.

41 :param kind: The parameter "kind" is used to specify the type of

normalization to be performed.

42 :return: The function `normalization ` returns the normalized

values of `y` based on the specified

43 normalization method (`kind `).

44 """

45 if kind == "max":

46 max_y = np.max(y)

47 return np.divide(y, max_y)

48 else:

49 area_y = integrate.simps(y, x)

50 return np.divide(y, area_y)

51

52

53 def exp_Intensity_lambda_to_frequency_domain_Transformation(x, y,

spec="abs"):

54 """

55 The function transforms intensity data from the wavelength

domain to the frequency domain , except

56 for absorption spectra where no transformation is required.

57

58 :param x: The parameter 'x' represents the wavelength or

wavenumber values of the input spectrum.

59 :param y: The parameter 'y' represents the intensity values in

the wavelength domain

60 :param spec: The parameter 'spec' is a string that specifies the

type of spectrum.

61 :return: the y values in the frequency domain.

62 """

63 if spec == "abs":

64 print(

65 """

66 No wavenumber transformation for absorption spectra is required

because the molar absorptivity

67 is defined as the logarithm of the ratio between the transmitted and

incident intensity for

68 unit length and molar concentration of the sample cell; its integral
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is , therefore , the same

69 if one computes it both in the wavelength and in the frequency scale

.

70

71 References:

72 1. Insights for an Accurate Comparison of Computational Data to

Experimental Absorption and

73 Emission Spectra: Beyond the Vertical Transition Approximation. dx.

doi.org /10.1021/ ct301107m

74 J. Chem. Theory Comput. 2013, 9, 2072 -2082

75 2. Valeur , B. Molecular Fluorescence: Principles and Applications;

Wiley -VCH: Weinheim , 2001; pp 5

76 """

77 )

78 y_frequency_domain = y

79

80 else:

81 energy_squared_reciprocal = 1.0 / x**2

82 y_frequency_domain = energy_squared_reciprocal * y

83

84 return y_frequency_domain

85

86

87 def exp_Lineshape_Transform(x, y, norm="max", spec="abs"):

88 """

89 The function `exp_Lineshape_Transform ` calculates the lineshape

transformation of a given spectrum

90 based on the specified spectroscopy information.

91

92 :param x: The x parameter represents the energy values of the

spectroscopy data.

93 :param y: The parameter "y" represents the intensity or

amplitude of the spectroscopy signal at each

94 energy value

95 :param norm: The "norm" parameter specifies the normalization

method to be used.

96 :param spec: The "spec" parameter in the function "

exp_Lineshape_Transform" is used to specify the
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97 type of spectroscopy information.

98 :return: the lineshape transformed data , which is stored in the

variable y_lineshape.

99 """

100 if spec == "abs":

101 energy_reciprocal = 1.0 / x

102 y_lineshape = energy_reciprocal * y

103

104 elif spec == "ems":

105 energy_pent_reciprocal = 1.0 / x**5

106 y_lineshape = energy_pent_reciprocal * y

107

108 else:

109 print("Please choose a valid type of spectroscopy

information")

110

111 return y_lineshape

112

113

114 def main():

115 parser = argparse.ArgumentParser(description="Transform

Experimental Spectra")

116 parser.add_argument("input_filename", type=str , help="Input

filename")

117 parser.add_argument("spec_type", type=str , choices =["abs", "ems"

], help="Spectroscopy type: 'abs' or 'ems'")

118 parser.add_argument("output_filename", type=str , help="Output

filename")

119 args = parser.parse_args ()

120

121 exp_data = np.loadtxt(args.input_filename , delimiter=",") # X

in nm, Y in Lambda -Intensity

122 exp_x = NM_TO_EV / exp_data[:, 0] # nm --> eV Conversion

123 exp_y = exp_data[:, 1]

124

125 print("Performing Transformation")

126 exp_y_frequency_domain =

exp_Intensity_lambda_to_frequency_domain_Transformation(
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127 exp_x , exp_y , spec=args.spec_type

128 )

129 exp_y_lineshape = exp_Lineshape_Transform(exp_x , exp_y , spec=

args.spec_type)

130

131 print("Transformation Complete , Saving Data")

132 print(exp_y_frequency_domain)

133 print(exp_y_lineshape)

134 save_file(f"exp_{args.output_filename}_freq_domain.csv", exp_x ,

exp_y_frequency_domain)

135 save_file(f"exp_{args.output_filename}_lineshape.csv", exp_x ,

exp_y_lineshape)

136 print("Done!!")

137

138 if __name__ == "__main__":

139 main()

Listing B.2: Python code for transforming experimental spectra to lineshapes

B.1.2 Transforming Computed Intensity Spectra to Lineshapes

Lineshape transformation of absorption and fluorescence spectra generated using

computational methods can be obtained via the following code:

1 python3 experimental_to_lineshape_spectra_transformation.py --

input_filename exp_emission.csv --spec_type ems --is_gaussian

True --temp_col FTFC --output_filename transformed

Listing B.3: How to Run?

1 # ---------------------------------------

2 # A Python Program To Transform Computed

3 # Intensity -Based Spectra to Lineshapes

4 # ---------------------------------------

5 import numpy as np

6 import argparse

7

8 # Conversion factor

9 INVCM_TO_EV = 0.00012398
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10

11 # Intensity to Lineshape Transformation

12 def transform_computed_spectra_to_lineshape(spectrum_x: np.array ,

spectrum_y: np.array , spectroscopy_type: str = "abs", is_gaussian

: bool = True) -> np.array:

13 """

14 Transforms a computed spectrum into a lineshape by adjusting the

y-values.

15

16 Parameters:

17 spectrum_x (np.array): 1D array of x-values (spectrum).

18 spectrum_y (np.array): 1D array of y-values (spectrum).

19 spectroscopy_type (str): Type of spectroscopy , "abs" (absorption

) or "ems" (emission). Default is "abs".

20 is_gaussian (bool): If True , apply Gaussian16 transformation.

Default is True.

21

22 Returns:

23 np.array: Transformed 1D array of y-values (lineshape).

24 """

25 assert len(spectrum_x) == len(spectrum_y), "x and y arrays must

be of the same length."

26

27 if spectroscopy_type == "abs":

28 transformed_y = spectrum_y / spectrum_x

29 elif spectroscopy_type == "ems":

30 power = 4 if is_gaussian else 3

31 transformed_y = spectrum_y / spectrum_x ** power

32 else:

33 raise ValueError("Invalid spectroscopy type. Choose 'abs' or

'ems '.")

34

35 return transformed_y

36

37

38 # Save Data to a CSV file: Energy(eV), Intensity(arb units),

Lineshape(arb units)

39 def save_file(filename , *data_arrays , custom_header=False):
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40 """

41 Save data to a CSV file.

42

43 Parameters:

44 filename (str): Name of the file to save to.

45 data_arrays: Variable list of data arrays to save.

46 custom_header (bool): Whether to use a custom header.

47

48 Returns:

49 None.

50 """

51 if custom_header:

52 header = "Energy(eV),Intensity ,Lineshape"

53 else:

54 header = "Energy(eV), Intensity(arb units)"

55

56 data = np.column_stack(data_arrays)

57 cols = data.shape [1]

58 np.savetxt(f"./{ filename}", data , fmt=["%1.6f" for _ in range(

cols)], header=header , delimiter=",")

59

60

61 def main():

62 parser = argparse.ArgumentParser(description="Transform Computed

Spectra")

63 parser.add_argument("--input_filename", type=str , help="Input

filename")

64 parser.add_argument("--spec_type", type=str , default="abs",

choices =["abs", "ems"], help="Spectroscopy type: 'abs' or 'ems'")

65 parser.add_argument("--is_gaussian", type=bool , default=True ,

help="Software: True: Gaussian or False: Other")

66 parser.add_argument("--temp_col", type=str , default="FTFC", help

="FTFC or ZTFC")

67 parser.add_argument("--output_filename", type=str , help="Output

filename")

68 args = parser.parse_args ()

69

70 print("Transforming Computed Spectra to Lineshape ...")
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71 if args.temp_col == "FTFC":

72 data = np.loadtxt(args.input_filename , delimiter=",",

usecols =(0, 2), converters ={0: lambda x: float(x) * INVCM_TO_EV })

73 elif args.temp_col == "ZTFC":

74 data = np.loadtxt(args.input_filename , delimiter=",",

usecols =(0, 1), converters ={0: lambda x: float(x) * INVCM_TO_EV })

75 else:

76 raise ValueError("Invalid temperature column. Choose 'FTFC'

or 'ZTFC '.")

77 spectrum_x_energy_eV = data[:, 0]

78 spectrum_y_intenstiy = data[:, 1]

79

80 transformed_y = transform_computed_spectra_to_lineshape(

spectrum_x_energy_eV , spectrum_y_intenstiy , spectroscopy_type=

args.spec_type , is_gaussian=args.is_gaussian)

81 print("Transformed Computed Spectra to Lineshape ...")

82 save_file(f"comp_{args.output_filename}_lineshape.csv",

spectrum_x_energy_eV , spectrum_y_intenstiy , transformed_y ,

custom_header=True)

83

84 if __name__ == "__main__":

85 main()

Listing B.4: Python code for transforming computed intensity spectra to lineshapes
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C.1 Computing Excitonic Couplings Between Chro-

mophores Using Various Methods

C.1.1 Transition Coupling Via Transition Charges

1 #----------------------------------------

2 # A Python Program For Computing Coulomic

3 # Using Transition Dipole Moments

4 #----------------------------------------

5

6 import re

7 import argparse

8 import numpy as np

9

10 def banner(title , char="=", width =80):

11 """

12 This function prints a banner with the specified title.

13

14 :param title: The title of the banner.

15 :param char: The character used to create the border of the

banner. Default is '='.
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16 :param width: The width of the banner. Default is 80.

17 """

18 print(char * width)

19 print(title.center(width))

20 print(char * width)

21

22

23 # Print the banner

24 banner("Coulombic Coupling Via PDA")

25

26

27 def read_xyz(input_file):

28 """

29 Reads an XYZ file and returns the input geometry as a NumPy

array.

30

31 :param input_file: The path to the input XYZ file.

32 :return: A NumPy array of shape (natoms , 4) containing the

atomic

33 symbols (as integers) and the x, y, z coordinates for each atom.

34 """

35 natoms = 0

36 with open(input_file) as f:

37 for line in f:

38 if "NAtoms=" in line:

39 natoms = int(line.split()[3])

40 break

41

42 f.seek (0)

43 input_geometry = np.zeros((natoms , 4))

44 for line in f:

45 if "Input orientation:" in line:

46 # Skip 4 lines after finding "Input orientation :"

47 for _ in range (4):

48 next(f)

49 # Read the next 'natoms ' lines for coordinates

50 for row in range(natoms):

51 line = next(f).split()
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52 symb = int(line [1])

53 x, y, z = map(float , line [3:6])

54 input_geometry[row] = symb , x, y, z

55 break # Exit loop after reading all atoms

56

57 return input_geometry

58

59

60 def extract_atomic_weights(log_file_path):

61 """

62 Reads an input log file and extracts the atomic weights from the

file.

63

64 :param log_file_path: The path to the input log file containing

the atomic weights.

65 :return: A NumPy array of the extracted atomic weights.

66 """

67 atomic_weights = []

68 with open(log_file_path , "r") as file:

69 for line in file:

70 if line.startswith(" AtmWgt="):

71 # Extract all the floating -point numbers from the

line

72 weights = re.findall(r"\d+\.\d+", line)

73 atomic_weights.extend(map(float , weights))

74

75 return np.array(atomic_weights)

76

77

78 def vertical_excitation_energies(file_path , excited_state =1):

79 """

80 Extracts the vertical excitation energy (in eV) for a specified

excited state from a file.

81

82 :param file_path: The path to the file containing the vertical

excitation energy information.

83 :param excited_state: The index of the excited state to extract

the vertical excitation energy for (default is 1).
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84 :return: The vertical excitation energy (in eV) for the

specified excited state.

85 """

86 with open(file_path , "r") as file:

87 lines = file.readlines ()

88

89 # Find the index of the line containing the specified pattern

90 start_index = next(

91 (

92 i

93 for i, line in enumerate(lines)

94 if f"Excited State {excited_state }: Singlet -?Sym"

in line

95 ),

96 None ,

97 )

98

99 if start_index is not None:

100 vee_lines = lines[start_index]

101 fields = vee_lines.split()

102 if len(fields) >= 5:

103 vee_eV = fields [4]

104

105 return float(vee_eV)

106

107

108 def extract_TDM_xyz_values(file_path):

109 """

110 Extracts the X, Y, and Z components of the transition dipole

moment (TDM) from a file.

111

112 :param file_path: The path to the file containing the TDM

information.

113 :return: A NumPy array containing the X, Y, and Z components of

the TDM.

114 """

115 with open(file_path , "r") as file:

116 lines = file.readlines ()
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117

118 # Find the index of the line containing the specified pattern

119 start_index = next(

120 (

121 i

122 for i, line in enumerate(lines)

123 if "Ground to excited state transition electric dipole

moments (Au):"

124 in line

125 ),

126 None ,

127 )

128

129 # Extract the relevant line

130 if start_index is not None:

131 xyz_line = lines[start_index + 2]

132

133 # Extract the X, Y, and Z values

134 fields = xyz_line.split()

135 if len(fields) >= 6:

136 tdm_x , tdm_y , tdm_z = float(fields [1]), float(fields [2])

, float(fields [3])

137

138 return np.array([tdm_x , tdm_y , tdm_z])

139

140

141 def center_of_mass(atomic_weights , coordinates):

142 """

143 Calculates the center of mass (COM) of a set of atoms given

their atomic weights and coordinates.

144

145 :param atomic_weights: A list or NumPy array of atomic weights

for each atom.

146 :param coordinates: A 2D NumPy array of atom coordinates , where

each row represents the x, y, z coordinates of an atom.

147 :return: A NumPy array containing the x, y, z coordinates of the

center of mass.

148 """
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149 assert len(atomic_weights) == len(coordinates)

150 total_mass = np.sum(atomic_weights)

151

152 weighted_x = np.sum(np.dot(atomic_weights , coordinates [:, 0]))

153 weighted_y = np.sum(np.dot(atomic_weights , coordinates [:, 1]))

154 weighted_z = np.sum(np.dot(atomic_weights , coordinates [:, 2]))

155

156 x_COM , y_COM , z_COM = (

157 weighted_x / total_mass ,

158 weighted_y / total_mass ,

159 weighted_z / total_mass ,

160 )

161

162 return np.array([x_COM , y_COM , z_COM])

163

164

165 def coupling_via_PDA(TDM_D , TDM_A , COM_D , COM_A):

166 """

167 Calculates the excitonic coupling between two dyes using the

point -dipole approximation (PDA) method.

168

169 Parameters:

170 TDM_D (numpy.ndarray): The transition dipole moment (TDM)

vector of the donor dye.

171 TDM_A (numpy.ndarray): The TDM vector of the acceptor dye.

172 COM_D (numpy.ndarray): The center of mass (COM) vector of

the donor dye.

173 COM_A (numpy.ndarray): The COM vector of the acceptor dye.

174

175 Returns:

176 float: The excitonic coupling between the two dyes in eV.

177 """

178 ANGS2BOHR = 1.8897259885789

179 COM_D = COM_D * ANGS2BOHR

180 COM_A = COM_A * ANGS2BOHR

181 R = np.linalg.norm(COM_A - COM_D)

182 return 27.211396132 * (

183 (np.dot(TDM_D , TDM_A) / R**3)
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184 - (3 * (np.dot(TDM_D , COM_D) * np.dot(TDM_A , COM_A)) / R**5)

185 )

186

187

188 def main():

189 parser = argparse.ArgumentParser(description="Process TDM and

COM data.")

190 parser.add_argument("--dye_1_filename", type=str , help="Filename

of dye 1 log file")

191 parser.add_argument("--dye_2_filename", type=str , help="Filename

of dye 2 log file")

192 parser.add_argument("--nAtoms_dye1", type=int , help="Number of

atoms in dye 1")

193 parser.add_argument("--nAtoms_dye2", type=int , help="Number of

atoms in dye 2")

194 args = parser.parse_args ()

195

196 TDM_D , COM_D = extract_TDM_xyz_values(args.dye_1_filename),

center_of_mass(

197 extract_atomic_weights(args.dye_1_filename),

198 read_xyz(args.dye_1_filename)[0 : args.nAtoms_dye1 ][:, 1:],

199 )

200 TDM_A , COM_A = extract_TDM_xyz_values(args.dye_2_filename),

center_of_mass(

201 extract_atomic_weights(args.dye_2_filename),

202 read_xyz(args.dye_2_filename)[0 : args.nAtoms_dye2 ][:, 1:],

203 )

204

205 print(f"NBD TDMs: {TDM_D}")

206 print(f"NR TDMs : {TDM_A}")

207 print(

208 f"Excitonic Coupling via PDA: {coupling_via_PDA(TDM_D , TDM_A

, COM_D , COM_A):.5} eV"

209 )

210

211

212 if __name__ == "__main__":
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213 main()

Listing C.1: Python code for computing Coulombic coupling between chromophores
using transition dipole moments

C.1.2 Transition Coupling Via Transition Dipole Moments

1 #----------------------------------------

2 # A Python Program For Computing Coulomic

3 # Using Transition Charges

4 #----------------------------------------

5

6 import re

7 import argparse

8 import numpy as np

9

10 def banner(title , char="=", width =80):

11 """

12 This function prints a banner with the specified title.

13

14 :param title: The title of the banner.

15 :param char: The character used to create the border of the

banner.

16 Default is '='.

17 :param width: The width of the banner. Default is 80.

18 """

19 print(char * width)

20 print(title.center(width))

21 print(char * width)

22

23

24 # Print the banner

25 banner("Coulombic Coupling Via Atomic Transition Charges")

26 ANGS_TO_BOHRS = 1.8897259885789

27 HA_TO_EV = 27.211396132

28

29

30 def read_Zxyzs(input_file: str) -> np.ndarray:

31 """
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32 Reads the input geometry from a file and returns a NumPy array

33 containing the atomic numbers and coordinates.

34

35 Parameters:

36 - input_file (str): The path to the input file containing the

geometry.

37

38 Returns:

39 - input_geometry (np.ndarray): A 2D NumPy array with shape (

natoms , 4),

40 where the first column contains the atomic numbers and the

remaining three

41 columns contain the x, y, and z coordinates for each atom.

42 """

43

44 natoms = 0

45 with open(input_file) as f:

46 for line in f:

47 if "NAtoms=" in line:

48 natoms = int(line.split()[3])

49 break

50

51 f.seek (0)

52 input_geometry = np.zeros((natoms , 4))

53 for line in f:

54 if "Input orientation:" in line:

55 # Skip 4 lines after finding "Input orientation :"

56 for _ in range (4):

57 next(f)

58 # Read the next 'natoms ' lines for coordinates

59 for row in range(natoms):

60 line = next(f).split()

61 atNum = int(line [1])

62 x, y, z = map(float , line [3:6])

63 input_geometry[row] = atNum , x, y, z

64 break

65

66 return input_geometry
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67

68

69 def read_NATOs(g09_file: str , natoms: int , atNums: list) -> np.

ndarray:

70 """

71 Reads a G09 logfile and returns the atomic -centered Natural

72 Transition Charges (NTO), obtained via the G09 input line:

73 td=( nstates =1) nosymm Pop=NTO Density =( Transition =1)

74

75 Parameters:

76 - g09_file: str

77 Path to the G09 log file.

78 - natoms: int

79 Number of atoms.

80 - atNums: list

81 List of atomic numbers corresponding to each atom.

82

83 Returns:

84 - NATO: np.ndarray

85 Array of NATO charges in order of atomic positions.

86 """

87 NATO = np.zeros(natoms)

88 with open(g09_file) as f:

89 # Skip lines until Mulliken charges are found

90 for line in f:

91 if line.strip():

92 if " Mulliken charges:" in line:

93 line = next(f)

94 line = next(f)

95 # Read charges for each atom

96 for i in range(natoms):

97 charge_line = line.split ()

98 charge = float(charge_line [2])

99 NATO[i] = float(atNums[i]) - charge

100 line = next(f)

101 f.close()

102 return NATO

103
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104

105 def coupling_via_TC(

106 NATO_1: np.ndarray ,

107 NATO_2: np.ndarray ,

108 coordinates_1: np.ndarray ,

109 coordinates_2: np.ndarray ,

110 ) -> float:

111 """

112 Calculates the CATC exciton coupling J based on the Coulomb

interaction

113 between Atomic Transition Charges in two molecules.

114

115 Parameters:

116 - NATO_1: np.ndarray[float]

117 List of NATO charges for molecule 1.

118 - NATO_2: np.ndarray[float]

119 List of NATO charges for molecule 2.

120 - coordinates_1: np.ndarray

121 Nx3 array of x, y, z coordinates for molecule 1.

122 - coordinates_2: np.ndarray

123 Nx3 array of x, y, z coordinates for molecule 2.

124

125 Returns:

126 - J: float

127 Exciton coupling.

128 """

129 coordinates_1 = coordinates_1 * ANGS_TO_BOHRS

130 coordinates_2 = coordinates_2 * ANGS_TO_BOHRS

131

132 J = 0

133 for i in range(len(NATO_1)):

134 for j in range(len(NATO_2)):

135 J += (NATO_1[i] * NATO_2[j]) / (

136 np.linalg.norm(coordinates_2[j] - coordinates_1[i])

137 )

138

139 return J

140
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141

142 def main():

143 parser = argparse.ArgumentParser(description="Process TDM and

COM data.")

144 parser.add_argument("--dye_1_filename", type=str , help="Filename

of dye 1 log file")

145 parser.add_argument("--dye_2_filename", type=str , help="Filename

of dye 2 log file")

146 parser.add_argument("--nAtoms_dye1", type=int , help="Number of

atoms in dye 1")

147 parser.add_argument("--nAtoms_dye2", type=int , help="Number of

atoms in dye 2")

148 args = parser.parse_args ()

149

150 dye1_coords = read_Zxyzs(args.dye_1_filename)

151 dye2_coords = read_Zxyzs(args.dye_2_filename)

152

153 dye1_NATOs = read_NATOs(args.dye_1_filename , args.nAtoms_dye1 ,

dye1_coords [:, 0])

154 dye2_NATOs = read_NATOs(args.dye_2_filename , args.nAtoms_dye2 ,

dye2_coords [:, 0])

155

156 print(

157 f"Excitonic Coupling via Transition Charges: {

coupling_via_TC(dye1_NATOs , dye2_NATOs , dye1_coords [:,1:],

dye2_coords [: ,1:]) * HA_TO_EV :.5} eV"

158 )

159

160

161 if __name__ == "__main__":

162 main()

Listing C.2: Python code for computing Coulombic coupling between chromophores
using transition dipole moments

C.1.3 Transition Coupling Via Diabatization

1 #----------------------------------------

2 # A Python Program For Computing Supra Molecular
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3 # Coulomic Using the Diabatization Approach

4 #----------------------------------------

5

6 import argparse

7 import numpy as np

8

9 # Conversion Factors

10 ANGS_2_BOHR = 1.8897259885789

11 HA_2_EV = 27.211396132

12

13

14 def print_banner(title , char="=", width =80):

15 """

16 Print a banner with the specified title.

17

18 Args:

19 title (str): The title of the banner.

20 char (str , optional): The character used to create the

border of the banner. Default is '='.

21 width (int , optional): The width of the banner. Default is

80.

22 """

23 print(char * width)

24 print(title.center(width))

25 print(char * width)

26

27

28 # Print the banner

29 print_banner("Coulombic Coupling Via Diabatization")

30

31

32 def extract_vertical_excitation_energy(file_path , excited_state =1):

33 """

34 Extract the vertical excitation energy for a specified excited

state from a file.

35

36 Args:

37 file_path (str): The path to the file containing the
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vertical excitation energy data.

38 excited_state (int , optional): The index of the excited

state for which to extract

39 the vertical excitation energy. Default is 1.

40

41 Returns:

42 float: The vertical excitation energy in electron volts (eV)

for the specified excited state ,

43 or None if the excited state is not found.

44 """

45 with open(file_path , "r") as file:

46 lines = file.readlines ()

47

48 # Find the index of the line containing the specified pattern

49 start_index = next(

50 (

51 i

52 for i, line in enumerate(lines)

53 if f"Excited State {excited_state }: Singlet -?Sym"

in line

54 ),

55 None ,

56 )

57

58 if start_index is not None:

59 vee_line = lines[start_index]

60 fields = vee_line.split()

61 if len(fields) >= 5:

62 vee_eV = float(fields [4])

63 vee_hartree = vee_eV / HA_2_EV

64 return vee_hartree

65

66 return None

67

68

69 def extract_tdm_xyz_values(file_path , excited_state =1, max_states

=10):

70 """
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71 Extract the transition electric dipole moment (TDM) values for a

specified excited state from a file.

72

73 Args:

74 file_path (str): The path to the file containing the TDM

data.

75 excited_state (int , optional): The index of the excited

state for which to extract the TDM values.

76 Default is 1.

77

78 Returns:

79 list[float] or str: A list of the x, y, and z components of

the TDM for the specified excited state ,

80 or an error message if the pattern or excited state is

not found.

81 """

82 with open(file_path , "r") as file:

83 lines = file.readlines ()

84

85 # Find the index of the pattern

86 pattern = "Ground to excited state transition electric dipole

moments (Au):"

87 start_index = next((i for i, line in enumerate(lines) if pattern

in line), None)

88

89 if start_index is None:

90 return f"Pattern '{pattern}' not found in the file."

91

92 # Extract the required rows

93 data_lines = lines[start_index + 2 : start_index + max_states]

94

95 # Find the row with the specified excited state

96 for line in data_lines:

97 row = line.split()

98 try:

99 if int(row [0]) == excited_state:

100 return [float(value) for value in row [1:4]]

101 except ValueError:
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102 continue

103

104 return f"Excited state {excited_state} not found in the expected

rows."

105

106

107 def diabatize(dims1 , dims2 , mon_a , mon_b , e1 , e2):

108 """

109 Compute the diabatic coupling (J) between the first two excited

states of a dimer

110 molecule using the transition dipole moments (TDMs) of the

monomer states.

111

112 Note: Units of both TDMs and energies should be in atomic units.

113

114 Args:

115 dims1 (numpy.ndarray): TDMs of the s1 state of the dimer.

116 dims2 (numpy.ndarray): TDMs of the s2 state of the dimer.

117 mon_a (numpy.ndarray): TDMs of the s1 state of monomer A.

118 mon_b (numpy.ndarray): TDMs of the s1 state of monomer B.

119 e1 (float): Energy of the s1 state of the dimer.

120 e2 (float): Energy of the s2 state of the dimer.

121

122 Returns:

123 float: The diabatic coupling (J) between the first two

excited states of the dimer.

124 """

125 dimer = np.concatenate ((dims1 , dims2)).reshape(2, len(dims1))

126 monomer = np.concatenate ((mon_a , mon_b)).reshape(2, len(mon_a))

127

128 m = np.dot(dimer , monomer.T)

129

130 U, _sigMA , V_T = np.linalg.svd(m)

131

132 C_best = (np.dot(U, V_T)).transpose ()

133

134 mat_VEE = np.matrix (([e1 , 0], [0, e2]))

135
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136 H = np.dot(np.dot(C_best , mat_VEE), C_best.transpose ())

137 J = H[0, 1]

138 return J

139

140

141 def main():

142 parser = argparse.ArgumentParser(description="Supramolecular

coupling calculation")

143 parser.add_argument("--dimer_filename", type=str , help="Dimer

log file")

144 parser.add_argument(

145 "--excited_states", type=int , nargs="+", help="Excited

states to consider"

146 )

147 parser.add_argument("--donor_filename", type=str , help="Donor

log file")

148 parser.add_argument("--acceptor_filename", type=str , help="

Acceptor log file")

149 parser.add_argument("--max_states", type=int , default =10,

required=False , help="Maximum nstates=N")

150 args = parser.parse_args ()

151

152 acceptor_file = args.acceptor_filename

153 donor_file = args.donor_filename

154 dimer_file = args.dimer_filename

155 excited_states = args.excited_states

156 max_states = args.max_states

157

158 dimer_tdm_1 = extract_tdm_xyz_values(dimer_file , excited_state=

excited_states [0], max_states=max_states)

159 e1 = extract_vertical_excitation_energy(dimer_file ,

excited_state=excited_states [0])

160 dimer_tdm_2 = extract_tdm_xyz_values(dimer_file , excited_state=

excited_states [1], max_states=max_states)

161 e2 = extract_vertical_excitation_energy(dimer_file ,

excited_state=excited_states [1])

162 acceptor_tdm = extract_tdm_xyz_values(acceptor_file ,

excited_state =1, max_states=max_states)
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163 donor_tdm = extract_tdm_xyz_values(donor_file , excited_state =1,

max_states=max_states)

164

165 if isinstance(dimer_tdm_1 , str) or isinstance(dimer_tdm_2 , str)

or isinstance(acceptor_tdm , str) or isinstance(donor_tdm , str):

166 print("Error occurred while extracting TDM values.")

167 return

168

169 if e1 is None or e2 is None:

170 print("Error occurred while extracting vertical excitation

energies.")

171 return

172

173 print(f"Dimer TDM -1: {dimer_tdm_1}, Dimer E1: {e1 * HA_2_EV :.4f

} eV")

174 print(f"Dimer TDM -2: {dimer_tdm_2}, Dimer E2: {e2 * HA_2_EV :.4f

} eV")

175 print(f"Acceptor TDM: {acceptor_tdm },\nDonor TDM: {donor_tdm}")

176

177 coupling = diabatize(dimer_tdm_1 , dimer_tdm_2 , acceptor_tdm ,

donor_tdm , e1 , e2)

178 print(f"The Coupling From Diabatization is: {coupling * HA_2_EV

:.4f} eV")

179

180

181 if __name__ == "__main__":

182 main()

Listing C.3: Python code for computing Coulombic coupling between chromophores
using supra molecular diabatization approach
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100 Alberto Marini, Aurora Muñoz Losa, Alessandro Biancardi, and Benedetta Men-
nucci. What is solvatochromism? The Journal of Physical Chemistry B,
114(51):1712817135, December 2010.

101 Shota Tsuru, Bikramjit Sharma, Masanari Nagasaka, and Christof Hättig. Solvent
effects in the ultraviolet and x-ray absorption spectra of pyridazine in aqueous
solution. The Journal of Physical Chemistry A, 125(33):71987206, August 2021.

102 Kifah S. M. Salih. Solvent influence on absorption spectra and tautomeric equi-
libria of symmetric azomethine-functionalized derivatives: Structural elucidation
and computational studies. ChemistryOpen, 11(2), February 2022.

103 Hanna S. Abbo, Chin Hung Lai, and Salam J.J. Titinchi. Substituent and solvent
effects on uv-visible absorption spectra of chalcones derivatives: Experimental and
computational studies. Spectrochimica Acta Part A: Molecular and Biomolecular
Spectroscopy, 303:123180, December 2023.

104 Aravindhan R., Jianping Hu, and M. Ummal Momeen. Role of the solvent polarity
on the optical and electronic characteristics of 1-iodoadamantane. RSC Advances,
13(42):2948929495, 2023.

105 Karnambaram Anandhan, Margarita Cerón, Venkatesan Perumal, Paulina Cebal-
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energy transfer in organic materials: from fundamentals to optoelectronic devices.
Macromolecular rapid communications, 30(14):1203–1231, 2009.

337 J Breton, J-L Martin, A Migus, A Antonetti, and A Orszag. Femtosecond spec-
troscopy of excitation energy transfer and initial charge separation in the reaction
center of the photosynthetic bacterium rhodopseudomonas viridis. Proceedings of
the National Academy of Sciences, 83(14):5121–5125, 1986.

233



BIBLIOGRAPHY BIBLIOGRAPHY

338 CD Van der Weij-de Wit, JA Ihalainen, R Van Grondelle, and JP17390231 Dekker.
Excitation energy transfer in native and unstacked thylakoid membranes studied
by low temperature and ultrafast fluorescence spectroscopy. Photosynthesis Re-
search, 93(1):173–182, 2007.

339 JS Chappell, AN Bloch, WA Bryden, M Maxfield, TO Poehler, and DO Cowan.
Degree of charge transfer in organic conductors by infrared absorption spec-
troscopy. Journal of the American Chemical Society, 103(9):2442–2443, 1981.

340 Bruce S Brunschwig, Carol Creutz, and Norman Sutin. Electroabsorption spec-
troscopy of charge transfer states of transition metal complexes. Coordination
chemistry reviews, 177(1):61–79, 1998.

341 James K McCusker. Femtosecond absorption spectroscopy of transition metal
charge-transfer complexes. Accounts of chemical research, 36(12):876–887, 2003.

342 Daniel J. Cole, Jonah Z. Vilseck, Julian Tirado-Rives, Mike C. Payne, and
William L. Jorgensen. Biomolecular force field parameterization via atoms-in-
molecule electron density partitioning. Journal of Chemical Theory and Compu-
tation, 12(5):23122323, 2016.

343 Alice E. A. Allen, Michael C. Payne, and Daniel J. Cole. Harmonic force constants
for molecular mechanics force fields via hessian matrix projection. Journal of
Chemical Theory and Computation, 14(1):274281, 2017.

344 Joshua T. Horton, Alice E. A. Allen, Leela S. Dodda, and Daniel J. Cole. Qubekit:
Automating the derivation of force field parameters from quantum mechanics.
Journal of Chemical Information and Modeling, 59(4):13661381, 2019.

345 Chris Ringrose, Joshua T. Horton, Lee-Ping Wang, and Daniel J. Cole. Exploration
and validation of force field design protocols through qm-to-mm mapping. Physical
Chemistry Chemical Physics, 24(28):1701417027, 2022.

346 Jae Woo Park and Young Min Rhee. Interpolated mechanicsmolecular mechanics
study of internal rotation dynamics of the chromophore unit in blue fluorescent
protein and its variants. The Journal of Physical Chemistry B, 116(36):1113711147,
2012.

347 Marc Nadal-Ferret, Ricard Gelabert, Miquel Moreno, and Jos M. Lluch. How does
the environment affect the absorption spectrum of the fluorescent protein mkeima?
Journal of Chemical Theory and Computation, 9(3):17311742, 2013.

348 Ali Hanoon Al-Subi, Marja Niemi, Nikolai V. Tkachenko, and Helge Lemmetyi-
nen. Quantitative analysis of intramolecular exciplex and electron transfer in a
double-linked zinc porphyrinfullerene dyad. The Journal of Physical Chemistry A,
116(39):96539661, 2012.

234



BIBLIOGRAPHY BIBLIOGRAPHY

349 Marius Koch, Romain Letrun, and Eric Vauthey. Exciplex formation in bimolecu-
lar photoinduced electron-transfer investigated by ultrafast time-resolved infrared
spectroscopy. Journal of the American Chemical Society, 136(10):40664074, 2014.

350 Tomoki Ogoshi, Shogo Azuma, Keisuke Wada, Yuko Tamura, Kenichi Kato, Shun-
suke Ohtani, Takahiro Kakuta, and Tada-Aki Yamagishi. Exciplex formation by
complexation of an electron-accepting guest in an electron-donating pillar[5]arene
host liquid. Journal of the American Chemical Society, 146(14):98289835, 2024.

351 I. Read, A. Napper, R. Kaplan, M. B. Zimmt, and D. H. Waldeck. Solvent-
mediated electronic coupling: The role of solvent placement. Journal of the Amer-
ican Chemical Society, 121(47):1097610986, 1999.

352 Leonid Sheps, Elisa M. Miller, Samantha Horvath, Matthew A. Thompson, Robert
Parson, Anne B. McCoy, and W. Carl Lineberger. Solvent-mediated electron
hopping: Long-range charge transfer in ibr-(co2) photodissociation. Science,
328(5975):220224, 2010.

353 Jos Nelson Onuchic and David N. Beratan. A predictive theoretical model
for electron tunneling pathways in proteins. The Journal of Chemical Physics,
92(1):722733, 1990.

354 Dale McMorrow and Thijs J. Aartsma. Solvent-mediated proton transfer. the
roles of solvent structure and dynamics on the excited-state tautomerization of
7-azaindole/alcohol complexes. Chemical Physics Letters, 125(56):581585, 1986.

355 Simone Morpurgo, Mario Bossa, and Giorgio O. Morpurgo. Solvent-mediated pro-
ton transfer reactions in cytosine: an ab initio study. Elsevier, 2000.

356 Boris Ucur, Alan T. Maccarone, Shane R. Ellis, Stephen J. Blanksby, and Adam J.
Trevitt. Solvent-mediated proton-transfer catalysis of the gas-phase isomerization
of ciprofloxacin protomers. Journal of the American Society for Mass Spectrometry,
33(2):347354, 2022.

357 Yunkai Yu, Jianhao Wang, Nan Fang, Zhen Chen, Dongxu Liu, Yueming Liu, and
Mingyuan He. Evidence of solvent-mediated proton transfer during h2o2 activa-
tion in titanosilicate-catalyzed oxidation systems. Physical Chemistry Chemical
Physics, 25(17):1222012230, 2023.

358 Anne Myers Kelley. Electronic Spectroscopy, chapter 8, pages 139–162. John Wiley
and Sons, Ltd, 2012.

359 E. W. Knapp and S. F. Fischer. On the theory of homogeneous and inhomogeneous
line broadening. an exactly solvable model. The Journal of Chemical Physics,
74(1):8995, 1981.

235



BIBLIOGRAPHY BIBLIOGRAPHY

360 Josep Gelpi, Adam Hospital, Ramn Goi, and Modesto Orozco. Molecular dynamics
simulations: advances and applications. Advances and Applications in Bioinfor-
matics and Chemistry, page 37, 2015.

361 Scott A. Hollingsworth and Ron O. Dror. Molecular dynamics simulation for all.
Neuron, 99(6):11291143, 2018.

362 Junmei Wang, Romain M. Wolf, James W. Caldwell, Peter A. Kollman, and
David A. Case. Development and testing of a general amber force field. Jour-
nal of Computational Chemistry, 25(9):11571174, 2004.

363 Xibing He, Viet H. Man, Wei Yang, Tai-Sung Lee, and Junmei Wang. A fast and
high-quality charge model for the next generation general amber force field. The
Journal of Chemical Physics, 153(11):114502, September 2020.

364 Isabella Daidone, Andrea Amadei, Danilo Roccatano, and Alfredo Di Nola. Molec-
ular dynamics simulation of protein folding by essential dynamics sampling: Fold-
ing landscape of horse heart cytochrome c. Biophysical Journal, 85(5):28652871,
2003.

365 Lili Duan, Xiaona Guo, Yalong Cong, Guoqiang Feng, Yuchen Li, and John Z. H.
Zhang. Accelerated molecular dynamics simulation for helical proteins folding in
explicit water. Frontiers in Chemistry, 7, 2019.

366 Juan J. Galano-Frutos, Francho Nern-Fonz, and Javier Sancho. Calculation of
protein folding thermodynamics using molecular dynamics simulations. Journal of
Chemical Information and Modeling, 63(24):77917806, 2023.

367 Wolfgang Swegat, Jrgen Schlitter, Peter Krger, and Axel Wollmer. Md simula-
tion of protein-ligand interaction: Formation and dissociation of an insulin-phenol
complex. Biophysical Journal, 84(3):14931506, 2003.

368 Ahmad Abu Turab Naqvi, Taj Mohammad, Gulam Mustafa Hasan, and Md. Im-
taiyaz Hassan. Advancements in docking and molecular dynamics simulations
towards ligand-receptor interactions and structure-function relationships. Current
Topics in Medicinal Chemistry, 18(20):17551768, 2018.

369 E LINDAHL and M SANSOM. Membrane proteins: molecular dynamics simula-
tions. Current Opinion in Structural Biology, 18(4):425431, 2008.

370 Kenneth Goossens and Hans De Winter. Molecular dynamics simulations of mem-
brane proteins: An overview. Journal of Chemical Information and Modeling,
58(11):21932202, 2018.

371 Jacob D Durrant and J Andrew McCammon. Molecular dynamics simulations and
drug discovery. BMC Biology, 9(1), 2011.

236



BIBLIOGRAPHY BIBLIOGRAPHY

372 Radu Iftimie, Peter Minary, and Mark E. Tuckerman. Ab initio molecular dynam-
ics: Concepts, recent developments, and future trends. Proceedings of the National
Academy of Sciences, 102(19):66546659, 2005.

373 Eric Paquet and Herna L. Viktor. Computational methods for ab initio molecular
dynamics. Advances in Chemistry, 2018:114, 2018.

374 Jrg Hutter, Marcella Iannuzzi, and Thomas D. Khne. Ab Initio Molecular Dynam-
ics: A Guide to Applications. Elsevier, 2024.

375 A. Warshel and M. Levitt. Theoretical studies of enzymic reactions: Dielec-
tric, electrostatic and steric stabilization of the carbonium ion in the reaction
of lysozyme. Journal of Molecular Biology, 103(2):227249, 1976.

376 Hai Lin and Donald G. Truhlar. Qm/mm: what have we learned, where are we,
and where do we go from here? Theoretical Chemistry Accounts, 117(2), 2006.

377 Mattia Bondanza, Michele Nottoli, Lorenzo Cupellini, Filippo Lipparini, and
Benedetta Mennucci. Polarizable embedding qm/mm: the future gold standard for
complex (bio)systems? Physical Chemistry Chemical Physics, 22(26):1443314448,
2020.

378 Simone Bonfrate, Nicolas Ferr, and Miquel Huix-Rotllant. An efficient electrostatic
embedding qm/mm method using periodic boundary conditions based on particle-
mesh ewald sums and electrostatic potential fitted charge operators. The Journal
of Chemical Physics, 158(2), 2023.

379 Boyi Zhou, Yanzi Zhou, and Daiqian Xie. Accelerated quantum mechanics/molec-
ular mechanics simulations via neural networks incorporated with mechanical em-
bedding scheme. Journal of Chemical Theory and Computation, 19(4):11571169,
2023.

380 Fabian Bauch, Chuan-Ding Dong, and Stefan Schumacher. Dynamics-induced
charge transfer in semiconducting conjugated polymers. Journal of Materials
Chemistry C, 11(38):1299212998, 2023.

381 J. Patrick Zobel and Leticia Gonzlez. The quest to simulate excited-state dynamics
of transition metal complexes. JACS Au, 1(8):11161140, 2021.

382 Joost VandeVondele, Urban Bortnik, and Jrg Hutter. Linear scaling self-consistent
field calculations with millions of atoms in the condensed phase. Journal of Chem-
ical Theory and Computation, 8(10):35653573, 2012.

383 Hao Hu and Weitao Yang. Development and application of ab initio qm/mm meth-
ods for mechanistic simulation of reactions in solution and in enzymes. Journal of
Molecular Structure: THEOCHEM, 898(13):1730, 2009.

237



BIBLIOGRAPHY BIBLIOGRAPHY

384 Alessio Lodola and Marco De Vivo. The Increasing Role of QM/MM in Drug
Discovery. Elsevier, 2012.

385 GiovanniMaria Piccini, Mal-Soon Lee, Simuck F. Yuk, Difan Zhang, Greg Collinge,
Loukas Kollias, Manh-Thuong Nguyen, Vassiliki-Alexandra Glezakou, and Roger
Rousseau. Ab initio molecular dynamics with enhanced sampling in heterogeneous
catalysis. Catalysis Science and Technology, 12(1):1237, 2022.

386 Antnio J.R. da Silva, Hsiu-Yao Cheng, Douglas A. Gibson, Kathy L. Sorge, Zhihua
Liu, and Emily A. Carter. Limitations of ab initio molecular dynamics simulations
of simple reactions: F + h2 as a prototype. Spectrochimica Acta Part A: Molecular
and Biomolecular Spectroscopy, 53(8):12851299, 1997.

387 Zhuoqiang Guo, Denghui Lu, Yujin Yan, Siyu Hu, Rongrong Liu, Guangming
Tan, Ninghui Sun, Wanrun Jiang, Lijun Liu, Yixiao Chen, Linfeng Zhang, Mohan
Chen, Han Wang, and Weile Jia. Extending the limit of molecular dynamics with
ab initio accuracy to 10 billion atoms. PPoPP 22. ACM, 2022.

388 Doron Lancet and Israel Pecht. Spectroscopic and immunochemical studies with
nitrobenzoxadiazolealanine, a fluorescent dinitrophenyl analog. Biochemistry,
16(23):51505157, 1977.
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pirical simulations of optical band shapes of molecules in solution: A case study
of heterocyclic ketoimine difluoroborates. The Journal of Physical Chemistry A,
119(21):5145–5152, December 2014.

413 Javier Cerezo, Francisco J. Avila Ferrer, Giacomo Prampolini, and Fabrizio San-
toro. Modeling solvent broadening on the vibronic spectra of a series of coumarin
dyes. from implicit to explicit solvent models. Journal of Chemical Theory and
Computation, 11(12):5810–5825, November 2015.

414 S. Miertus, E. Scrocco, and J. Tomasi. Electrostatic interaction of a solute with a
continuum. a direct utilizaion of AB initio molecular potentials for the prevision
of solvent effects. Chemical Physics, 55(1):117–129, February 1981.

415 S. Miertus and J. Tomasi. Approximate evaluations of the electrostatic free energy
and internal energy changes in solution processes. Chemical Physics, 65(2):239–
245, March 1982.

416 J. L. Pascual-ahuir, E. Silla, and I. Tuñon. GEPOL: An improved description of
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