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Chapter 8 

Field Injection Operations and Monitoring of 

the Injected CO2

Auli Niemi and Jacob Bensabat with contributions from Peter 

Bergmann, Christopher Juhlin, Alexandru Tatomir, Iulia 

Ghergut, Martin Sauter, Barry Freifeld, Larry Myer, Chris 

Doughty, A. Liebscher, S. Lüth, S. Martens, F. Möller, C. 

Schmidt-Hattenberger, M. Streibel 

(how the authorship is organized needs to decided w Springer; one option is that 

there are 2-3 chapter authors and then the sub-chapter authors are given 

separately as here, another one is that all are listed jointly)  

Monitoring of the fate of the injected CO2 and the possible associated hydro-

mechanical and chemical effects in the injected reservoir, in other parts of the 

deep as well as the shallow subsurface as well as in the atmosphere is essential for 

a safe operation of the storage facility and as such an important confidence-builder 

for the technology. In this chapter we will first give an overview of the technolo-

gies available and then proceed to some detailed case studies that will demonstrate 

the use of the technologies in specific settings. 

8. 1 Background on monitoring

NETL (2012) report on ‘Best Practices for Monitoring, Verification and Account-

ing of CO2 Stored in Deep Geological Formations’ divides monitoring in three 

sub-groups, according to the domain where the monitoring is taking place and de-

fines them as follows: 

Atmospheric monitoring aims at measuring CO2 density and flux in the atmos-

phere, to detect any possible leaks. The tools that are used are optical CO2 sensors, 

atmospheric tracers and eddy covariance (EC) flux measurements. 

Near-surface monitoring measures CO2 and its effects in the zone ranging from 

the top of the soil down to the shallow groundwater. Tools include geochemical 

monitoring (soil, vadose zone and shallow groundwater), surface displacement 

monitoring tools and ecosystem stress (e.g. changes in vegetation due to increased 
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CO2 fluxes) monitoring tools. The latter two are commonly measured by satellite-

based remote sensing tools.       

Subsurface monitoring tools are used to detect and quantify the injected CO2 in 

the subsurface, as well as the related effects of e.g. seismic activity, as well as to 

detect faults and fractures. The monitoring tools include well logging, downhole 

monitoring, fluid sampling including tracer analysis, seismic imaging, high-

precision gravity methods and electrical techniques. 

NETL (2012) also gives thorough discussions, general as well as case-specific 

concerning these methods and their benefits and challenges. Here we will only 

present the summary tables, giving the description, benefits and challenges for 

each methodology, Table 8.1.1 is for the atmospheric monitoring, Table 8.1.2 for 

the near-surface monitoring and Table 8.1.3 for the subsurface monitoring.  

Table 8.1.1 Summary of atmospheric monitoring techniques (adapted from NETL, 2012)  

Monitoring Tech-

nique 

 Description, Benefits, and Challenges 

Optical CO2 Sen-

sors 

Description: Sensors for measurement of CO2 in air. 

Benefits: Relatively inexpensive and portable. Challenges: Difficult to dis-

tinguish release from natural variations and to provide continuous measure-

ments over large areas. 

Atmospheric 

Tracers 

Description: Natural and injected chemical compounds monitored in air to 

detect CO2 released to the atmosphere. 

Benefits: Used as a proxy for CO2, when direct observation of a CO2 release 

is not adequate. Also used to track potential CO2 plumes. Challenges: In 

some cases, analytical equipment is not available onsite, and samples need to 

be analyzed offsite. Background/baseline levels need to be established. 

Eddy  

Covariance 

Description: Flux measurement technique to measure atmospheric CO2 at a 

specified height above the ground surface. 

Benefits: Can provide continuous data, averaged over both time and space, 

over a large area. Challenges: Specialized equipment and robust data pro-

cessing required. Natural variability in CO2 flux may mask the signal 

 

Table 8.1.2 Summary of near-surface monitoring techniques (adapted NETL, 2012)  

Monitoring  

Technique 

Description, Benefits, and Challenges 



 

 

Geochemical Monitor-

ing in the Soil and Va-

dose Zone 

Description: Sampling of soil gas for CO2, natural chemical tracers, 

and introduced tracers. Measurements are made with sensors inserted 

into the soil and/or with opaque flux accumulation chambers placed 

on the soil surface. 

Benefits: Soil-gas measurements detect elevated CO2 concentrations 

above background levels and provide indications of releases. Tracers 

aid in identification of native vs. injected CO2. Opaque flux chambers 

can quickly and accurately measure local CO2 fluxes from soil to air. 

Challenges: Significant effort for null result. Relatively late detection 

of release.  Considerable effort is required to avoid cross-

contamination of tracer samples. Flux chambers provide measure-

ments for a limited area. 

 

 

 

 

 

Geochemical Monitor-

ing of Shallow 

Groundwater 

Description: Geochemical sampling of shallow groundwater above 

CO2 injection zone to demonstrate integrity of freshwater for-

mations. Chemical analyses may include pH, alkalinity, electrical 

conductivity, carbon, hydrogen, oxygen, and tracers. 

Benefits: Mature technology, samples collected with shallow moni-

toring wells. Early detection may be possible. Challenges: Significant 

effort for null result. Carbon isotopes are difficult to interpret due to 

complex dynamics of carbonate dissolution in shallow formations. 

Surface Displacement 

Monitoring 

(Includes Remote Sens-

ing) 

Description: Monitor surface deformation caused by reservoir pres-

sure changes associated with CO2 injection. Measurements made 

with satellite-based radar (SAR/InSAR) and surface- and subsurface-

based tiltmeters and GPS instruments. Data allow modeling of injec-

tion-induced fracturing and volumetric change in the reservoir. 

Benefits: Highly precise measurements over a large area (100 km x 

100 km) can be used to track pressure changes in the subsurface as-

sociated with plume migration. Tiltmeter technology is mature, and 

has been used successfully for monitoring steam/water injection and 

hydraulic fracturing in oil and gas fields. GPS measurements com-

plement InSAR and tiltmeter data. Challenges: InSAR methods work 

well in locations with level terrain, minimal vegetation, and minimal 

land use, but must be modified for complex terrain/varied conditions. 

Tiltmeters and GPS measurements require surface/subsurface access 

and remote data collection. 

Ecosystem Stress Moni-

toring (Includes Remote 

Sensing) 

Description: Satellite imagery, aerial photography, and spectral im-

agery are used to measure vegetative stress resulting from elevated 

CO2 in soil or air. 

Benefits: Imaging techniques can cover large areas. Vegetative stress 

is proportional to soil CO2 levels and proximity to CO2 release. Chal-

lenges: Detection only possible after sustained CO2 emissions have 

occurred. Shorter duration release may not be detectable. Natural 

variations in site conditions make it difficult to establish reliable base-

line. Changes not related to CO2 release can lead to false positives. 
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Table 8.1.3 Summary of sub-surface monitoring techniques (adapted from NETL, 2012) 

Monitoring Technique Description, Benefits, and Challenges 

Well Logging Tools Description: Mature technology used to monitor the wellbore and near-

wellbore environment. Logs include porosity, density, acoustic, opti-

cal, gamma ray, resistivity imaging, borehole diameter logging, and 

pulsed neutron capture. 

Benefits: Easily deployed technology used to detect wellbore release 

and changes in near-wellbore fluid or formation composition.  

Challenges: Area of investigation limited to near the wellbore. Sensi-

tivity of tool to fluid change may vary. Some tools are not sensitive to 

dissolved or mineralized CO2. Workover fluids may affect log results. 

 

Downhole Monitoring 

Tools 

Description: Technology used to monitor CO2 injection, reservoir 

conditions, wellbore conditions, CO2 breakthrough at observation 

wells; also used to differentiate between CO2 and brine. 

Benefits: Indirect and direct measurements of CO2 transport. Pressure 

sensors useful for monitoring wellbore mechanical integrity and de-

tecting CO2 releases. Downhole temperature monitoring data could be 

used as inputs for history-matching simulation models. Flow meters 

monitor fluid flow conditions throughout the injection site.  

Challenges: Sensors need to have little drift over a long time span. 

Sensors and meters require specific calibrations to conform to regula-

tions. 

 

Subsurface Fluid Sam-

pling and Tracer Anal-

ysis 

Description: Technology used to monitor changes in the composition 

of fluids at observation wells and for characterizing CO2 transport, re-

actions, dissolution, and subsurface dispersion. 

Benefits: Provides information on fluid geochemistry, CO2 transport 

properties, and CO2 saturation to estimate mass balances and distri-

bution of CO2 in the subsurface.  

Challenges: Cannot image CO2 migration and release directly. Only 

near-well fluids are measured. 



 

 

Seismic Methods Description: Reflection seismic uses acoustic properties of geologic 

formations and pore fluids to image geologic layers and plume mi-

gration in the subsurface. Passive seismic detects microseismic events 

in the subsurface and can provide information on fluid movement in a 

formation. 

Benefits: Reflection seismic is useful for time-lapse monitoring of a CO2 
plume, and possibly for out-of-zone CO2 migration indicating a release. 

Borehole seismic (crosswell, VSP) surveys can provide high-resolution 

imaging of the plume near the wellbore. Passive seismic can be used to 

detect natural and induced seismicity, to map faults and fractures in the 

injection zone and adjacent horizons, and to track the migration of the 

fluid pressure front during and after injection. 

Challenges: Geologic complexity and a noisy recording environment 

can degrade or attenuate surface seismic data. Two-dimensional seis-

mic surveys may not detect out-of-plane migration of CO2. Borehole 

seismic methods require a wellbore for monitoring, and careful plan-

ning is required to integrate these with other surveys. Microseismic mon-

itoring detects fracturing and faulting events that may result from CO2 
injection, but a comprehensive knowledge of reservoir geomechanical 

properties is needed to properly interpret these events. 

 

 

Gravity 

Description: Use of gravity to monitor changes in density of fluid re-

sulting from injection of CO2. 

Benefits: Fluid density changes due to CO2 releases or CO2 dissolu-

tion can be detected, unlike seismic methods, which do not identify 

dissolved CO2.  

Challenges: Limited detection and resolution unless gravimeters are lo-

cated just above reservoir, which significantly increases cost. Noise 

and gravity variations (tides, drift) need to be eliminated to interpret 

gravity anomalies due to CO2. 

 
 

Carbon Sequestration Leadership Forum (CSLF, 2013) summarizes the moni-

toring techniques used in some major presently ongoing storage projects (Table 

8.1.4). Inspection shows that practically all sites monitor well-head pressure and 

temperature (11 cases). After that, most used are seismic surveys (2D/3D), down-

hole pressure and temperature monitoring, fluid sampling and observation wells 

(9-8 cases). Several sites have also seismic downhole (VSP, Crosshole) monitor-

ing, inSAR, soil gas sampling, and atmospheric CO2 measurements (6-7 cases). 

Microseismic observations (passive seismic) and tracers are used in 5 cases. Other 

methods are used in four or fewer of the listed projects.   

International Energy Agency Greenhouse Gas Control (IEAGHG, 2013) re-

views a number of test injection projects, summarizes the experiences and based 

on them, gives suggestions to best practices. Data from altogether 45 small scale 

projects and 43 large scale projects were compiled.  The monitoring techniques 

used in the small scale projects are summarized in Table 8.1.5. The method classi-
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fication somewhat differs from the one used by CSLF above. Inspection of the da-

ta in Table 8.1.5 shows that in these smaller scale, more research oriented projects, 

reflection seismic, downhole seismic, pressure logging and coring is used in 100% 

of the projects. Almost all projects (90%) use also thermal logging, wireline log-

ging, geological model and reservoir modelling, and 80% uses some type of geo-

chemical analysis. These are followed by groundwater monitoring (70%), atmos-

pheric monitoring and observation well (60%). Clearly different from the projects 

summarized in Table 8.1.4 that also includes large-scale industrial projects, none 

of these smaller test injections used inSAR according to this survey.  The 

IEAGHG also gives a full list of monitoring techniques, but does not specify their 

use in various projects. The full list of individual monitoring techniques can be 

found on IEAGHG CO2 Monitoring Technique Data Base.   

 

Table 8.1.4 Monitoring techniques used in some of the present CO2 injection projects (CSLF, 

2013) 

Monitoring  

Technology 

S
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Seismic surface 

(2D/3D) 

+ + + +  + + + +  + 

Seismic surface 

(3C/9C) 

 +          

Seismic downhole  +    + + + +  + 

Electrical surface 

Surface 

+      +     

Electrical downhole  +     +  +   

Gravity surface/  

seabed 

+ +         + 

Tiltmeters   +        + 

Satellite interferom-

etry (InSAR) 

 + +    + + +  + 

Downhole P, T  +  + + + + + + + + 

Continuous down-

hole temperature 

      +  + +  

Acoustic seabed im-

aging  

+   +        

Acoustic water col-

umn imaging 

+           

Geophones        +    



 

 

Water column chem-

istry 

+           

Seabed video 

(ROV/AUV) 

+           

Soil gas  + +   + + +  + + 

Surface gas flux  + +   +  +  +  

Passive CO2 detec-

tors 

  +   +      

Ecosystem & bi-

omarkers 

+  + +      +  

Microseismic (pas-

sive seismic) 

 + +   + +   +  

Observation wells  + +  + + + + +  + 

Tracers  + +  +  +  +   

Microbiology   +    +     

Wireline logs   +  +  +     

Fluid samples  + +  + + + + + + + 

Atmospheric CO2 

mobile/spatial 

 + +   +  + + +  

Atmospheric CO2 

flux towes 

 + +   +    +  

Well head pressure + + + + + + + + + + + 

Temperature + + + + + + + + + + + 

Well integrity moni-

toring 

PMIT) 

    +    +   

 Downhole camera 

log 

    +  +     
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Table 8.1.5 Monitoring technologies used in 18 small-scale projects in saline aquifers as summa-

rized by IEAGHG (adapted from IEAGHG, 2013) 

 

Monitoring  

Technology 

Percentage of 

projects using 

Monitoring 

Technology 

Percentage of 

projects using 

Downhole seismic 100 Thermal logging 90 

Groundwater  

Monitoring 

70 Wireline logging 90 

Soil monitoring 40 Observation well 60 

Atmospheric  

Monitoring 

60 Geochmical 80 

Biological monitoring 20 InSAR 0 

Tracer analysis 40  Reservoir modeling 90 

Electromagnetic 20 Coring 100 

Gravity 0 Reflection seismic 100 

Pressure logging 100 Geological model 90 

 

 

In the following chapters we will discuss in more detail some essential moni-

toring techniques (Chapters 8.2 to 8.4) as well case studies, including monitoring 

experiences from some major large scale industrial projects (Chapter 8.5) as well 

as small-scale, more scientifically motivated projects Frio and Ketzin and Heletz 

(Chapters 8.6 and 8.7)  

8.2 Geophysical Methods  

Peter Bergmann and Christopher Juhlin 

8.2.1 Overview of geophysical methods 

Geophysical methods allow for imaging of physical subsurface properties and 

provide an opportunity for the monitoring of geological CO2 storage. The objec-

tive of any geophysical site monitoring is the development of a baseline model 

and following changes within it in space and time. Comprehensive site models 

contain information about the present geometrical structures and composition, 

such as rock types and pore fluids. Since these models are always simplified rep-

resentations of reality, they also contain inherent uncertainties.  

In order to correctly describe the evolution of these models, they continuously 

need to be updated with elementary models that are provided by individual survey 



 

 

techniques. This implies that a combination of different geophysical methods are a 

prerequisite for monitoring the different properties of the models at a (as broad as 

possible) range of scales. Consequently, monitoring of geological CO2 storage re-

quires integrated multi-method concepts to allow for comprehensive site descrip-

tions.  

A vast number of reported studies underlines the capabilities of geophysical 

methods for subsurface monitoring. Although most of these studies have been car-

ried out for near-surface hydrogeological purposes or hydrocarbon production, 

they are of great relevance for CO2 storage monitoring since many of their me-

thodical and practical aspects are similar. In addition, there are also a number of 

studies which address CO2 storage monitoring in particular. The majority of these 

studies are based on ongoing/completed CO2 injection projects, such as those lo-

cated in Norway (Sleipner and Snøhvit), Canada (Weyburn), USA (Frio), Austral-

ia (Otway), Japan (Nagaoka), and Algeria (In Salah) and Germany (Ketzin). 

These projects are located in diverse environments, concerning factors such as 

storage depth, reservoir system, reservoir use, pressure and temperature condi-

tions. This variability also results in that different combinations of geophysical 

methods have been used for monitoring, most of which include seismics and bore-

hole logging, but also electromagnetics and gravity surveying (e.g. Michael et al., 

2010). All of these methods provide a certain range of resolution and sensitivity, 

underlining the importance of using a combination of methods. There are also cas-

es where geophysical methods do not deliver sufficient information or even fail. 

Therefore, several research initiatives have been initiated (e.g. SACS, 

CO2STORE, IEAGHG Monitoring Network, CASTOR, CO2GeoNet, 

CO2ReMoVe, CO2 Capture Project) in order to compile the gained experiences 

into best-practice guidelines and to support the definition of regulatory frame-

works. Interestingly, these initiatives consistently agree on that monitoring is in-

deed site-specific, but that is it always needs to be comprised of multi-method ge-

ophysical programs. 

In this review we focus on two geophysical methods, seismic and geo-electric. 

Other methods, such as electromagnetic, gravity, passive seismic and InSar, may 

also be used, but currently it is mainly seismic and geo-electric methods that are 

being applied at CO2 storage sites and, therefore, the focus is on these. Even with-

in the fields of applied seismic and geo-electric there is significant research ongo-

ing. The use of sparser arrays to reduce costs, permanent sources and sensors, ac-

tive seismic interferometry, downhole methods (including fibreoptics) and 

advanced processing methods are all being tested and their use should eventually 

provide higher resolution images or allow larger volumes to be investigated with-

out increased cost. Faults and other features can potentially be mapped in greater 

detail and better geological models produced. The ability to repeat measurements 

on shorter time scales than what is commonly done with, for example, 3D reflec-

tion seismic surveys may also help to better understand CO2 plume evolution and 

allow better integration of geophysical results with hydrogeological modeling. 

However, in the present review we have chosen to focus on the basic principles 

behind seismic and geo-electric methods that are currently being employed. Fur-
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thermore, we refer to the Ketzin site (see section 8.7) to illustrate how changes in 

physical properties will influence the geophysical response. Note that all CO2 stor-

age sites will most likely have site specific rock properties and that thorough in-

vestigations are required before making predictions on the seismic and geo-

electric response at an individual site to CO2 injection. 

 

8.2.2 Seismic methods  

Theory  

The basis of the reflection seismic method is the controlled activation and meas-

urement of elastic wave fields. Waves which are reflected back to the surface con-

vey information about geologic structures, since the reflections are due to discon-

tinuities in elastic parameters (Figure 8.2.1). Wave field properties that are 

valuable in this context are travel time, amplitude, frequency content, and phase. 

In the following, the focus will be on the amplitude, because it is the most im-

portant property that is monitored in time lapse surveys.  

 
Fig. 8.2.1. Schematic illustration of a wave propagating from a source location S to a receiver lo-

cation R after being reflected at an interface. A0 denotes the amplitude of the wave impinging the 

interface. R(θ) and T(θ) denote the proportions of A0 that are reflected and transmitted, respec-

tively.    

 

Assume that a compressional wave (P-wave) hits a layer with the wavefront 

perpendicular to the boundary (normal incidence, θ=0 in Figure 8.2.1), the ampli-



 

 

tude coefficients for reflection and transmission are given by (e.g. Kearey et al., 

2012) 

122

11

122

1122 2V

ρV+ρV

ρ
=T

ρV+ρV

ρVρV
=R

11



 (8.2.1) 

Here, V1, V2 and ρ1, ρ2 denote the P-wave velocities and densities in the upper and 

lower layer, respectively. In this nomenclature, the wave is propagating from 

within the first layer towards the second layer. The normal incidence assumption 

implies that a source and a receiver are located on the surface of the first layer at 

identical position (zero-offset). The receiver will then measure the amplitude of 

the reflected wave at the zero-offset two-way-traveltime (TWT), which corre-

sponds to the wave propagating forward and backward along the same ray path.  

Typically, seismic acquisition is performed at finite offset (θ≠0 in Figure 8.2.1), 

which gives rise to two implications: First, forward and backward propagation of a 

reflected wave will occur along different ray paths. Consequently, the travel time 

will likely differ from that of a zero-offset ray. Assuming an isotropic medium 

with horizontal or moderately dipping layers, the onset time of a reflection will be 

increasing with increasing source-receiver offset. The offset-traveltime relation 

can then be approximated by hyperbolic functions which define the normal move-

out (NMO) of the reflection onsets (Yilmaz, 2001). Secondly, acquisition at finite 

offsets leads to reflections at non-normal incidence, which makes it necessary to 

consider R for an arbitrary angle of incidence θ. Most often, such a case leads to 

conversion of P-waves to (vertically polarized) shear waves (S-waves), which im-

plies an equation system that requires knowledge of the P-wave velocities in the 

upper and lower layers (Vp1, Vp2) and the respective S-wave velocities (Vs1, Vs2) 

in order to calculate the reflection and transmission coefficients. The reflection 

and transmission angles are determined by Snell’s law. Respective amplitudes are 

specified by the Zoeppritz equations (Zoeppritz, 1919), which can be derived from 

the requirement of continuity of displacement and stress at the reflecting interface. 

Application of the Zoeppritz equations has now become common practice to ana-

lyze for so-called amplitude-versus-offset (AVO), or amplitude-versus-angle 

(AVA), responses to quantitatively assess the elastic properties of the media 

(Castagna and Backus, 1993). Due to the inherent complexity of the Zoeppritz 

equations, a number of approximations have been introduced to allow for more 

convenient calculations (e.g. Aki and Richards, 1980; Bortfeld, 1961; Shuey, 

1985; Wang, 1999). (Aki and Richards, 1980) presented the following 3-term ap-

proximation for layers with small contrasts in elastic properties (see Mavko et al., 

2003) 

 

       θθC+θB+AθRpp

222 sintansin
                       (8.2.2) 

In the following, only the P-wave reflection from an incident P-wave is dis-

cussed, the most common seismic wave that is recorded, and which is indicated by 
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the notation Rpp. The angular reflection coefficients A, B and C are (Mavko et al., 

2003) 
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  (8.2.5) 

with the following contrasts and averages across the interface 

2

21
p12p

Vp+Vp
=VVpVp=ΔV    (8.2.6) 

 

2

21
s12s

Vs+Vs
=VVsVs=ΔV    (8.2.7) 

2

1
1

2
2

ρ+ρ
=ρρρ=Δρ    (8.2.8) 

A, B and C can be interpreted in terms of different angle ranges (Castagna and 

Backus, 1993). The term A dominates at small angles (near-offsets) and approxi-

mates, again assuming small contrasts, the normal-incidence reflection coefficient 

(Mavko et al., 2003). The terms B and C dominate at intermediate and large angles 

(near the critical angle), respectively. In practice, C is often neglected, since 

common acquisition geometries provide reflection data mostly at small and inter-

mediate angles. This leads to a linearized form of the equation, in which A is the 

so-called AVO intercept and B the AVO gradient. 

Practical AVO analysis is most commonly carried out by crossplots of A and B, 

which are used to analyze background trends and search for deviations from them 

(Ross, 2000). For example, the reservoir sandstone where CO2 is stored at Ketzin 

shows lower wave velocities and density than the caprock mudstones (Norden et 

al., 2010), a fact that leads to a negative AVO gradient and a negative AVO inter-



 

 

cept. This is also illustrated by the single interface reflection coefficients in Figure 

8.2.2. However, it is important to recognize that the Ketzin reservoir is of sub-

wavelength thickness, which generally poses additional implications on the nor-

mal incidence amplitude (e.g. Gochioco, 1991; Meissner and Meixner, 1969; 

Widess, 1973) and the AVO response (e.g. Bakke and Ursin, 1998; Juhlin and 

Young, 1993; Liu and Schmitt, 2003). For instance, if the contrasts in elastic 

properties of reservoir and surrounding rocks increase the main assumption of the 

AVO equation becomes increasingly invalid. Moreover, the AVO response cannot 

adequately be approximated by the superposition of the reflections off the top of 

the layer and off the bottom of the layer only. In such a case interbed multiples 

and conversions also have to be taken into account (Meissner and Meixner, 1969). 

Based on the Ketzin reservoir model of Kazemeini et al. (2010), Figure 8.2.2 illus-

trates the difference in the AVA response for the reservoir represented by a single 

boundary and a sub-wavelength layer. 

 

Fig. 8.2.2. Modelled AVA reflectivity of a thin layer with Ketzin reservoir parameters after 

Kazemeini et al. (2010) as input model. (a) The input model comprises a single layer represent-

ing the reservoir. Modelling was performed with the input model before CO2 injection (values 

without brackets) and after CO2 injection (bracketed values). (b) AVA response of the reservoir 

top as a single interface and as a layer of 10 m thickness. Thin layer amplitudes were computed 

with the method of Juhlin and Young (1993) using the 50 Hz Ricker wavelet shown in sub-figure 

(a). Computations include first-order multiples and conversions, and use the Aki-Richards ap-

proximation after Guy et al. (2003). (c-d) Modelled AVA response of the 10 m layer for the 50 

Hz Ricker wavelet. Note that the traces in sub-figures (a,c-d) are drawn to the same amplitude 

scale.  
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Seismic rock physics 

Seismic wave velocities are governed by the elastic moduli of the rocks they prop-

agate through and their density. The elastic moduli and densities correspond to the 

whole rock and depend both on the rock matrix properties as well as the properties 

of the fluids or gases filling the pore space. P-wave (Vp) and S-wave (Vs) velocities 

are governed by the bulk modulus, K, the shear modulus, G, and the density. 

 

ρ

G+K

=Vp
3

4

  (8.2.9) 

ρ

G
=Vs   (8.2.10) 

The bulk modulus is defined by the relative volume change caused by an omni-

directional confinement pressure. The shear modulus is defined by the relative 

shear displacement when a shear force is applied (e.g. Lay and Wallace, 1995). As 

there is no restoring force for liquids and gases, their shear modulus is zero.  

Injection of CO2 into porous reservoir rock containing saline fluids will result 

in the replacement of some of the saline fluid by CO2. The injection will also in-

crease the pressure in the reservoir. Leakage from a deeper storage formation to 

shallower levels will result in similar changes in reservoirs at shallower levels. 

The replacement of saline fluid by CO2 is referred to as fluid substitution and there 

are two models for how this replacement affects seismic velocities. These are the 

uniform saturation model (Gassmann, 1951) and the patchy saturation model 

(Mavko et al., 2003). In both models only the bulk modulus and the density will 

change due to the replacement of fluid by gas, while the shear modulus is unaf-

fected. This implies that there is very little change in the S-wave velocity when 

CO2 is injected into the reservoir, but there will be large changes in the P-wave ve-

locity. However, increased pore pressure in the reservoir caused by the injection 

will result in a decrease in the effective stress and thereby a decrease in both the 

bulk and shear modulus of the rock. This difference in behavior between changes 

in gas saturation and pore pressure can potentially be monitored with seismic 

methods (e.g. Landrø, 2001). 

The uniform saturation model gives the following change in bulk modulus 

(Gassmann, 1951): 
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where K is the bulk modulus of a rock saturated with a frictionless fluid of bulk 

modulus Kf, Kd is the frame bulk modulus (air-saturated rock), Km is the matrix 

bulk modulus of the same rock, and  is the porosity. 

The bulk modulus Kf of a water/CO2 mixture after the rock is flooded with CO2 

can be calculated using Wood's equation (Wood, 1941), 
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w
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K
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K

11

,  (8.2.12) 

 

where Kw and KCO2 are, respectively, the bulk moduli of brine and CO2, and Sw 

is the brine saturation fraction. Wood's equation is based on the uniform stress as-

sumption for fluid mixtures. 

On a fine scale, the Gassmann model assumes homogeneous mixing of both 

phases. However, if mixing is heterogeneous on a coarse scale, a passing wave 

causes local pore-pressure differences. Assuming that the mixing can be described 

by geometric patches, which themselves are homogeneously saturated, there will 

be pressure exchange between nearby patches (Mavko et al., 2003). On a larger 

scale, wave-induced pore-pressure differences should average to an equilibrated 

value. At a seismic wave frequency f, these pore pressure heterogeneities will 

equilibrate for scales smaller than the critical diffusion length Lc (Mavko et al., 

2003): 

fη

kK
L

f

c 

  (8.2.13) 

with k denoting the rock permeability and η the fluid viscosity. If the patches 

are sufficiently small (< Lc), the pore-fluid mixture can be represented by a single 

effective fluid, which is then considered to be uniformly saturated. If the patches 

are larger than Lc spatial fluctuations will tend to persist during the passage of 

seismic waves, a state which is referred to as non-uniform or patchy saturation 

(Mavko and Mukerji, 1998). Patchy saturation can for example be caused by “fin-

gering” of pore-fluids, which might result from spatial variations in wettability, 
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permeability or shaliness (Asveth, 2009). Yet, it is possible to describe the indi-

vidual patches by separate Gassmann models.  

The patchy saturation model gives the following change in bulk modulus via 

the Hill equation (Berryman and Milton, 1991; Hill, 1963): 
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where K0 and K100 are the whole rock bulk moduli for 0% CO2 saturation and 

100% CO2 saturation, respectively. In both the uniform and patchy models the 

density of the saturated rock is given by  

fd Φρ+ρ=ρ
,  (8.2.15) 

where  and d are, respectively, the fluid-saturated and dry densities of the 

rock, and f is the pore fluid's density. For a mixture composed of water and CO2 

it is determined with an arithmetic average of the separate fluid phases: 

2
CO

2
COwwf ρS+ρS=ρ 

,  (8.2.16) 

where f is the mixture density, W and CO2, and SW and SCO2 are, respectively, 

the densities and volume fractions (saturation) of water and CO2.  

Values for the different parameters can either be determined through lab exper-

iments or by theoretical formulas. An online program to calculate fluid properties 

based on Batzle and Wang (1992) is available at: 

 

 www.crewes.org/ResearchLinks/ExplorerPrograms/FlProp/FluidProp.htm 

 

Changes in P-wave and S-wave velocities due to a pore pressure increase may 

be modeled with second order curves with empirical constants to be determined 

(Landrø, 2001) 

  p
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ββs VΔPm+ΔPl=ΔV   (8.2.18)  

http://www.crewes.org/ResearchLinks/ExplorerPrograms/FlProp/FluidProp.htm


 

 

For a hypothetical leak from reservoir depth with accumulation of CO2 at 300 

m depth into a high porosity sandstone the velocities as a function of CO2 satura-

tion for the uniform and patchy models are plotted in Figure 8.2.3 Note the large 

difference predicted for velocity depending upon which model is assumed. Note 

also that the S-wave velocity only increases slightly in both models, due to the de-

crease in density as CO2 enters the rock. A similar plot for an increase in pore 

pressure is shown in Figure 8.2.4. Note that at 300 m depth pore pressure changes 

more than 2 MPa are unlikely without fracturing the formations. At greater depth, 

pore pressure changes due to injection can be significant without fracturing the 

formations.  

 

 
Fig. 8.2.3. P-wave and S-wave velocities for the uniform and patchy saturation models for a 

30% porosity sandstone at 300 m depth. 
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Fig. 8.2.4. P-wave and S-wave velocities as a function of increased pore pressure.  

Time-lapse seismics 

Reflection seismic based time-lapse methods are the heart of all geophysical 

monitoring methods in sedimentary environments and, therefore, a very brief out-

line of reflection seismic processing is given here. Typical processing procedures 

comprise three main steps: (1) data preprocessing, (2) stacking, and (3) seismic 

migration (e.g. Yilmaz, 2001). (1) The preprocessing aims to extract the relevant 

reflections out of the acquired seismograms. Common preprocessing steps are the 

muting and suppression (filtering) of undesired signals, deconvolution, and ampli-

tude restoration. A further important step is the application of static corrections, 

which will be explained in more detail below. (2) Seismic stacking comprises re-

sorting of traces into gathers and summation along time-offset trajectories which 

are defined by velocity model estimations. Most commonly, the traces are resorted 

into common-midpoint (CMP) gathers. Then, NMO corrections are applied on the 

basis of velocities that are extracted from velocity analyses in the CMP domain. 

These velocity analyses are typically carried out in alternation with residual static 

corrections until the velocity models sufficiently remove the NMO (Yilmaz, 

2001). Stacking is then completed with the summing of the NMO-corrected traces 

that belong to the same CMP gathers (Mayne, 1962). The number of traces within 

a CMP gather is termed the fold, which is an indicator of the signal-to-noise im-

provement that can be obtained in the stacking procedure. Aside from the CMP 

stack there are also alternative stacking procedures, such as the methodically re-

lated common-reflection-element (CRE) stack (Gelchinsky, 1988), multifocusing 

stack (Gelchinsky et al., 1999), or common-reflection-surface (CRS) stack (Jäger 

et al., 2001). (3) Seismic processing is typically finalized by migration which in-



 

 

tends to relocate reflected energy to its true (temporal or spatial) position of origin. 

Seismic migration generally aims to overcome mis-positioning (e.g. image angle 

of dipping reflectors) and can be applied in the pre-stack or post-stack domain 

(see, e.g. Biondi, 2006; Yilmaz, 2001). In the latter case, migration is typically 

carried out in conjunction with dip-moveout (DMO) corrections before stacking, 

which then resembles a pre-stack migration scheme (Deregowski, 1986). 

The general objective of seismic processing is to modify acquired data into im-

ages that can be used for interpretation of subsurface structures. On this basis, 

time-lapse seismic aims for the detection of changes in the seismic response of the 

sub-surface by means of repeated data acquisition and processing. There are sev-

eral metrics which are used to quantify the repeatability of seismic surveys, with 

the normalized-root-mean-square amplitude difference (NRMS) of (Kragh and 

Christie, 2002) being the most commonly used. The NRMS of two traces a and b 

is given by 

 
    bRMS+aRMS

baRMS
=NRMS

0.5
100%



 (8.2.19) 

The NRMS measure ranges from 0% for identical traces to 141% for randomly 

uncorrelated traces, and up to 200% for 180° out of phase traces (amplitude rever-

sal). It is very sensitive to small changes between the two input traces, whether it 

is in the amplitude or phase (Domes, 2010).  

Beyond the impact of noise, there are a number of practical challenges to time-

lapse seismic. In the case of onshore surveying, unforeseen acquisition obstacles 

usually occur. Although the fold reduction caused by these obstacles can be com-

pensated for by relocating source and receiver locations (e.g. acquisition of data 

that will be binned into the same CMP bin at different offsets), a reduced experi-

mental reproduction inevitably remains. Furthermore, wavelet reproducibility may 

be limited. This is not only a matter of source technology, but also of source-

ground coupling and changes in near-surface velocities (Kashubin et al., 2011). 

These complications need to be handled by cross-equalization of the frequency 

and phase characteristics (wavelet matching).  

In addition, the seismic response also senses pressure changes (Eberhart-

Phillips et al., 1989; Todd and Simmons, 1972). It is obvious that time-lapse seis-

mic interpretation for monitoring CO2 injection must take this into consideration. 

In this context, (Landrø, 2001) introduced a method for discriminating the fluid 

and pressure response in time-lapse seismic data by exploiting the AVO response.  

8.2.3 Geoelectric methods 

The geoelectric method, here also referred to as Electrical Resistivity Tomography 

(ERT), uses artificial electrical currents to investigate the distribution of electric 
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resistivity within the subsurface. It serves as a complementary method to seismic 

methods, and its application to CO2 storage monitoring is motivated by the ex-

pected change in rock resistivity when electrically well conductive brine is substi-

tuted by insulating CO2 (Christensen et al., 2006; Nakatsuka et al., 2010). 

Theory 

Geoelectrics uses diffusive electric fields, as opposed to propagating wave fields 

as in most seismic applications, which obey Poisson’s equation (e.g. Telford et al., 

1990) 
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           (8.2.20) 

It entails that electric current flow, I, is determined by the spatial arrangement 

of electrical sources (and sinks) as well as the distribution in electric resistivity ρ. 

Both factors specify the electric potential ϕ, to which the gradient of the current 

flow aligns. The right hand side of the equation places an infinitesimal source 

(represented by Dirac’s delta) at rs, releasing an electric current I. If this source 

would be located on a perfectly uniform half-space with a resistivity of ρ0, the po-

tential would be given by 
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   (8.2.21) 

A combination of current sources can be given by the superposition of their in-

dividual potential distributions. Due to the conservation of electric charge, the 

practical field experiment is typically carried out by a current circuit, which is re-

alized through a pair of current electrodes (A and B). An additional pair of poten-

tial electrodes (M and N) are used to measure spatial differences in ϕ, i.e. the elec-

tric voltage U. This so-called four-point layout is schematically illustrated in 

Figure 8.2.5.  



 

 

 
Fig. 8.2.5. Schematic illustration of a four-point electrode arrangement after Lange (1997). Cur-

rent flow lines (solid) and equipotential lines (dashed) are given for a two-layer case with higher 

resistivity in the first layer.  

 

Geoelectric surveying is commonly performed by using multiple pairs of cur-

rent electrodes and voltage electrodes with an aim to achieve a dense sampling of 

the imaging target. From the injected current I and the measured voltage, U, a re-

sitance, R, can be calculated. This resistance has a strong dependence on the geo-

metrical arrangement of the electrodes. Using a uniform half-space again, it is 

possible to compute geometrical correction factors, k, which convert readings of R 

into apparent resistivity values ρapp by 
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 (8.2.22) 

 

The apparent resistivity represents a weighted mean of the actual resistivity dis-

tribution ρ(r). For ERT, the apparent resistivities provide the starting point for as-

sessing the earth’s true resistivity by means of inverse procedures. If the elec-

trodes are placed on the surface, the geometric factor k is (e.g. Kearey et al., 2002) 

BN
+

BMANAM

=k
1111

4π


  (8.2.23) 
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For current injections below the surface, e.g. electrodes in wells, the positions 

of the mirrored current electrodes A’ and B’ also have to be taken into account  

 

NB'
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BNMB'
+

BMNA'
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ANMA'
+

AM

=k
11111111

4π
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 (8.2.24) 

Geoelectric rock physics 

Electrolytic ion transport is the most efficient conduction mechanism in fluid-

filled sedimentary materials, in particular for those which are filled with highly sa-

line brines. The efficiency of the ion transport is determined by the ion concentra-

tion in the fluid and the connectivity of the pores (Kirsch, 2006). To first-order, 

porous sediments can be viewed as a composite system comprising the mineral 

matrix and the pore space. Similarly to the previous discussion, the pore-space 

may be filled with brine or CO2 or a mixture of both. Since the electrical resistivity 

of most matrix-building minerals is high, their contribution to electric current flow 

is generally neglected. Using this assumption, the empirical Archie equation 

(Archie, 1942) specifies the rock resistivity ρ with regard to the CO2 saturation 

SCO2 as 

 

r =
Arw

jm 1- SCO2( )
n

  (8.2.25) 

where φ now denotes the rock porosity and ρw the resistivity of the initially 

present brine. The porosity exponent m reflects the pore geometry, compaction 

and insulation effects due to possible pore-space cementation. The saturation ex-

ponent n accounts for the presence of non-conductive fluid in the pore space. The 

factor A reflects the current component being conducted through the matrix. Since 

A, m, and n are purely empirical parameters, they need to be determined on an ex-

perimental or statistical basis. In situations where such a basis is not given, esti-

mates often have to be made from literature values. For instance, the saturation 

exponent n is reported to be in the range of 1.715 for unconsolidated sediments up 

to 2.1661 for sandstones (Lee, 2011). The porosity exponent m is reported to vary 

between 1.8 and 2.1 for sediments (Waxman and Thomas, 1974).  

Archie-based resistivity models make two crucial assumptions: First, the pore-

space mixture of brine and CO2 is substituted with a virtual equivalent fluid. Elec-

tric current flow, however, is affected by complicated geometrical considerations, 

such as shape and connectivity of the pores and the spatial distribution of these 



 

 

fluids within the pores. For example, Han et al. (2009) reported for fluid satura-

tions < 0.2, that the resistivity measured on clay-free sandstone can be notably 

lower than that predicted by Archie’s law. They attributed this observation to liq-

uid films that cover the rock grains and maintain considerable electric current flow 

even for very low fluid saturations. Secondly, the Archie equation assumes that 

electric current flow takes place solely within the pore-space. This is a severe sim-

plification, because most sedimentary materials are also composed of conductive 

minerals, such as clay. 

 

Impact of clay content on rock resistivity 

Electric resistivity in clay-bearing geologic materials has been often studied (e.g. 

(Butler and Knight, 1988; De Witte, 1955; Poupon et al., 1954; Waxman and 

Thomas, 1974) and various methods have been proposed to correct for the effect 

of clay on the formation resistivity (for an overview in the context of shaley sands 

see Worthington, 1985). (Frohlich and Parke, 1989) extended the Archie equation 

to a parallel connection of the pore-space resistivity and the clay-related resistivity 

ρs 
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   (8.2.26) 

In fact, ρs is also dependent on the clay content, cc, for which (Rhoades et al. 

(1989) presented an empirical calibration (that yields ρs in Ohmm) 

1
2.3 0.021s

s

= σ = cc
ρ

    (8.2.27) 

The Ketzin site can be used as an example of applying the Archie model as 

well as the Frohlich and Parke model to make first-order resistivity descriptions of 

the reservoir. Using an average clay content of about 20% (Norden et al., 2010) 

within the reservoir units and assuming a porosity of 30% (Kazemeini et al., 2010) 

a surface resistivity of 22.8 Ohmm is obtained from the Rhoades equation. In or-

der to improve the choices of the remaining parameters, these can be adjusted by 

results from laboratory data. Based on two core samples from the Ketzin site, 

(Kiessling et al., 2010) reported an average resistivity ρ0 of about 0.5 Ohmm at 

full brine saturation. Still, A and m remain unknowns, but the ratio φm · A−1, the 

so-called formation factor, can be considered as a single unknown. Thus, given 

experimental knowledge about ρw, φ and the rock’s resistivity for full brine satura-

tion ρ0, any set of A and m can be chosen which satisfies 
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Selecting the porosity exponent m equal to 2, a value of about 1.24 is obtained 

for A. The respective models are shown in Figure 8.2.6 and generally show a ra-

ther moderate increase in resistivity for SCO2 <0.7. For larger saturations a more 

drastic resistivity increase is observed with the respective maxima at full CO2 sat-

uration. This is a generic behavior of Archie models which has been well dis-

cussed regarding its potential for geoelectric monitoring of CO2 migration (e.g. 

(Hoversten and Gasperikova, 2005).  

 

 
Fig. 8.2.6. Left: Electric resistivity models as functions of the CO2 saturation for the Ketzin res-

ervoir model. A, m, and n were chosen to 1.24, 2 and 1.5, to fit experimental data reported by 

Kiessling et al. (2010). For further parameters of the reservoir model see text. Right: Change in 

model resistivity due to uncertainties in the resistivity model parameters. Analysis had been car-

ried out for the Frohlich & Parke model with a CO2 saturation of 30% (see star symbol in the left 

hand diagram). Estimation errors in the porosity exponent m and porosity φ can be seen to pose 

the strongest uncertainties on the resistivity predicted by the model. 

 

For CO2 saturations up to about 70%, clay has a rather neglible impact (Figure 

8.2.6). This can be explained by the (highly salinized) pore fluid which strongly 

exceeds the clay in terms of conductivity at low and intermediate CO2 saturation. 

The difference between models is considerable for high CO2 saturations. In such a 

situation, the Archie model does not account for the clay-related conduction, 

whereas the Frohlich & Parke model allows some conductivity through the clay. 

Two considerations for geoelectric monitoring of CO2 storage now arise. Firstly, 

ERT will be less sensitive at low CO2 saturations, but will gain sensitivity as the 

CO2 saturation increases. Secondly, if quantitative estimation of CO2 saturations 

from resistivity measurements is performed in clay-bearing materials at high CO2 

saturations, the utilized resistivity-saturation relations should be based on in-situ 

(laboratory) experiments or adequately calibrated clay models. 



 

 

Assuming the Archie model to sufficiently describe the resistivity-saturation re-

lation for the Ketzin reservoir within low and intermediate CO2 saturations, the 

Archie equation can easily be used in reverse to estimate CO2 saturations by  
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The use of the resistivity index RI (Gu´eguen and Palciauskas, 1994) allows the 

substitution of ρw with ρ0 by 
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  (8.2.30) 

Note that the parameters A and φm become obsolete when using the ratio of two 

resistivities at different CO2 saturations. The saturation exponent n is the only rock 

parameter required in this equation and with rearrangement of it resulting in 
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 (8.2.31) 

and allowing estimation of CO2 saturation from a measured resistivity ρ and its 

baseline resistivity ρ0. However, it is important to note that this assumes the poros-

ity related parameters φm and A to be constant throughout the fluid-substitution 

process (no dissolution or cementation). 

8.3 Tracer tests for monitoring CO2 plume migration 

Alexandru Tatomir, Iulia Ghergut, Martin Sauter 

8.3.1 Tracer methodology   

The success of CO2 geological storage projects relies on technologies and capabil-

ity to efficiently monitor the migration and fate of the injected CO2 plume. Vari-

ous types of tracers in the liquid and/or gas phases constitute one such monitoring 

technology. The overall goal of monitoring tracers is the characterization of pro-

cesses occurring in the reservoir during and after the CO2 injection. This involves 

the determination of the residual and dissolution trapping mechanisms and effi-
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ciency, the leakage pathways, the CO2-brine interface area, extent of the CO2 

plume spreading, etc. 

A summary of the various uses of the conservative and reactive tracers for 

monitoring purposes is given in Error! Reference source not found.. 

The CO2 can be present in several states depending on the temperature, pres-

sure and chemical composition of the fluids in the reservoir which makes the as-

sessment of the chemical tracers a challenging issue. CO2 has been used on regular 

basis in the oil and gas industry to enhance the oil recovery. Among the most fre-

quently used compounds are (see Table 8.3.1 Use of tracers for monitoring during 

storage site operation. 

Target infor-

mation 

Suitable method Suitable tracer 

species 

Limitations Application exam-

ples 

tracking or antic-

ipating CO2 

breakthrough 

passive real-time 

monitoring of gas 

fluxes 

inert gases; op-

tionally comple-

mented by defined 

isotopic signatures 

for the injected 

CO2 and accom-

panying tracers 

some gas species may 

arrive earlier, some 

later than the injected 

CO2  

Ketzin: Nitrogen, 

Krypton 

Frio: PFCs, SF6, 

Kr 

Otway: SF6, Kr, 

CD4 (perdeuterat-

ed methane) 

tracking thermal 

fronts 

forced-gradient 

brine sampling 

“thermo-sensitive” 

tracers 

discussion on thermo-

sensitive tracers in 

Chapter 6 

table 7.3.3 

estimating CO2-

brine interfaces 

passive monitor-

ing 

partitioning tracers requires accurate 

knowledge of parti-

tioning coefficients, 

considering various 

in-situ influences on 

them (temperature, sa-

linity, etc) 

Fagerlund et al., 

2011 

Tong et al., 2013  

Myers et al., 2013  

dynamic tracking 

of CO2-brine in-

terfaces 

passive monitor-

ing 

forced-gradient 

fluid sampling 

“KIS”  

(kinetic interface-

sensitive) tracers 

discussion on KIS 

tracers in Chapter 6  

Schaffer et al., 

2013 

Tatomir et al., 

2015  

brine displace-

ment 

passive monitor-

ing 

forced-gradient 

brine sampling 

brine-soluble trac-

ers 

partitioning tracers 

difficult to detect; ex-

tremely high dilution 

for brine-soluble spe-

cies; forced-gradient 

brine sampling is not 

desirable during CCS 

site operation 

Ketzin (attempted 

with brine-phase 

tracers like naph-

thalene-sulfonic 

and fluoro-benzoic 

acids); Behrens et 

al., 2014  

cap-rock integrity passive monitor-

ing 

geochemical and 

isotopic tracers, 

cation dissolution 

requires very sensitive 

detection (low detec-

tion limits); source at-

tribution not always 

unique 

Luquot and Gouze, 

2009  

wellbore integrity passive monitor-

ing 

geochemical and 

isotopic tracers, 

trace elements 

Crow et al., 2010  



 

 

residual trapping 

of CO2  

forced-gradient 

push-pull se-

quence 

pressure signals – 

as an alternative to 

using solute trac-

ers 

geological uncertainty Zhang et al., 2011 

  

 

residual and dis-

solution trapping 

inter-well dipole, 

forced-gradient 

partitioning tracers geological heteroge-

neity 

Fagerlund et al., 

2011, 2012, 2013 

Myers et al., 2013, 

LaForce et al., 

2014, Rasmusson 

et al., 2014  

, Noordman et al. (2000): alcohols (Dwarakanath and Pope, 1998), phase parti-

tioning non-condensible gases such as O2, CO2, CH4 (Elodie and Philippe, 2012), 

noble gases (e.g. Kr (Vulava et al., 2002),  volatile organic chemical compounds, 

fluorinated hydrocarbons (McCallum et al., 2005; Wells et al., 2007) and naturally 

occurring isotopes (e.g.,222Rn; Hunkeler et al., 1997), radioactive isotopes tracers 

(G. Johnson et al., 2011).  

Within the context of CCS projects, tracer methods can provide understanding 

over the subsurface movement of the CO2 plume (Boreham et al., 2011; Freifeld et 

al., 2005; Underschultz et al., 2011; Vandeweijer et al., 2011), characterize geo-

chemical processes (Assayag et al., 2009 Error! Reference source not found.], 

Matter et al., 2007 Error! Reference source not found.]), assess the residual 

trapping capacity (Myers et al., 2012; Rasmusson et al., 2014; Zhang et al., 2011; 

Fagerlund et al. 2013) LaForce et al., (2014), determine the containment and leak-

age rates for monitoring and verification programs (Strazisar et al., 2009; Wells et 

al., 2010, 2007), measure the rate of CO2 dissolution (Fagerlund et al., 2013) or 

provide information about individual trapping mechanisms.  

A recent literature review of several relevant CCS tracer applications is done 

by (Myers et al., 2013a). They present case studies from West Pearl Queen, a de-

pleted oil formation in southeastern New Mexico, and from Zero Emission Re-

search Technology Center (ZERT) project in Bozeman, Montana (USA) where 

several cyclic perfluorocarbon tracers were used for monitoring and verification 

(Strazisar et al., 2009; Wells et al., 2010, 2007). Furthermore the Pembina Cardi-

um project in Alberta (Canada) is presented, where distinct in situ isotopes were 

used as tracers for understanding breakthrough and plume migration (Johnson et 

al., 2011b). At the K12-B gas field in the Dutch sector of the North Sea and Frio 

Brine I pilot project, perfluorocarbons and inert gas tracers were used for under-

standing breakthrough and plume migration. At Kezin CO2 injection site (Germa-

ny) the observations obtained from two monitoring wells showed that the two 

tracers, nitrogen and krypton have arrived prior to the CO2 breakthrough (Elodie 

and Philippe, 2012; Martens et al., 2011; Zimmer et al., 2011). 

In general, when designing the tracer tests for the characterization and monitor-

ing stages of a CO2 storage site several key aspects must be considered (Myers et 

al., 2013a, 2013b): chemical stability, environmental safety, cost effectiveness, 

ease of detection, toxicity, injection/sampling protocols and behavior in the reser-
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voir conditions. Additionally, further restrictions have to be considered in the test 

design considering single-well and inter-well testing (Ghergut et al., 2012):  

 

1. mobile-fluid volumes (e.g. CO2 plume) can be measured from inter-well con-

servative-tracer tests, whereas single-well push-pull tests are generally insensi-

tive  to mobile-fluid volumes;  

2. immobile-fluid volumes, in single-phase systems, are rather difficult to meas-

ure, by either kind of test;  

3. fluid-phase saturations can be determined from inter-well tests using partition-

ing tracers at equilibrium exchange between phases; whereas single-well tracer 

push-pull tests are rather insensitive with respect to tracer exchange processes 

at equilibrium;  

4. mobile and immobile fluid regions, or fluid-fluid interface areas can, in princi-

ple, be determined from single-well tracer push-pull tests relying on kinetic ex-

change processes between compartments or phases (Schaffer et al., 2013; 

Tatomir et al., 2013) Tatomir et al 2015 Error! Reference source not found.] 

).  

 

An interesting trade-off between the advective- or equilibrium-dominated pa-

rameter sensitivity regimes, and the advection- or equilibrium-insensitive regimes 

is obtained using in-situ tracer creation, or conversion, in a time-dependent man-

ner (from another initially-injected tracer with different phase-partitioning proper-

ties), as had originally been proposed by Tomich et al. (1973) for determining re-

sidual-oil saturations.  

Reactive tracers constitute a promising research area for innovative process 

characterization, especially the thermos-sensitive tracers for tracking in-situ tem-

perature fronts, as proposed by Nottebohm et al. (2012), and the new class of KIS 

tracers (CO2-brine interface sensitive), as proposed by Schaffer et al. (2013) and 

modeled in (Tong et al., 2013) and Tatomir et al. (2015).  

Examples of tracer uses in terms of classical site characterization is given in 

Table 7.3.2, for characterizing the sites CO2 trapping properties through CO2 in-

jection experiments in Chapters 7.4 and 8.6.   

 

 

Table 8.3.1 Use of tracers for monitoring during storage site operation. 

Target infor-

mation 

Suitable method Suitable tracer 

species 

Limitations Application exam-

ples 

tracking or antic-

ipating CO2 

breakthrough 

passive real-time 

monitoring of gas 

fluxes 

inert gases; op-

tionally comple-

mented by defined 

isotopic signatures 

some gas species may 

arrive earlier, some 

later than the injected 

CO2  

Ketzin: Nitrogen, 

Krypton 

Frio: PFCs, SF6, 

Kr 



 

 

for the injected 

CO2 and accom-

panying tracers 

Otway: SF6, Kr, 

CD4 (perdeuterat-

ed methane) 

tracking thermal 

fronts 

forced-gradient 

brine sampling 

“thermo-sensitive” 

tracers 

discussion on thermo-

sensitive tracers in 

Chapter 6 

table 7.3.3 

estimating CO2-

brine interfaces 

passive monitor-

ing 

partitioning tracers requires accurate 

knowledge of parti-

tioning coefficients, 

considering various 

in-situ influences on 

them (temperature, sa-

linity, etc) 

Fagerlund et al., 

2011 

Tong et al., 2013  

Myers et al., 2013  

dynamic tracking 

of CO2-brine in-

terfaces 

passive monitor-

ing 

forced-gradient 

fluid sampling 

“KIS”  

(kinetic interface-

sensitive) tracers 

discussion on KIS 

tracers in Chapter 6  

Schaffer et al., 

2013 

Tatomir et al., 

2015  

brine displace-

ment 

passive monitor-

ing 

forced-gradient 

brine sampling 

brine-soluble trac-

ers 

partitioning tracers 

difficult to detect; ex-

tremely high dilution 

for brine-soluble spe-

cies; forced-gradient 

brine sampling is not 

desirable during CCS 

site operation 

Ketzin (attempted 

with brine-phase 

tracers like naph-

thalene-sulfonic 

and fluoro-benzoic 

acids); Behrens et 

al., 2014  

cap-rock integrity passive monitor-

ing 

geochemical and 

isotopic tracers, 

cation dissolution 

requires very sensitive 

detection (low detec-

tion limits); source at-

tribution not always 

unique 

Luquot and Gouze, 

2009  

wellbore integrity passive monitor-

ing 

geochemical and 

isotopic tracers, 

trace elements 

Crow et al., 2010  

residual trapping 

of CO2  

forced-gradient 

push-pull se-

quence 

pressure signals – 

as an alternative to 

using solute trac-

ers 

geological uncertainty Zhang et al., 2011 

  

 

residual and dis-

solution trapping 

inter-well dipole, 

forced-gradient 

partitioning tracers geological heteroge-

neity 

Fagerlund et al., 

2011, 2012, 2013 

Myers et al., 2013, 

LaForce et al., 

2014, Rasmusson 

et al., 2014  

8.4 Well Instrumentation 

Barry Freifeld 
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8.4.1 Objective of a borehole monitoring program 

The overarching objective of monitoring geologically sequestered CO2 is to 

demonstrate the safe and effective long-term storage and integrity in the target 

reservoir. This is accomplished through a multi-faceted monitoring program by 

which data is acquired that (1) assures the public and regulators that the reservoir 

is behaving as intended, (2) validates conceptual models developed for reservoir 

engineering and storage management, and (3) demonstrates protection of drinking 

water and the greater environment. Dedicated monitoring wells are expensive and 

it is most efficient to use them to simultaneously acquire a diverse set of comple-

mentary data sets. The concept of integrated well monitoring is to engineer each 

completion such that tradeoffs necessary to deploy disparate technologies are con-

sidered in a holistic way so that the end result is an optimal suite of tools to ac-

complish monitoring objectives. Examples of integrated monitoring completions 

for CO2 storage are available in both demonstration and pre-commercial deploy-

ments. These include the Ktzi 200,201 and 202 boreholes at the Ketzin pilot site, 

Germany (Prevedel et al., 2008), the CO2CRC Otway Project Naylor-1 Well 

(Jenkins et al., 2012), and the Modular Borehole Monitoring system developed at 

Lawrence Berkeley National Lab for the D9-8 Well (CO2 Capture Project, 2013). 

8.4.2 Monitoring Environmental Challenges 

The geologic reservoirs targeted for geological storage of CO2 are normally at 

pressures and temperatures above CO2’s critical point: 31.1 °C at a pressure of 

73.8 bar. These temperatures and pressures are typically found at depths greater 

than ~750 m, and sequestration pilots have often been at 2-3 km depth where mul-

tiple sealing layers provide redundant barriers to migration of CO2 to the surface. 

There are many engineering challenges associated with the environmental condi-

tions encountered, which include elevated pressures, temperatures, and aggressive 

groundwater chemistries to name a few. 

The depth of the target reservoir and the corresponding hydrostatic pressure 

provides a significant challenge to the design and survivability of complex moni-

toring instruments. A 3000 meter deep well will develop around 300 bar static 

pressure at bottom. This can be even greater depending on the salinity of the fluid. 

In addition to pressure, elevated temperatures present additional engineering 

challenges for MVA (monitoring, verification and accounting) tool design. Down-

hole electronics experience increasing rates of failure at temperatures above 

100°C, with lifetimes of downhole electronic circuitry decreasing nonlinearly with 

increased temperatures. A study conducted by Quartzdyne, Inc. a major manufac-

turer and OEM supplier of quartz crystal and electronic circuit boards for perma-

nent pressure/temperature gauges found that surface mounted electronics could be 

used reliably at up to 150°C, with lifetimes of 5 years at 125°C. Hybrid electric 



 

 

circuitry assemblies can last up to two years at 200°C or five years at 180°C 

(Watts, 2003). These durations are frequently much shorter than would be ex-

pected during a permanent CO2 monitoring program, and hence some means for 

removal and replacement of electronic based sensors would be needed for a “life-

of-the-well” solution. 

Similarly, fiber-optics also suffer from degradation at elevated temperatures. 

Standard acrylate coated optical fibers are rated for use up to 85°C, with high 

temperature acrylate fibers acceptable for extended usage at 150°C. Polyimide 

coatings are used at temperatures up to 300°C, while difficult to manufacture fi-

bers using metallic coatings are available beyond this temperature. Two of the 

challenges that metallic coated fibers face is in the reliable fabrication of long 

lengths and the difficulty in recoating after splicing. Optical fibers in general suf-

fer a condition known as hydrogen darkening at elevated temperatures, where hy-

drogen diffuses into the fiber and degrades the optical characteristics. In high tem-

perature boreholes ( > 200°C) with hydrocarbons present, the diffusion of 

hydrogen into fibers can be severe and seriously degrade the life of a fiber-optic 

cable in the timespan of several months (Rassenfoss, 2012). 

Corrosion and chemical resistance of the materials selected for downhole use in 

the MBM (modular borehole monitoring) system is an important consideration 

and is related to the temperature issue because of the exponential dependence of 

reaction rates on temperature. Deep sedimentary aquifers, often rich in dissolved 

salts, are considered the largest potential targets of CO2 sequestration. Monitoring 

in wells used for fluid sampling means exposure to CO2 rich fluids. CO2 dissolved 

in formation waters will form carbonic acid, with the resulting acidity determined 

by the host formations buffering capability. Acidic waters form a hostile environ-

ment to most ferritic materials commonly used in well completion. To mitigate 

potential high corrosion rates carbon steel is often replaced by high chromium al-

loys, which in turn increases well costs. Fiberglass is an alternative casing materi-

al to consider, but the structural integrity needs to be considered in deep well in-

stallations, particularly in designing cementing operations that limit compressive 

forces.  

8.4.3 Monitoring Technologies 

Many of the technologies that have been employed for monitoring CO2 sequestra-

tion sites are derived from the oil and gas industry. These include permanent pres-

sure and temperature gauges, fiber-optic temperature, acoustic, and strain, as well 

as numerous wireline logging technologies. For geophysical logging there has not 

been a broad adoption of permanent sensing in the oil and gas industry, but there 

have been examples of in well electrical and seismic sensor arrays. Permanent mi-

croseismic sensing has frequently been employed for monitoring unconventional 

hydraulic fracturing operations. Downhole fluid sampling in the oil and gas indus-

try is typically performed using wireline tools to acquire accurate PVT infor-
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mation during the reservoir appraisal process, as wellhead samples are normally 

used after a well is put into production. For continuous monitoring of brines for 

CO2 sequestration alternative methods have been developed such as U-tube fluid 

sampling (Freifeld et al., 2005) or Schlumberger’s Westbay Multilevel sampling 

system (Picard et al., 2011). 

Pressure/Temperature 

Subsurface pressure and temperature are fundamental parameters used in all res-

ervoir models. Hydrologic testing requires knowledge of the evolution of a pres-

sure transient during fluid injection or withdrawal in order to assess a reservoirs 

permeability and storativity (see Chapter 3 and 8 for definitions). In a CO2 storage 

reservoir having pressure gauges deployed both at the bottom and top of a perfo-

rated interval permits an estimate of the fluid density, and hence the height of a 

column of CO2 in brine.    

Permanently deployed discrete pressure/temperature gauges are commercially 

mature products with dozens of vendors that will supply and install the instru-

ments. Pressure gauges operate using a variety of measurement methods, with the 

deep well environment sensors dominated by piezoresistive and quartz gauge 

technology. Resonating quartz cells are considered the most stable and accurate 

with resolution as high as 1 x 10-8 and accuracy of 0.01% FS. Data from perma-

nent gauges are typically read out at the surface through single conductor TEC 

(tubing encapsulated conductor). Alternatively, memory gauges can be installed in 

side pocket mandrels and retrieved periodically to download data and replace bat-

teries. The benefit of retrievable gauges is that they can be replaced upon a gauge 

failure, whereas a permanent gauge with surface readout cannot be replaced if it 

fails. Because of the high value of real-time data early in the life of a project it is 

possible to install permanent gauges that may fail in five or ten years, but with ei-

ther side-pockets or landing subs that would allow easy deployment of retrievable 

gauges in the future.  

Fluid Sampling 

There are numerous methods for obtaining subsurface fluid samples, including 

wireline samplers, formation testers, gas lift systems, and U-tube samplers 

(Freifeld et al., 2005). For fluid samples from two-phase reservoirs, such as exist 

in mixed brine CO2 systems, methods that preserve the relative ratio of the sepa-

rate phases are preferred as they provide information deemed important to under-

standing the state of the reservoir. Electrical pumps and gas lift significantly dis-

tort the composition of the fluid, and hence downhole wireline and U-tube 

samplers are the preferred techniques for monitoring CO2 sequestration reservoirs. 

A comparison of all of these sampling methods was conducted at the Citronelle 



 

 

field site by a team led by Yousif Kharaka, USGS Menlo Park. Unpublished re-

sults showed that the wireline and U-tube samples provided the least disturbed 

dissolved gas chemistry, resulting in more representative samples than submersi-

ble pumps and gas lifting fluids. 

Additional tools have been developed by major oilfield service provides for 

sampling fluids through casing. This involves creating a hole, extracting fluid, and 

repairing the hole. As expected these tools are highly specialized and carry signif-

icant costs to mobilize and use. They however can provide one of the few methods 

by which suspected leakage above zone can be investigated.  

If it is known in advance that fluid samples are required to be collected above 

the reservoir, there are a couple of different experimental methods by which a 

permanent sampling system can be installed outside of the casing. As part of the 

PTRC (Petroleum Technology Research Centre) Aquistore Project, a cement di-

verter has been installed with a U-tube sampling port and fluid sampling lines ce-

mented outside of casing. To date, the performance of the system is unknown as it 

has not been function tested since installation, which occurred shortly before the 

writing of this report.  

An alternative method is to deploy a U-tube as part of a behind casing perfora-

tion system. Behind casing perforation systems have been used to couple discrete 

pressure/temperature gauges to the formation. This works by installing a hollow 

perforation charge carrier connected through capillary tube to the pressure sensor. 

The perforations create a fluid pathway between the formation and the pressure 

gauge. This type of device has been marketed by several companies including 

Promore, Houston, TX and Sage Rider, Rosharon TX. Alternatively this same de-

ployment method can be used to couple the formation to a U-tube fluid sampler. 

8.4.4 Fiber Optic technologies 

State-of Sensor Technology 

Fiber optic based sensor systems are either distributed, based upon Raman or Bril-

louin scatter or discrete or multi-point, based upon Fabry-Perot cavities or Fiber 

Bragg Gratings (FBGs). Distributed temperature sensing is by far the most widely 

adopted well monitoring technique, having been first developed in the early 1980s 

at the Southampton University in England. The technique was commercialized ini-

tially by York Sensors Ltd and several other companies including Sensortran, 

Sensornet, LIOS Technology and APSensing (a spin-off from Agilent Systems) 

have since developed commercial products. Performance specifications for 

RAMAN based DTS systems are usually a function of the overall cable length and 

the integration period for each measurement cycle, with spatial resolutions typical-

ly 15 cm to 1 m and temperature resolution as high as 0.01 °C.  
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Brillouin based temperature monitoring systems typically have lower meas-

urement resolution and accuracy than Raman Systems, but their temperature 

measurement, but because strain induced variations in optical properties can be 

decoupled from the temperature measurements, the technique is less susceptible to 

noise induced by strain on the cables. Because the Brillouin technique uses low 

loss single-mode fiber it can be operated at ranges as long as 100 km. Brillouin 

measurements use single mode fiber in comparison to the multimode fiber em-

ployed for Raman based temperature measurement. Brillouin sensing is also used 

for monitoring fiber-strain. Typical sensitivity limits for stain are from 2 με to 10 

με up to as high as 4% strain depending on the cable material. One difficulty in 

monitoring strain is the challenge of transferring environmental strain onto the ca-

ble in a way that accurately transfers the strain but does not degrade the environ-

mental integrity of the fiber-optic cable encapsulation, which needs to still resist 

the elevated pressures of the deep subsurface environment. This is still an area of 

active research. FBG strain sensors are more commonly deployed to monitor 

strain at discrete locations because of the difficulty of imparting strain onto a con-

tinuous fiber. Baker Hughes and Shell jointly developed an FBG based real-time 

compaction imaging system to monitor sand screen deformation and casing shape 

which used FBG strain sensors. 

A technology that is more recent than DTS, but has rapidly evolved in only a 

few years is distributed acoustic sensing (DAS). Discrete fiber-optic based geo-

phone sensors have been marketed for many years based on FBG technology. 

However, there was little commercial uptake of the technology as the advantage 

over conventional copper wire based geophone sensors was not significant enough 

to overcome the price for utilizing the fiber-optic technology. DAS uses commer-

cial grade single-mode telecom fibers to monitor with high spatial resolution (up 

to 1 m) to provide truly distributed sensing over kilometers of cable.  

Fiber-optic DTS monitoring specifically for CO2 sequestration has been de-

ployed at the CO2SINK site at Ketzin, Germany (Giese et al., 2009), the CO2CRC 

Otway Project and the SECARB Cranfield Site, in Mississippi (Daley, et al, 2013) 

and at the Quest project in Alberta, Canada. Both the CO2SINK and Otway Pro-

ject sites deployed a variant of passive DTS monitoring, referred to as heat-pulse 

monitoring (Freifeld et al., 2008) which provides for the creation of a thermal 

pulse to investigate the thermophysical setting of the near wellbore environment.  

Other: gravity, tilt, strain 

Many technologies have been developed for borehole deployment as stand-

alone measurements. We will consider these to the extent they could possibly be 

integrated into a modular deployment. A good example is strain. Current fiber op-

tic technology, typically used for distributed temperature sensing, is being applied 

to strain measurements. Current measurement sensitivity is sufficient for sensing 

casing damage.  



 

 

8.4.5 Instrumentation Deployment Strategies 

There are several different methods for installing instrumentation in boreholes, but 

by far the most common method is run-in-hole on tubing, where the instruments 

sit in the annular space between tubing and casing. The hardware associated with 

a tubing deployment has a mature supply chain, and the engineering expertise is 

readily available. Less common but still considered relatively mature is behind 

casing installation. In a behind casing installation the instruments sit outside of the 

casing, allowing the full interior space within the well to be available for tempo-

rary deployments. The deployments at the Ketzin pilot site were an example of a 

hybrid installation, where some instruments sat outside of the casing and others 

were affixed to tubing (Prevedel et al., 2008). Considered as experimental tech-

niques are coiled tubing installations and wireline/umbilical installation of instru-

ments.  

Tubing 

In many ways tubing instrumentation deployments are operationally similar to 

ESP (definition) deployments, as the specialized equipment to protect and run-in-

hole with instrumentation control lines are identical. Specialized vendors are re-

quired to oversee the installation and operation of their particular instruments and 

a spooling operator coordinates with the rig floor workers for the installation of 

mandrels, clamps, and bands during the installation. The wellhead will need to ac-

commodate control lines feeding through the tubing hanger and out through the 

tubing head adapter flange. Tubing deployment of instruments is more common 

than installation outside of casing, and the variety of vendors and service organi-

zations with familiarity with the process is greater. However tubing deployment 

lacks the benefit of behind casing sampling for sensors that require close contact 

to the formation, particularly seismic and electrical sensors. 

Cemented outside casing 

As part of standard techniques within the oil and gas industry, methods for in-

strumenting the outside of a well casing with control lines that are cemented in 

place have been developed. The installation of DTS cables outside of casing pro-

vides a real-time and continuous evaluation of cement operations, allowing the 

concentration of cement to be assessed by its exothermic curing process. Other in-

strumentation can be deployed on casing as part of an MVA effort. Many MVA 

tools such as ERT (Electrical Resistivity Tomography), seismic sensors, samplers, 

etc, have been installed using casing deployment in demonstration programs such 

as the Ketzin pilot site and SECARB’s Cranfield DAS test in Cranfield, Missis-

sippi. There are several significant benefits to deployments of instruments behind 
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casing, which includes leaving the wellbore available for wireline logging and 

other temporary tool deployments and better coupling to the formation for seismic 

or electrical sensors. The entire deployment of instrumentation on casing requires 

the use of specialized subcontractors that have experience in completion opera-

tions that are modified to accommodate the physical presence of the instrumenta-

tion.  

While casing deployment is similar in many ways to tubing deployment, as 

spooling units and control line protectors are also used, there are numerous com-

plexities that arise that are not encountered with tubing deployment. The cement-

ing operation of the casing has to take into consideration the damage that could 

occur during casing movement which is used to improve the cement job. Rotation 

of the casing is not permitted, however reciprocation can usually still be per-

formed. Perforation needs to be performed in such a way as to mitigate the risk of 

the perforation charges damaging the instruments. One way to do this is to install 

behind casing charges which are aimed away from the instruments. This method 

has most frequently been used for the installation of behind casing pres-

sure/temperature sensors. If the perforation will be performed after cementing than 

some method for oriented perforating as well as “blast shield” or other protective 

housings placed over critical instruments are usually employed. 

Coiled tubing (CT) 

A coiled tubing rig is potentially more economical than a standard workover rig 

used for conventional tubing deployment. Deployment is more rapid because 

joints don’t have to be made up and there are no control line protectors to be posi-

tioned on each joint. However the engineering for instrumented deployments us-

ing coiled tubing is far less mature than for convention tubing deployment, and the 

availability of CT rigs and specialized personal considerably lower leading to 

large variability in the ability to performed instrumented CT deployments. An ex-

ample of a service provider offering instrumented CT is Precise Downhole Ser-

vices Ltd., located in Nisku, Alberta, Canada. To date there has not been a CO2 

monitoring well completed with instrumented coil tubing, although a temporary 

seismic hydrophone cable was deployed at Weyburn with CT.  

Wireline/Umbilical 

An umbilical system as used in subsea applications that runs from platform to 

wellhead could bridge the gap between flatpack coiled tubing and standard wire-

line deployment. CJS Production Technologies, Calgary Alberta, Canada, have 

been commercializing an umbilical style flat-pack. They have modified a conven-

tional CT rig to use rectangular shaped push blocks that can grip and deploy a rec-

tangular umbilical. More significantly, they have worked on methodologies for 



 

 

performing pressure control, which is one of the significant engineering challeng-

es in an umbilical style deployment. The flat-pack at Citronelle dome is really a 

hybridization of a conventional tubing deployment with a flat-pack encapsulated 

instrumentation bundle. Problems that CJS Production Technologies have encoun-

tered include leakage between the encapsulant material and the instrumentation 

lines as well as the need to engineer highly customized wellhead components. 

Deployment Pressure control issues  

For both casing and tubing deployment pressure control is critical. Pressure con-

trol must be maintained at all times in open hole casing deployment and for tubing 

deployment in a perforated well. For completed wells this means having the pre-

viously mentioned zonal isolation at some depth above the perforations (such as a 

packer or seal bore) or a well head with a gate valve. All such zonal isolation re-

quires more engineering when monitoring control lines need to be passed through 

seals. While running in well, often only ‘kill-fluid’ (high density fluid) is primary 

well control, with secondary control additional devices such as a hydril, blind ram 

or shear ram as part of a BOP stack. 

8.4.6 Example of an Integrated Monitoring Installation: Heletz 

H18a 

Project background  

Heletz is the site of depleted oil field, filled with brine at its edges. The Heletz 

H18a is one of two wells drilled in the frame of the EU-FP7 funded MUSTANG 

project on the characterization of deep saline formations for the storage of CO2. 

The two wells were installed into the saline aquifer part of the formation with the 

objective to develop field scale methods for assessing the capacity and safety of a 

CO2 storage reservoir using a combination of both single-well and cross-well ex-

perimental tests. The H18a well was drilled from January to May of 2012 to a to-

tal depth of 1649 m. The well was perforated through two of three sandstone in-

tervals at depths of 1627-1629 m and 1632-1641 m.  

H18a Integrated Monitoring Well 

The technologies chosen for the H18a injection well include U-tube fluid sam-

pling, permanent quartz pressure/temperature gauges and an integrated fiber-optic 

bundle to facilitate temperature, seismic, and heat-pulse monitoring. In addition, a 

chemical injection mandrel and gas lift mandrel facilitate both push-pull injection 
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testing and production of fluids by artificial gas lift.  Figure 8.4.1 provides a 

schematic layout of the borehole completion package.  The primary tubing is - 

7/8” 6.5 ppf L-80 RTS-8 with an internal coating of Tuboscope TK-805 to im-

prove resistance to exposure to carbonic acid from conventional carbon steel. The 

2-7/8” tubing permits conducting periodic logging campaigns using industry 

standard 1-11/16” slim-hole tools.  

 

Fig. 8.4.1 Borehole completion package for the Heletz Site H18a injection well. 

Packer and overshot design 



 

 

In considering zonal isolation for the bottom hole assembly (BHA) both inflatable 

and hydraulic set packers have been used in the past. Inflatable packers are gener-

ally considered not as reliable since any slight leak that develops in the gland or 

seals can lead to deflation, and the multi-year life required of the completion 

string required the highest dependable installation possible. Mechanical set pack-

ers require twisting of the string which is not permitted at the packer because of 

the three control lines that pass through the seal location. For Heletz H18a, a hy-

draulic set packer coupled with an overshot to connect the tailpiece to the packer 

was selected for coupling the BHA to the support string based upon recommenda-

tions by Denbury Resources and experience they have in long-life installations.  

The packer selected was a D&L Hydroset II Packer, which is a hydraulic set, 

mechanically held dual string packer with asymmetric short and long string con-

nections. The 2 7/8” long string connection was used for the production tubing 

while the smaller 1.900 EUE facilitates pass-throughs for the fiber-optic, pres-

sure/temperature gauge, and U-tube sampling lines. Figure 8.4.2 shows the dual-

mandrel packer with an inset picture highlighting the pass-throughs that penetrate 

the short string coupling. An overshot was used to couple the tailpipe to the packer 

to avoid twisting the lines running through the packer. 
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Fig. 8.4.2 D&L dual-mandrel hydraulic set packer with short string fitted with adapter to seal 

around control lines using compression fittings. 

 

H18a Installation 

The installation was conducted by running a work string into H18a with a casing 

scrapper and then circulating 30 m3 of fluid once on bottom. Starting with the 

reentry guide, the bottom-hole assembly was assembled and the control lines and 

pressure/temperature gauges installed on special instrumentation mandrels. Pneu-

matic spooling units are used to tension the control lines as they were led over a 

multi-line sheave hung off the derrick board (Figure 8.4.3). Total time to install 

the integrated monitoring completion was two and a half days for well and equip-



 

 

ment preparation, one day to assemble the bottom assembly and run-in-hole and a 

final day to complete the well head and install surface lines and equipment. 

 

 

Fig. 8.4.3 Workover operation in progress at H18a showing rig with double stands of tubing and 

pneumatic spooling units used to tension control lines as they are fastened to the tubing. 
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8.4.7 Conclusions 

A variety of permanent monitoring technologies can be engineered for installation 

into a single integrated package for comprehensively monitoring a CO2 storage 

site. Well designs exist that facilitate simultaneous geophysical monitoring, per-

manent discrete instrument gauges, and repeat wireline logging. While some tech-

nologies such a permanent pressure/temperature gauges have been available for 

decades, new and emerging technologies such as distributed fiber-optic acoustic 

sensing are making rapid strides in becoming accepted technology and have been 

demonstrated in carbon sequestration pilot tests. Given the requisite long duration 

for a CO2 monitoring program only the most robust technologies and carefully se-

lected materials and installation methods will provide life-of-the-field solutions. 



 

 

8.5 Monitoring Results from Selected Large Scale Field Projects 

Larry Myer, LBNL 
 

The following sections summarize the findings from monitoring programs at se-

lected, major, large scale CO2 storage projects, worldwide, which have made sig-

nificant technical contributions toward enabling broad, global, geologic storage of 

CO2.  The projects discussed are: Sleipner, offshore saline formation storage, Eu-

rope; In Salah, onshore saline formation storage, Africa; and Weyburn-Midale, 

onshore EOR/storage, North America. 

8.5.1 Sleipner 

Project Overview 

The Sleipner CO2 storage project is the world’s longest running geologic storage 

project.  Since 1996, approximately 1M tonnes of CO2 per year have been injected 

from a single well drilled into the saline water-saturated Utsira Formation (Alnes 

et al., 2011).  The Sleipner storage project is being carried out in conjunction with 

a commercial natural gas production project operated by Statoil.  Located about 

240 km off the coast of Norway in the North Sea, natural gas is produced from the 

Sleipner West field from a reservoir below the Utsira.  In order for the natural gas 

to meet the sales gas specification, its CO2 content is reduced from about 9 − 2.5% 

(Nooner et al., 2007).    

The regional geometry of the Utsira and overlying units was well defined from 

interpretation of nearly 14,000 line kilometres of 2D seismic data and over 300 

wells (Chadwick et al., 2000).  The Utsira sand is a tabular, basin-restricted unit 

stretching about 450 km from north to south and 40-90 km west to east.  It lies at 

depths of about 800 – 1100 m below the sea floor with a thickness of about 250m 

around the injection site (Arts et al., 2008).  Overlying the Utsira sand is the Nord-

land shale, which, in the Sleipner area is between 200 and 300 m think (Arts et al., 

2008).  Immediately overlying the sand is a shale drape, which is a tabular, basin-

restricted, seal (Chadwick et al., 2000).  The Utsira sand is poorly consolidated, 

highly porous (30 – 40%) and very permeable (1 – 3 Darcy) (Arts et al., 2008).  

The very high permeability, high porosity, and large reservoir volume has resulted 

in negligible pressure increases in the reservoir.  

Seismic Monitoring 



454 

 

 

At Sleipner, the primary monitoring method has been time-lapse 3-D seismic. It is 

a very important case history because Sleipner was the first project to clearly 

demonstrate the potential of seismic surveys for monitoring CO2 storage. By 2010, 

nine 3-D surveys have been carried out, with the first, in 1994 providing the pre-

injection baseline. The time-lapse seismic results clearly show the steady expan-

sion of the plume over time. The results also show that the expansion is affected 

by mudstone layers in the reservoir, leading to new understanding of the effects of 

internal reservoir structure and heterogeneity on plume movement (Figure 8.5.1). 

Well logs revealed the presence of the thin (on the order of one meter thickness), 

laterally discontinuous mudstone layers, but they were not visible in the pre-

injection seismic data (collected in 1994) and their significance not recognized un-

til the first repeat 3D seismic survey carried out in 1999. That survey showed re-

flections from CO2 in a stack of layers, which were then correlated with the mud-

stone layers observed in the well logs. A seismic reflection would be expected 

from increases in the acoustic impedance contrast between sandstone and a mud-

stone layer, resulting from high saturations of CO2 accumulating at the top of the 

sandstone layer. The mudstone layers baffle the upward migration of the CO2 

within the reservoir, having a significant effect on the storage efficiency of the 

reservoir.  

 

 
Fig. 8.5.1 Time-lapse seismic images of the Sleipner CO2 plume - NS inline through the plume 

(top); plan view of total reflection amplitude in the plume (bottom) (Chadwick et al., 2010) 

 

In addition to the effects of mudstone baffles, seismic data from Sleipner also 

show that the expansion of the plume is significantly influenced by the topography 

of the interface between the sand reservoir and the caprock.  This interface undu-

lates, creating topographic highs.  Under buoyancy drive, the CO2 fills one high 

spot before spilling laterally to fill the next. Seismic reflection amplitude maps of 

the topmost layer show that CO2 first reached the reservoir top in 1999, as two 

small separate accumulations within a local topographic dome. It then spilled 

northwards along a prominent north-trending linear ridge before entering a more 



 

 

vaguely defined northerly topographic high.  Lateral migration was particularly 

rapid along the linear ridge where the CO2 front advanced northwards at about 1 m 

per day between 2001 and 2004 (Chadwick and Noy, 2010). 

(Boait et al., 2012) extended previous analyses by detailed mapping of the 

seismic data acquired between 1999 and 2008. The mapping revealed nine distinct 

reflective horizons. In each horizon, the area of reflectivity, interpreted as the CO2 

plume, is roughly elliptical with eccentricities ranging between two and four. In 

the top half of the reservoir, the interpreted plume grows linearly with time. In the 

bottom half, the interpreted plume initially grows linearly for about eight years 

and then progressively shrinks.  The detailed analysis of Boait et al. (2012) also 

found a decrease in reflectivity over time in the central portion of several of the 

horizons. This was interpreted as being caused by flow of CO2 between layers. 

The Sleipner seismic dataset has also been valuable for testing of methods for 

quantitative interpretation/analysis of plume characteristics.  Eiken et al. (2011) 

reported that the sum of the seismic amplitudes was observed to track linearly 

with the volume of CO2 injected.  Chadwick et al. 2010 performed prestack and 

poststack inversion and found that prestack inversion provided improved charac-

terization of the sand unit between the reservoir top and the uppermost intra-

reservoir mudstone. They used specialized spectral decomposition algorithms to 

identify frequency tuning, from which CO2 layer thicknesses could be derived. 

They found that AVO analysis to estimate CO2 layer thickness proved challeng-

ing, in part because the CO2 layers are thin. They also used a technology called 

extrema classification (Borgos et al., 2003) in order to better detect and map the 

intra-reservoir mudstones. 

Finally, the plume migration shown by the seismic data has also been used as a 

basis for validation and refinement of numerical reservoir simulators (Bickle et al., 

2007; Cavanagh, 2013; Chadwick and Noy, 2010; Estublier et al., 2013; Fornel 

and Estublier, 2013; Nilsen et al., 2011; Singh et al., 2010). These studies in-

volved conventional simulators based on Darcy flow, as well as invasion percola-

tion simulation, which assumes that gravity and capillary forces dominate flow. 

Results show that available simulators are able to reproduce the Sleipner plume 

migration reasonably well, but the layering, which produce thin plumes with large 

differences in horizontal and vertical dimensions, and the complex topology of the 

flow paths, create challenges.  

Other Monitoring at Sleipner 

Sleipner is also the first project to employ gravity methods as part of the monitor-

ing program.  Gravity measurements have much lower spatial resolution than 

seismic measurements.  However, gravity can provide information in situations 

where seismic methods do not work as well, and gravity measurements can be 

used to assess the amount of dissolved CO2, to which seismic measurements are 

insensitive.  
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At Sleipner, precision gravity measurements were carried out using a 

ROVDOG (Remotely Operated Vehicle deployable Deep Ocean Gravimeter) at 

30 seafloor stations above the CO2 plume in the years 2002, 2005, and 2009 (Al-

nes et al., 2011; Nooner et al., 2007).  About 5.88 million tonnes of CO2 had been 

injected over this time period.  Inversion for average density using geometry con-

straints from seismic gave 675- 715 kg/m3 for the density of the separate phase 

CO2 in the reservoir.  Combining this with temperature measurements, Alnes et al. 

2011 concluded that the rate of dissolution of the CO2 into the water did not ex-

ceed 1.8% per year. 

A Controlled Source Electromagnetic (CSEM) survey was carried out in 2008 

(Eiken et al., 2011) using conventional surface-to-surface techniques. Modeling 

by Park et al. (2013) showed that the expected resistivity anomaly is around 5% 

and probably close to the noise level of surface-to-surface CSEM data. Their 

modeling results also suggest, however, that the surface-to-borehole CSEM survey 

could provide high sensitivity data, opening a new possibility of applying CSEM 

to CO2 reservoir monitoring in the future.  

8.5.2 In Salah 

Project Overview 

The In Salah project, located at the Krechba Central Processing Facility in the cen-

tral Algeria Sahara, is a joint venture of BP, Statoil, and Sonatrach.  It is a com-

mercial natural gas production project in which CO2 is removed from the natural 

gas in order to meet the gas export specification of 0.3% CO2.  The CO2 content of 

the natural gas is 5 – 10% (Ringrose et al., 2009).  From 2004 to 2010 more than 3 

million tonnes were stored.  An extensive monitoring program was undertaken, 

both to meet the commercial needs of the project, and to support development of 

monitoring technologies.  Monitoring was provided by the Joint Industry Project 

(JIP).  This project is an interesting case history because of the unique monitoring 

technologies applied. 

The Krechba Carboniferous reservoir is a sandstone rock which on average is 

20m thick with a porosity of about 13% and a permeability of 10mD (Ringrose et 

al., 2009).  Structurally, it is a four-way dip (dome-like) closure, in which the hy-

drocarbons have accumulated at the high part of the dome.  Down-dip from the 

natural gas, the rock is saturated with saline water, and the CO2 is injected in this 

portion of the reservoir at a depth of about 1950m.    There were three CO2 injec-

tion wells at Krechba, injecting up to about 2800 metric tonnes per day of CO2.  

The reservoir is overlain by about 900m of mudstone rock which acts as a seal 

against vertical migration of both the natural gas and the CO2.  



 

 

Monitoring at In Salah 

The JIP mentioned above was set up in 2005 to monitor the CO2 storage process 

using a variety of geochemical, geophysical, and production techniques (see Table 

8.5.1) over a 5-year period. To help select monitoring technologies, the JIP also 

used a “Boston Square,” which allows a comparison of techniques based on two 

criteria – cost and benefit to the project (Ringrose et al., 2013). Of the 29 monitor-

ing technology options assessed,  repeat 3D surface seismic technology had the 

highest benefit but also the highest cost.  The use of surface seismic technology is 

challenging at Krechba.  The Krechba sandstone storage domain is onshore, deep, 

thin, and has low porosity and permeability compared to other sites, such as Sleip-

ner.  

An extensive 3D seismic survey was carried out at Krechba in 1997.  This sur-

vey defined the overall structure of the reservoir and provided information about 

its internal architecture and distribution of the sandy portions with the best porosi-

ty and permeability, but no significant faults were identified in this survey (Iding 

and Ringrose, 2009). In 2002, when drilling began in the development phase of 

the project, it became evident that fractures and faults could play a role in produc-

tion and injection operations.  Data from the wells suggested that the injection 

horizon and the immediate overburden are naturally fractured with a preferred 

NW-SE orientation (Iding and Ringrose, 2009). A repeat 3D seismic survey was 

acquired in 2009 with improved shot spacing and fold to gain better imaging of 

the storage interval and caprock sequence.  Two NW-SE trending linear features 

in the vicinity of the KB502 and KB503 CO2 injectors were observed as slight de-

pressions (velocity/amplitude pull-downs) on the 2009 3D seismic. These features 

are aligned with the dominant fracture orientation as identified in the well data.  

 
Table 8.5.1 In Salah Monitoring and Verification Technologies (adapted from Mathieson et al., 

2011). 

Monitoring  technology Application Comment 

Repeat 3D seismic 
Plume  migration  

Subsurface  characterization 

Initial survey in 1997. 

High resolution repeat 3D survey ac-

quired in 2009. 

Microseismic Caprock integrity 
500m test well drilled and recording in-

formation above   KB502  

InSAR monitoring 

Plume  migration  

Caprock integrity  

Pressure development 

Images captured using X-band (8 days) 

and C-band (32 days). 

Used to develop time lapse defor-

mation images. 

Tiltmeters/GPS 

Plume  migration  

Caprock integrity  

Pressure  development 

 

Used to calibrate satellite data. 

Shallow aquifer wells 
Caprock integrity 

Potable  aquifer contamination 

5 wells drilled to 350m – one beside 

each injector,    one remote and one be-

tween KB5 and KB502. 
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Wellhead/annulus 

Samples 

Wellbore integrity  

Plume  migration 
2 monthly sampling beginning 2005. 

Tracers Plume  migration 

Different perflourocarbon tracers into 

each injector. 

 

Surface Flux/Soil Gas Surface  seepage 
Initial survey pre-injection. 

Two surveys in 2009. 

Microbiology Surface  seepage 
First samples collected in late. 

2009/early 2010. 

Wireline Log-

ging/sampling 

Sub-surface  characterization 

Geomechanical and geochem-

ical modeling 

Overburden samples and logs in new 

wells. 

 

When seismic is challenging, other methods take on additional importance in a 

monitoring program to provide information on the behavior of the plume.  At In 

Salah, these methods included ground surface displacement measurement, annulus 

and wellhead monitoring, including tracer analysis and pressure monitoring, com-

bined with history matching.  

The tracer monitoring approach involved injection of small amounts of per-

fluorocarbons along with the CO2, and sampling of well bore fluids in observation 

wells.  Different perfluorocarbons were used to ‘tag’ the CO2 injected at each in-

jection well, so that any CO2 detected can be differentiated from the natural CO2 

in the subsurface and traced back to an individual injection well. The results of the 

perfluorocarbon tracer measurements confirmed that the CO2 migrated from the 

injection well KB502 to well KB5, further demonstrating the impact of the NW-

SE preferred fracture direction on plume migration. 

Surface displacement measurements are a unique and significant aspect of the 

monitoring program at In Salah, which is the first application of satellite InSAR 

technology for monitoring of geologic storage.  InSAR, which stands for satellite 

airborne radar interferometry, detects changes in elevation at the earth’s surface.  

Injection of the CO2 causes an increase in the pore pressure in the reservoir, and 

that pressure increase results in small displacements at the ground surface above 

the reservoir.  The amount of surface displacement depends on the magnitude of 

the pressure, as well as geometry of the pressurized region, depth, and rock prop-

erties. 

One advantage of InSAR data is the relative low cost and ease of acquisition 

compared to seismic data.  The satellite is collecting data all the time, so the fre-

quency with which data is available for a specific site is related to the orbit of the 

satellite and how often it passes over the site of interest.  

A major challenge in application of this technology is to be able to resolve the 

very small surface displacements associated with CO2 injection.  At In Salah, the 

surface uplift due to CO2 injection was about 3 – 5 mm/year, compared to approx-

imately 200 mm per day due to earth tides.  Methodologies for processing the sat-

ellite data to obtain higher resolution displacement measurements continue to 



 

 

evolve.  PSInSAR (Permanent Scatterer  InSAR), which has been applied at In Sa-

lah, gives an accuracy of around 5 mm/year and up to 1 mm/year for a longer term 

average (Ringrose et al., 2009). 

Integration of InSAR data with geomechanical models, along with seismic and 

fracture data, provided important additional understanding of the impact of frac-

tures/faults on plume migration at In Salah.  InSAR data collected in 2006 and 

2007 showed that, above the active injection wells, there was surface uplift, which 

was elongated and extended several km in the direction of the well KB5.  The lo-

cation and orientation of the uplift was found to be well aligned with the NW-SE 

trending linear features in the 2009 3D seismic data (Figure 8.5.2). The uplift 

above injector KB-502 was in the shape of a double lobe, which Vasco et al. 

(2010) showed could be caused by opening of a vertical fracture extending above 

and below the injection zone. Evaluation of the rate and pattern of surface uplift at 

In Salah and its relationship to fluid pressure changes and fractures in the subsur-

face, has been the subject of several geomechancial modeling studies including 

Vasco et al. (2008), Rutqvist et al. (2010), and Gemmer et al. (2012). 

 

 
Fig. 8.5.2 NW-SE linear features seen on 2009 3D seismic data compared with InSAR surface 

deformation data (Ringrose et al., 2013). 

 

Limited microseismic monitoring was also carried out at In Salah. A set of ver-

tical 3-component geophones was deployed in a microseismic pilot well drilled to 

a depth of 500m directly above the trajectory path of the KB-502 injection well. P-

S arrival times, shear wave polarisation and time series analyses indicated that 

most of the observed events (over 1000 microseismic events) were related to CO2 

injection (Oye et al., 2013). Event location was very limited because the array was 

limited to a single pilot well, but analysis of the microseismic waveform data us-

ing cross-correlation techniques indicated that most events occurred within dis-

tinct spatial clusters (Oye et al., 2013). 
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Assessment of the microseismic data in combination with the other monitoring 

data discussed above has led to the conclusion (Ringrose et al., 2013), that CO2 in-

jection at In Salah stimulated natural fractures, and may have introduced new hy-

draulic fractures, in the vicinity of injection well KB-502.  While analyses indicate 

that these fractures did propagate upwards into the lower caprock, it is considered 

unlikely that they propagated further through the upper caprock (Ringrose et al ., 

2013). 

Other In Salah Monitoring Results  

In addition to 3D seismic and InSAR measurements,  data acquisition prior to in-

jection included extensive sampling and logging programs (including image logs) 

in the new development wells, saline aquifer sampling and headspace gas sam-

pling through the overburden, soil gas surveys around each of the new wells, and 

soil gas sampling from the shallow aquifer water wells. 

Shallow soil gas and flux measurements were difficult because of the hard 

ground, but not impossible.  Loose sand and gravel was found where the ground 

was not hard and these loose materials also presented difficulties because of the 

potential for contamination of samples due to movement of atmospheric gases 

through the highly permeable materials.  Despite these difficulties, elevated CO2 

soil gas and flux measurements were observed near the KB-5 well, as would be 

expected given the breakthrough of CO2 at the well (Jones et al., 2011).   

Soil gas and flux measurements also provided some data on background CO2 

levels in a harsh desert environment.  In comparison with more vegetated sites 

from temperate regions, the soil gas values were found to be lower by at least an 

order of magnitude compared with vegetated sites from temperate regions.  

Changes which occur in plants in response to elevated levels of CO2 in the soil, 

though not a direct measure of CO2, are considered to be another indicator of leak-

ing CO2.  Finally, it has been proposed that elevated levels of CO2 in the soil 

might also affect microbial communities.  At In Salah, vegetative cover is very 

low, commonly 10% or less, though somewhat higher in topographic lows, re-

flecting the desert environment.  Some of the plants represented species which 

might be affected by CO2, if exposed to elevated soil gas concentrations.  Micro-

bial populations were also low, but were present (Jones et al., 2011). 

 

8.5.3 Weyburn-Midale 

Project Overview 



 

 

The IEA GHG Weyburn-Midale CO2 Monitoring and Storage Project began in 

2000 in close collaboration with EnCana, which is the operator of the CO2 EOR 

project in the Weyburn Field in Saskatchewan, Canada.  While CO2 EOR is con-

sidered a commercial technology, this project is unique because of its research fo-

cus on storage in conjunction with EOR.  The Weyburn CO2 EOR flood is likely 

the most intensely studied operation of its kind in the world.  

The CO2 EOR reservoir is the Midale beds of the Charles Formation.  The 

Midale consists of a layer <30m thick of fractured carbonate rock at a depth of 

about 1500m.  The reservoir is comprised of vuggy limestone (“Vuggy”) and 

overlying marly dolostone (“Marly”).  The reservoir is overlain by a seal of evap-

orate rocks (anhydritic dolostones and anhydrites). Above these are a series of ad-

ditional sealing formations, including the Lower Watrous Member, which forms 

the most extensive primary seal to the Weyburn system (Whittaker, 2004).  

The Midale reservoir has been under oil production for decades.  At the end of 

primary production in 1964, water flooding was begun to enhance production.  

Further field development, including application of horizontal wells, began in 

1991 (Preston et al., 2005), and CO2 injection began in 2000. By the end of 2011, 

a total of 21 Mtonnes of CO2 had been stored in the Weyburn-Midale field with 

total field injection rates of approximately 13 ktonnes per day (White, 2013a). The 

CO2 (a byproduct of gasification of lignite) is purchased from the Dakota Gasifi-

cation synthetic fuel plant in Beulah, North Dakota, and transported through a 320 

km pipeline to Weyburn. 

Monitoring Activities in the Weyburn-Midale Project 

Monitoring methodologies investigated as part of the project included: 

 geochemical fluid sampling, 

 surface seismic, augmented by VSP, 

 passive seismic, 

 shallow well monitoring and sampling, 

 soil gas surveys, and 

 tracers. 

A comprehensive set of papers presenting results of Weyburn-Midale Project 

monitoring efforts has been published elsewhere ((Wildgust et al., 2013). Some of 

the key findings are discussed below. 

Unique among the global storage demonstrations is the geochemical fluid sam-

pling campaign at Weyburn.  A baseline geochemical sampling survey was fol-

lowed by sampling on 16 occasions over the course of two time periods - from 

2000 to 2004, and from 2008 to 2010.  Wellhead fluid and gas samples from about 

50 wells were analyzed for over 40 compositional and isotopic parameters, gener-

ating a unique, comprehensive database.  The spatial and temporal changes in pH, 
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alkalinity, concentrations of Ca and Mg, and carbon isotopes were found useful in 

monitoring the movement and fate of the CO2 in the subsurface and providing in-

dication of incipient CO2 breakthrough at wells (Emberley et al., 2005; Gunter and 

Perkins, 2004). The results show that geochemical monitoring provides valuable 

information for identifying the time scales required for solubility and ionic trap-

ping of injected CO2. Solubility trapping, i.e. the formation of H2CO3, was ob-

served within six months of the onset of CO2 injection and ionic trapping, i.e. the 

reaction of CO2 with carbonate minerals, commenced within one year of injection 

(Shevalier et al., 2013). Results also showed that brine resistivity can be used to 

indirectly track the movement of injected CO2 within the reservoir (Shevalier et 

al., 2013).  

Advances in the application of surface seismic technology for monitoring were 

also made in the Weyburn-Midale project.  The Midale reservoir was a challeng-

ing surface seismic because of its thinness and rock properties, but, through appli-

cation of advanced acquisition and processing methods, it proved successful. 3D, 

three-component, time-lapse seismic data were acquired over a portion of the pro-

ject area in 1999 (baseline survey), 2001, 2002, 2004, and 2007. Waveform corre-

lation techniques were used during post-stack normalization of the time-lapse 

seismic data and then subsequently in determining the amplitude and travel time 

variations (White, 2013). The effects of CO2 injection and oil production were ob-

served in the 3D difference seismic volumes in both the amplitude changes for re-

flections from the reservoir, and in travel time changes for travel paths through the 

reservoir. Figure 8.5.3 is a plan map of the seismic amplitude changes which 

shows the spatial correlation between the amplitude changes and CO2 injectors, 

and the temporal increase in area of these changes as injection increased. Compar-

ison of the time-lapse seismic results to reservoir flow simulations demonstrated a 

clear correlation between the injection-related reservoir changes and the resultant 

seismic response (White, 2013). 

 



 

 

 
Fig. 8.5.3 Seismic amplitude difference maps at the Marly reservoir level for time-lapse surveys 

from 2001 to 2007.  Estimates of the quantities of CO2 injected and CO2 stored (injected amount 

minus produced amount) are shown for each time. The amplitudes in each panel are scaled the 

same and are unitless. Horizontal CO2 injection wells are shown in red whereas horizontal pro-

duction wells are shown in black (White, 2013).  

 

Additional processing (Meadows and Cole, 2013), combined with extensive la-

boratory testing and rock physics modeling (Meadows, 2013; Njiekak et al., 2013) 

was carried out to more quantitatively interpret the time-lapse seismic data at 

Weyburn. Prestack seismic data was migrated and used in an impedance inversion 

to obtain P- and S-wave impedance volumes. The resulting time-lapse impedance 

changes were input, along with the rock physics model, into a direct inversion al-

gorithm to generate volumes of pore pressure and CO2 saturation changes over 

time (Meadows and Cole, 2013). 
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The 3D time-lapse seismic data was also analyzed to evaluate caprock integrity 

and to look for CO2 which might have migrated vertically from the reservoir 

(White, 2013a, 2011).  White (2013a) used log-based fluid substitution modeling 

for calculating the seismic sensitivity to the presence of CO2 within the various in-

tervals, accounting for the effects of rock lithology, porosity, pore pressure and 

temperature. His analyses indicated that the maximum estimated proportion of 

CO2 residing in either interval above the regional seal was ≤1%, and the maximum 

amount of CO2 potentially residing above the regional seal by 2007 was <56 000 

tonnes.  

Though limited in array size, the Weyburn Project was the first large-scale CCS 

pilot project to include downhole microseismic recording as a monitoring tool. 

The microseismicity was low in rate and intensity. During the monitoring period 

of 2003 to 2011, approximately 200 microseismic events were located (Verdon et 

al., 2013). The microseisms predominantly occurred in episodic temporal clusters 

that were linked to specific operational field activities. (Verdon et al., 2011) car-

ried out coupled fluid flow-geomechanical simulations and found that stress 

changes induced by deformation of the reservoir were transferred into the over-

burden, leading to an increase in shear stress above the production wells.  This 

stress transfer into the overburden has been interpreted (Verdon et al., 2013) as the 

likely cause of the events located in the overburden above the producing wells. 

8.5.4 Discussion of Field Study Results 

The results of these field projects have clearly yielded many advances in geologic 

storage through validation and demonstration of monitoring technologies.  A di-

verse set of technologies for measurements at the surface and in the subsurface 

have been field tested.  Technologies conventionally used by the oil and gas in-

dustry have been validated for application to monitoring of CO2, and some unique 

new technologies have been demonstrated.  The successful application of seismic 

techniques for monitoring the movement of CO2 in the reservoir was clearly 

demonstrated.  Positive results were obtained not only under “ideal” conditions 

like those at Sleipner, but elsewhere, under more challenging conditions associat-

ed with thin, deep, reservoirs. Studies also used seismic measurements to demon-

strate that CO2 has not migrated above confining zones.  Though more work is 

needed, these studies have also provided some insight on the leakage volume de-

tection threshold of surface seismic methods.   

Though seismic methods have the highest resolution of the geophysical moni-

toring methods, it is clear that there are some circumstances where their applica-

bility is limited, and the field studies also showed that other methods can provide 

complimentary information to improve understanding of plume behavior.  Field 



 

 

projects (those discussed above and others) have now demonstrated successful use 

of satellite-based surface deformation, gravimetry, and electrical techniques, 

though more work is needed to better determine how broadly applicable they will 

be.  Based on field performance in major pilots and some modeling, Fabriol et al., 

(2011) have offered the following comparative assessment of seismic, electrical, 

and gravimetric techniques (Table 8.5.2) 

In addition to geophysical monitoring, the field tests have also demonstrated 

the value of other types of monitoring measurements, including pressure and tem-

perature, tracers, fluid sampling for geochemical analyses, and well logs of many 

kinds.  Geophysical monitoring is generally considered to be the most expensive 

type of monitoring, and it is noted that cost effective technologies such as well-

head and annulus monitoring were also proven to be useful. 

While the field tests indicate that a portfolio of monitoring technologies is 

available, they do not yield a single prescriptive list of technologies which are ap-

plicable, or necessarily sufficient, for all situations.  In fact, the experience to date 

suggests that monitoring programs will need to be developed to accommodate the 

unique geology, and risks, associated with each site. 

Another observation, not only related to monitoring, but more generally to 

overall technical management of storage operations, is that injection strategies and 

monitoring plans need to be adaptable, and should be expected to evolve as expe-

rience and monitoring data become available during operation of the project.  In 

none of the reviewed projects was the behavior of the CO2 in the reservoir exactly 

as predicted before injection began.  

 

Table 8.5.2. Comparison of performance of geophysical monitoring methods (adapted from 

(Fabriol et al., 2011). 

Method Minimum quantity 

for verification at 

reservoir depth 

( >800m) 

Minimum 

quantity for 

leakage 

detection at 

reservoir depth 

Secondary 

reservoir de-

tection 

  (at  depth    

 ca. 200-

300 m) 

  Minimum 

quantity in theo-

ry detectable in 

secondary res-

ervoir 

Geological limita-

tions specific to 

CO2 storage 

4D seismic       Hundreds of km   Few km Yes Few  hundreds   

of tons 

 Reservoir:  

Low porosity,  

thin layers  

(tuning effect) 

Electrical 

CSEM 

1 Mt 

Few  tens  of  

ktons 

(at Ketzin at   

600-700 m deep) 

Not yet proved Yes    Few tens of 

ktons 

Low  resistivity, 

thin layers (either 

resistive or con-

ductive) 

Gravimetry 1 Mt Not yet proved Yes   Few tens of  

  ktons 

Seasonal surface 

variations 
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 The overall experience represented by the reviewed projects shows that moni-

toring of geologic storage of CO2 is technologically feasible in a diverse set of ge-

ologic environments.  Given the geology-specific nature of the technology, this 

experience is not sufficient, however, to draw conclusions about all geologic envi-

ronments.  Further work is needed to assess the technical feasibility across the 

spectrum of depositional environments that might be considered.  In addition, very 

little data has been developed about the post-injection behavior of CO2 in the res-

ervoir.  The same monitoring tools used during the operational phase of storage 

are applicable to post-injection phase, but field demonstrations of the processes 

that lead to plume stabilization and long-term trapping are needed. 

 

8.6 Pilot scale CO2 injection and monitoring – Frio Site  

Christine Doughty, Lawrence Berkeley National Laboratory 

The Frio brine pilot, a research project conducted at the South Liberty oil field op-

erated by Texas American Resources in Dayton, Texas, USA, injected 1600 met-

ric tons of CO2 over a period of 10 days into a steeply dipping brine-saturated 

sand layer at a depth of 1500 m (Hovorka et al., 2006).  The pilot employed one 

injection well and one observation well.  Pre-injection activities (see Chapter 7.) 

included review of the regional geological setting, development of a detailed local 

geological model, analysis of wireline logs, laboratory analysis of core samples, 

collection and chemical analysis of brine samples, pressure-transient analysis of 

an interference well test, and breakthrough curve analysis for a two-well recircula-

tion tracer test.  During CO2 injection, pressure transients were monitored at both 

wells and downhole fluid samples were collected frequently at the observation 

well. Geophysical monitoring of CO2 movement in the subsurface during and after 

the injection period provided information on the spatial distribution of CO2 at sev-

eral different scales.  Frio brine pilot activities are outlined in Table 8.6.1, and are 

described in the following sections.  Table 8.6.2 summarizes the material proper-

ties and formation conditions inferred from traditional site characterization.  This 

Chapter highlights results from the Frio Brine Pilot monitoring campaign and as-

sociated modeling, with an emphasis on lessons learned for future GCS activities.  

More details on monitoring and modeling of the Frio Brine Pilot may be found in 

Hovorka et al. (2006), Kharaka et al. (2006), Doughty et al. (2008), Daley et al. 

(2011, 2008) and Xu et al. (2010). 

 

 

 

 



 

 

Table 8.6.1  Activities at the Frio brine pilot. 

Activity Monitoring Information obtained 

Review existing da-

ta related to histori-

cal oil production 

3D seismic 

 

Wireline logs in regionally 

distributed wells  

Structure of sand and shale layers surrounding 

salt dome 

Compartmentalization into fault blocks  

Well log  

Analysis 

Wireline logs in injection 

and observation wells 

Target sand layer and overlying shale cap rock 

Extent, continuity, and variability of layers 

Permeability, porosity, relative permeability pa-

rameters (estimated using literature correlations) 

Core analysis from 

newly drilled injec-

tion well 

Porosity 

Permeability 

Mercury injection 

Calibration for well-log estimates of porosity 

and permeability 

Capillary pressure/saturation relationship 

Interference well 

test 
Pressure transients 

Inter-well connectivity 

Flow properties of lateral boundaries 

Field-scale permeability 

Estimates of pressure increase during CO2 injec-

tion  

Aqueous-phase 

tracer test 

Fluorescein breakthrough 

curve (BTC) 

Single-phase dispersivity 

Porosity-thickness product of sand layer 

 

CO2 injection and 

post-injection rest 

period 

CO2 arrival at observation 

well  

Pressure transients 

RST (reservoir saturation 

tool) 

Crosswell seismic 

 

VSP (vertical seismic pro-

file) 

Average CO2 saturation between wells 

 

Two-phase flow properties 

CO2 saturation profiles at injection and observa-

tion wells 

CO2 distribution between injection and observa-

tion wells 

CO2 distribution updip of observation well 

Two-phase tracer 

test (concurrent 

with CO2 injection) 

Two-phase tracer BTC 

Two-phase dispersivity 

Evolution of CO2 saturation distribution with 

time 

8.6.1 Geologic Setting and Development of Geologic Model 

The Oligocene Frio Formation is an extensive sedimentary formation in the Gulf 

Coast of the USA, with ample capacity for GCS in thick sandstone layers separat-

ed by shale seals, underlying an abundance of CO2 point sources.  The Frio For-

mation extends over much of the Texas Gulf Coast (~500 km), at depths ranging 

from 0 to 3000 m.  For depths greater than 800 m (below which CO2 is supercriti-
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cal at Frio), porosity ranges from 0.25 – 0.30, net sand thickness is 100 – 500 m, 

and permeability is 100 md - 5 d.  This setting makes the Frio Formation a logical 

choice for an early pilot of GCS.     

In the vicinity of the South Liberty field, the fluvial-deltaic Frio Formation is 

overlain by the regionally extensive, low permeability Anahuac shale, which acts 

as a regional upper seal for the Frio Formation sands.  Individual sand layers, 

identified as A, B, C, etc., are separated by more localized shale layers that also 

serve as barriers to flow.  At the South Liberty field, numerous wells drilled for 

historical oil production at depths around 2400 m provide structural information 

about the site (Hovorka et al., 2006).  The brine-saturated sand layer targeted for 

CO2 storage, the C sand, is near the top of the Frio Formation at a depth of 1500 m 

and is on the flank of a salt dome (Figure 8.6.1), where the Frio Formation is lat-

erally compartmentalized by faults (Figure 8.6.2).  A new injection well was 

drilled for the Frio brine pilot, sited 32-m down dip from an existing well that 

served as the observation well.  The fault block in which the wells lie is about 800 

m across and at least 2500 m long, and is bounded by mapped faults to the north-

west and southeast.  Several smaller intra-block faults also exist.   

 



 

 

 
Fig. 8.6.1 Schematic of the Frio brine pilot site (after Hovorka et al., 2006).  
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Fig. 8.6.2 Geological model of the upper Frio Formation at the South Liberty field (courtesy of 

Joseph Yeh, TBEG).  (a) Plan view of the modeled fault block (pink) and two adjacent fault 

blocks.  The new injection well is shown as a black dot with a white border.  The existing obser-

vation well is the black dot just to the north.  (b) Vertical cut through the model along the black 

line shown in the plan view.  Vertical exaggeration is approximately a factor of two. Colored 

lines and numbers identify wells used to create the geological model.  
 

Figure 8.6.3 shows the porosity and horizontal permeability profiles for the C 

sand inferred from injection-well logs, with calibration to porosity and permeabil-

ity measurements made on core samples (Sakurai et al., 2006).  Observation-well 

logs (not shown) contain similar features, suggesting good layer continuity be-

tween the two wells.  The ratio of vertical to horizontal permeability is as assumed 

to be an increasing function of porosity, and ranges from 0.1 to 1.0.  Each well 

was perforated over approximately 6 m in the upper portion of the 23-m thick C 

sand, which Figure 8.6.3 identifies as a thick interval of clean sand.  The lower 

limit of the injection interval is delineated by a thin marker bed, which is inter-

preted as low-permeability shale.  Capillary pressure as a function of saturation 

was measured for two core samples, one sandstone and one shale, using mercury 

injection (Sakurai et al., 2006).   

 

 
Fig. 8.6.3 Injection-well property profiles for the C sand (courtesy of Shinichi Sakurai, TBEG), 

and the grid-averaged values used for the original 3D numerical model: (a) porosity and (b) hori-

zontal permeability.  
 

Frio Formation brine samples were collected from both wells at a series of 

times before CO2 injection.  Chemical analysis identified a Na-Ca-Cl–type brine 
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with 93,000 mg/L total dissolved solids (TDS), nearly saturated with methane 

(CH4) at formation conditions of about 150 bars and 60oC (Kharaka et al., 2006).  

These dissolved salt and methane contents are typical of brine formations found in 

the vicinity of petroleum resources in the northern Gulf of Mexico basin (Kharaka 

and Hanor, 2003). 

 

8.6.2 Site Characterization  

Numerical Model for Flow and Transport 

Based on the geological model shown in Figure 8.6.2, a three-dimensional numer-

ical model employing the TOUGH2 simulator (Pruess et al., 1999) was developed 

to simulate flow and transport for the Frio brine pilot, and is described in more de-

tail in Doughty et al. (2008).  The model represents the C sand and extends over 

the entire fault block in which the injection and observation wells lie. 

Interference Test 

A 24-hour interference well test was conducted by pumping from the observation 

well and observing pressure changes in both wells.  Figure 8.6.4 shows the pres-

sure transient at the injection well and several modeled pressure transients ob-

tained with different analysis methods.  The simplest method is to match the pres-

sure transient to an analytical solution (Theis, 1935), which assumes a uniformly 

thick, homogeneous, flat layer of infinite radial extent that is perfectly sealed 

above and below. For the early-times behavior a good match to the pressure-

transient data could be obtained with the Theis solution (Figure 8.6.4), but the lin-

ear Theis curve begins to deviate from the field data after about one-half hour of 

pumping, predicting too large a pressure drawdown.     



 

 

 

Fig. 8.6.4 Interference-well-test pressure transient (Doughty et al., 2008) and various model re-

sults. 

The pressure drawdown obtained by simulating the interference test with the 

3D model becomes too small after only about 100 seconds (“Original Model” in 

Figure 8.6.4), but has the linear shape of the Theis solution.   Figure 8.6.4 shows 

that the data do not have the linear character of the Theis solution, but rather show 

a marked flattening.  Such a response is characteristic of a leaky aquifer, in which 

fluid flows to the pumped well from both the pumped interval and to a lesser ex-

tent from above and/or below (Hantush and Jacob, 1955), see also Chapter 7.  

From Figure 8.6.3b it can be seen that the permeability just above the pumped in-

terval is very low, but that the permeability of the marker bed below the pumped 

interval is moderate.  By decreasing the vertical permeability of the marker bed 

from 3 md to 0.25 md, the pressure drawdown labeled “Leaky 5.5-m sand, no 

small fault” in Figure 8.6.4 is obtained, in which the observed flattening beginning 

at 0.5 hours is much better represented.    

To investigate the hydrologic nature of the intersection of the small fault 

northwest of the observation well and the C sand, three distinct fault conditions 

are considered with the 3D model: (1) the fault is absent, (2) the fault is a closed 

boundary, and (3) the fault is a constant-pressure boundary (open small fault).  

The effect of the small fault is felt about 0.5 hour after pumping begins.  Both the 

closed-fault case and the constant-pressure-fault case diverge sharply from the 
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field data, suggesting that the fault does not act as either of these types of bounda-

ries. 

There is independent evidence from the tracer test that the thickness of the 

high-permeability clean sand in which the injection well is perforated is about 8 

m, significantly larger than the 5.5 m inferred from the well logs.  Because the 

pressure drawdown response to pumping is primarily sensitive to the permeabil-

ity-thickness product of a formation, the interference-test data shown in Figure 

8.6.4 can be equally well matched by a model with a thickness of 8 m, if permea-

bility is decreased correspondingly. The modified model is referred to as the “8-m 

sand model” and the previous model is referred to as the “5.5-m sand model”. 

In summary, matching the injection-well (non-pumped well) pressure transient 

during the interference well test does not provide a single, uniquely-determined 

hydrologic model of the C sand, but rather two models that bound a range of rea-

sonable models.  The clean sand acts as a leaky aquifer, and sensitivity-study re-

sults indicate that the small fault within the main fault block should not be consid-

ered either a closed or constant-pressure boundary, therefore it was not included in 

further modeling studies.   

Tracer Test 

After the interference well test had run for 24 hours, pumped fluid was reinjected 

into the injection well, to create a balanced doublet flow field. After another 24 

hours, when the flow field was steady, a 78-minute pulse of fluorescein dye was 

added at the injection well.  The steady flows were maintained for 15 days.  Fluo-

rescein arrived at the observation well after 9 days and concentration peaked at 12 

days, as shown in Figure 8.6.5.  The primary parameters to be inferred from the 

tracer breakthrough curve (BTC) are the porosity-thickness product of the sand 

layer through which fluid flows and the aqueous-phase dispersion coefficient for 

the sand, a measure of its heterogeneity.  Preliminary attempts to model the tracer 

test using the 3D numerical model described in the previous section were unsatis-

factory, because numerical dispersion smeared out the tracer peak too much for a 

physical dispersion coefficient to be determined.  Therefore, a streamline model 

(Javandel et al., 1984) is used, with a random walk added to represent dispersion.  

Figure 8.6.5 presents modeled breakthrough curves for two different sand-layer 

thicknesses: the 5.5-m value inferred from the injection well logs (Figure 8.6.3), 

which results in a far too early peak, and an 8-m value, determined by trial and er-

ror to best match the observed fluorescein peak time of 12 days.  In both cases, 

porosity is held fixed at 0.34, the average value obtained from wireline logs and 

core analysis.  Matching the width and height of the observed fluorescein peak re-

quires a small single-phase dispersivity (0.1 m), implying that the sand is highly 

homogeneous, which is considered reasonable for a clean sand.  Note that the 

model breakthrough curves show two peaks, the main peak (8 or 12 days) and a 

smaller, later recirculation peak (16 or 24 days), which identifies tracer that has ar-

rived at the observation well, been reinjected into the injection well, and traveled 

to the observation well again.  In the field, it does not appear that tracer monitor-



 

 

ing continued long enough for a recirculation peak to arrive.  The increase in fluo-

rescein concentration observed at 15 days (Figure 8.6.5) is considered unlikely to 

be a recirculation peak, as it would imply a 3-day second trip through the for-

mation, which is too fast.  

The 8-m sand thickness inferred from tracer arrival time is certainly possible in 

terms of the expected variability in sand layer thickness for this geologic setting, 

and, as described in the previous section, interference test results can be equally 

well matched assuming either a thickness of 5.5 m or 8 m for the high-

permeability zone in which the injection well is perforated.   Therefore, the 8-m 

sand is retained for further modeling studies.  

 

Fig. 8.6.5 Tracer test data (Doughty et al., 2008) and results of a streamline model.  

8.6.3 CO2 Injection and Monitoring 

 Numerical Model for Multi-Phase Flow 

The well-test and tracer-test described above involve single-phase flow in which 

gravity does not play a significant role, enabling analysis with an analytical solu-

tion or simple single-phase numerical models. However, when CO2 and brine are 

both present, multi-phase and gravity effects are significant, requiring a 3D nu-

merical model with two-phase flow capabilities such as TOUGH2 (Pruess et al., 

1999).  

The simulation results shown here use the capillary pressure curve obtained by 

fitting to mercury injection data from a C-sand core sample (Sakurai et al., 2005), 
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and hysteretic relative permeability functional forms (Doughty, 2007), which are 

derived from the van Genuchten (1980) formulation (see also Chapter 3). The key 

parameters of the characteristic curves that need to be identified are the maximum 

residual gas saturation Sgrmax and irreducible liquid saturation Slr, below which 

each phase is immobile, and a parameter describing the interference between the 

two phases when both are mobile, m, which can range from about 0.4 to 0.9, with 

lower values of m corresponding to more mobile gas and less mobile liquid, and 

higher values of m corresponding to less mobile gas and more mobile liquid.  Dur-

ing a CO2 injection period, drainage is the dominant process because the CO2 

plume is growing in all directions.  Hence, 


grS  = 0, and the parameters control-

ling plume behavior are Slr and m.  After injection ends, the leading edge of the 

CO2 plume may still undergo drainage as the plume moves upward and updip by 

buoyancy forces, but at the trailing edge of the plume imbibition occurs, with 

Sgrmax controlling trapping through


grS .  

Characteristic curves for the base-case simulations of the Frio brine pilot used 

values of Sgrmax and Slr taken from the literature: Sgrmax varies inversely with poros-

ity and averages 0.2 for the C sand (Holtz, 2005, 2002); Slr = 0.15 (Bachu and 

Bennion, 2007).  The parameter m was chosen to produce a liquid relative perme-

ability curve similar to a Corey (1954) liquid relative permeability curve (m = 

0.9).  Simulations were also run with values of Sgrmax that are half the literature 

values and taking Sgrmax = 0; with Slr values of 0, 0.30, and 0.45; and with m val-

ues of 0.7 and 0.5.   

Figure 8.6.6 shows a time-series of snapshots of the modeled free-phase CO2 

plume during and after the 10-day injection period, using the base-case parameters 

and the properties shown in Table 8.6.2.  It is clear that buoyancy forces have a 

large effect on plume evolution.  Figure 8.6.6 also shows that CO2 distributions for 

times later than 29 days are very similar to one another, indicating that by that 

time most gas saturations have decreased to residual values and the CO2 plume is 

largely trapped.   



 

 

 
 

Fig. 8.6.6 Base-case simulation results showing the evolution of the free-phase CO2 plume in the 

vertical cross-section containing the two wells.  

Downhole Fluid Sampling with U-Tube 

Sampling of representative fluids in deep boreholes is challenging because of the 

need to minimize external contamination and maintain sample integrity during re-

covery. The U-tube sampling methodology (Freifeld et al., 2005; Freifeld and 

Trautz, 2006) (Chapter 8.4) was developed to collect large volume, multi-phase 

samples at in situ pressures.  At the Frio brine pilot, a U-tube was used to collect a 

52-liter sample from the observation well every two hours, which was weighed at 

the surface while being maintained at downhole pressure conditions (~150 bars).  

A decrease in sample density from that of formation brine (~1070 kg/m3) to that of 

supercritical CO2 (~830 kg/m3) revealed the transition from single-phase brine to 

single-phase CO2 in the wellbore 2.1 days after injection began (Figure 8.6.7).  
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Analysis of sample gases (dissolved or separate phase) was performed in the field 

using a quadrupole mass spectrometer, which also provided unequivocal evidence 

of the arrival of the CO2 plume.  Additionally, pulses of gas-phase tracers were 

added to the injection stream at several times during the CO2 injection period, and 

their arrival at the observation well provided an indication of changes in CO2 satu-

ration as injection proceeded. 

 
 

Fig. 8.6.7 CO2 arrival at observation well as monitored with U-tube sampling (Doughty et al., 

2008) and model results considering different two-phase flow parameters.  
 

During the 10-day injection period the CO2 plume is continually growing, so 

the formation is undergoing drainage.  Therefore, fluid flow (and hence observa-

tion-well arrival time) is sensitive to Slr and m, but is not sensitive to Sgrmax.  The 

CO2 injection period was modeled using several values of Slr and m, as shown in 

Figure 8.6.7.  Note that the U-tube sample density decreases much more than any 

of the model densities do,   because model density represents fluid density in the 

near-well region, not the density of the wellbore fluid itself, which is what the U-

tube samples.  . 

Figure 8.6.7 shows that models using Slr = 0.15 or 0.30 and m = 0.9 give the 

best match to the field data, and that CO2 arrival time decreases as Slr increases 

and as m decreases.  Larger values of Slr cause a decrease in CO2 arrival time two 

ways.  First, with a larger Slr, CO2 bypasses more immobile brine, so it moves 

faster through the formation.  Second, increasing Slr increases total mobility (the 

sum of liquid- and gas-phase mobilities), hence it enables more buoyancy flow to 

occur, resulting in an early arrival of a thin finger of CO2 shallow in the observa-

tion well.  Decreasing m also increases total mobility and therefore enhances 

buoyancy flow.    

 



 

 

It is worthwhile to note that the travel time between the two wells is much 

longer for the aqueous-phase fluorescein tracer (~9 days, Figure 8.6.5) than for the 

two-phase CO2 plume (~2 days, Figure 8.6.7).  Various factors contributing to this 

difference are presented in Table 8.6.3.  Differences in the flow fields imposed by 

injection and pumping conditions (doublet for the tracer test, single-well for the 

CO2 injection, lower injection rate for CO2) tend to delay the CO2 arrival, but the 

delay is more than balanced by the speedup arising from the buoyant, two-phase 

nature of the CO2 plume.  The modeled distribution of CO2 (Figure 8.6.6) indi-

cates that buoyancy flow and the bypassing of brine within the plume both strong-

ly contribute to the early arrival of CO2.  This finding reiterates the value of a nu-

merical model for interpreting field data.  It also illustrates the difficulty of trying 

to define a simple performance measure such as average CO2 saturation, which is 

needed for making capacity assessments of potential CO2 geologic storage sites 

(Doughty et al., 2001; Hesse et al., 2006).  The average CO2 saturation within the 

plume primarily reflects two-phase flow behavior, and indicates the fraction of in-

dividual pores that are filled with CO2.  Theoretically it should be consistent with 

values inferred from laboratory studies.  However the average CO2 saturation over 

the entire formation is more relevant for capacity assessment, and if buoyancy 

flow (or heterogeneity) causes the CO2 plume to avoid large fractions of the for-

mation entirely, the formation-average saturation and the plume-average satura-

tion will be quite different.  Neither way of averaging is wrong per se, but care 

must be taken to use each average in the proper context.  

 

Table 8.6.3. Comparison between aqueous-phase tracer test and co2 arrival times. 

 Tracer Test CO2 Injection Expected Impact on CO2 Arrival Time 

Arrival at observation well 9 days 2 days  

Flow field Doublet Single well 3 times slower 

Injection rate 50 gpm 40 gpm 20% slower 

Phase conditions Single-phase Two-phase 
Faster, bypass pore space containing 

other phase 

Density contrast None 1.5 Faster, buoyancy flow 

Viscosity contrast None 12 Faster, enhanced buoyancy flow 

Density in situ 1060 kg/m3 ~800 kg/m3 20% faster 

Pressure-Transient Analysis  

Downhole pressure was measured in both wells throughout the ten-day CO2 injec-

tion period and for about two weeks thereafter (Benson and Doughty, 2006; 

Hovorka et al., 2006).  Compared to the 24-hour interference test, this longer mon-

itoring period enables the hydrologic properties of more distant features of the 

fault block to be examined.  For example, if the two fault-block boundaries nearest 

the wells (~600 m to the northwest and ~250 m to the southeast) are considered 

constant-pressure boundaries, which works for the interference test, modeled pres-
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sure increases accompanying CO2 injection are too small.  In contrast, if the more 

distant salt-dome boundary (~1200 m to the northeast) is considered a constant-

pressure boundary, model pressure increases during CO2 injection are about right, 

whereas a closed boundary there produces model pressure increases that are too 

large.  Whether this boundary is closed or constant-pressure has no effect on the 

shorter interference test.   

Several stoppages were planned for the injection period, so that pressure-

transient analysis could be conducted under two-phase flow conditions.  Addition-

al short-term breaks in injection occurred due to operational problems.  Pressure-

transient responses under two-phase conditions are sensitive to relative permeabil-

ity parameters, in addition to the intrinsic permeability and formation compressi-

bility, which were inferred from the interference well test.  Because only short 

breaks occur in the injection schedule, drainage is the dominant process occurring 

throughout the injection period, hence Slr and m are the main parameters to infer.  

Generally, ΔP decreases as Slr increases and m decreases, consistent with the in-

crease in total mobility that accompanies these parameter changes.  The best 

match to observation-well ΔP is obtained for Slr between 0.15 and 0.30, and m be-

tween 0.7 and 0.9, but the sensitivity of the observation-well pressure transient da-

ta to Slr and m is rather small, implying that other values of these parameters are 

also possible.   

Reservoir Saturation Tool  

The wireline reservoir saturation tool (RST), developed by Schlumberger, uses 

pulsed neutron capture to determine changes in brine saturation as CO2 displaces 

brine or vice versa (Hovorka et al., 2006; Sakurai et al., 2006).  RST logging was 

deployed prior to CO2 injection to determine a baseline and 3 times in the injec-

tion well (days 10, 66, 142) and 5 times in the observation well (days 4, 10, 29, 

66, 142).  Comparing depths at which CO2 appears in the model to those from the 

RST logs provides valuable insights into geology, whereas comparing the magni-

tude of CO2 saturation Sg provides constraints on two-phase flow properties.   

At the injection well, RST logs show that CO2 extends significantly below the 

perforated interval.  This distribution is best reproduced by the 8-m sand model. 

This finding supports the hypothesis underlying the 8-m sand model that the thin 

marker bed located just below the perforations does not have nearly as low a per-

meability as was inferred from well logs (Figure 8.6.3b).  At both wells, CO2 ex-

tends almost 1 m shallower than predicted by the model, suggesting that a low-

permeability layer identified just above the perforations in both wells may not be 

continuous, allowing CO2 to move upward into an overlying sand layer.  These 

findings are consistent with the large sand-layer thickness inferred from the sin-

gle-phase tracer test, but only the CO2 injection provides specific information 

about how this greater thickness may arise.        

RST logs collected during the injection reflect a growing CO2 plume, with 

drainage occurring throughout the plume, while those obtained during the subse-

quent rest period reflect the trailing edge of a migrating CO2 plume, where imbibi-



 

 

tion occurs.  Simulations results for values of Slr from 0.to 0.45, m from 0.5 to 0.9, 

and Sgrmax from 0 to 0.2 show the expected dependence on Slr, m, and Sgrmax.  Dur-

ing injection, as Slr increases or m decreases, Sg decreases, as more brine is by-

passed rather than being displaced by the invading CO2, whereas during the sub-

sequent rest period, different values of Slr and m have no impact on the Sg profiles.  

In contrast, during injection Sgrmax has no impact on the Sg profiles, whereas dur-

ing the rest period the amount of CO2 remaining in the region around the wells de-

creases dramatically as Sgrmax is decreased.   

The model trends support the use of a small value of Slr, a large value of m, and 

a large value of Sgrmax for modeling.  However, all model Sg values are significant-

ly smaller than the Sg values obtained from the RST logs.  The model results rep-

resent the average Sg over a 2-m wide grid block.  An RST radius of influence 

smaller than 1 m could therefore account for some of the discrepancy, especially 

for the injection well, where conditions can change sharply close to the well.     

Crosswell Seismic 

Crosswell seismic data obtained using source and receiver strings in the observa-

tion well and injection well, respectively, were collected shortly before injection 

of CO2 and again about six weeks after CO2 injection ended (Daley et al., 2008).  

P-wave velocity depends on gas saturation Sg, so a difference tomogram of the 

seismic velocity before and after CO2 injection provides an image of the free-

phase CO2 distribution in a vertical plane between the wells, as shown in Figure 

8.6.8a.  A rock physics model for seismic velocity is needed to provide a quantita-

tive relationship between velocity change and Sg.  Ideally such a model would be 

site-specific, derived from core analysis and the relationship between well-log 

measurements of seismic velocity and well-log measurements of Sg, such as those 

obtained from the RST.  Unfortunately, not all the requisite components for a rock 

physics model are available for the Frio Formation C sand and a rock physics 

model calibrated to the Utsira Sand being used for the Sleipner CO2 storage opera-

tion in the North Sea (Carcione et al., 2006; Hoversten et al., 2003) was applied.  

This modeling suggests that six weeks after CO2 injection ended, Sg in the vicinity 

of the injection well was approximately 20% and Sg near the observation well was 

approximately 10% (Daley et al., 2008).  RST profiles collected during the CO2 

injection period are shown along the sides of the tomogram, providing a con-

sistency check on the seismic inversion.  The crosswell seismic tomogram shows 

clearly that the inter-well region is heterogeneous, although the resolution of the 

tomogram (1-5 m) precludes detailed interpretation of specific features. 
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Fig. 8.6.8 (a) Crosswell seismic tomogram of the difference in P-wave velocity before and af-

ter CO2 injection (Daley et al., 2008).  (b) Modeled CO2 distributions in the plane between the 

wells considering different values of Sgrmax. The single black contour line shows Sg = 0, an indi-

cation of the historical maximum extent of the CO2 plume. 



 

 

Plots of the spatial distribution of CO2 in the vertical plane between the injec-

tion and observation wells are shown in Figure 8.6.8b for simulations using three 

values of Sgrmax.  The model plume using the literature values of Sgrmax (~0.2) 

matches the crosswell seismic tomogram best, with Sg ~ 0.2 near the injection 

well, and Sg decreasing and the plume becoming thinner as distance from the well 

increases.  For the case with half Sgrmax, the shape of the CO2 plume is similar, but 

the modeled Sg is too low everywhere, and close examination shows that the max-

imum Sg does not occur at the injection well, but has migrated away from it.  For 

the case with zero Sgrmax, the plume migration is extreme and clearly not consistent 

with the field data.  Hence, we infer that the original values of Sgrmax ~ 0.2, which 

enable significant CO2 mobility trapping, are optimal.   

Vertical Seismic Profile 

Vertical seismic profile (VSP) data were obtained by creating lines of explosions 

along the ground surface at three azimuthal directions around the injection well 

(NW, N, NE), and monitoring P-wave amplitude at the receiver string deployed in 

the injection well (Daley et al., 2008).  VSP data were collected twice: once short-

ly before CO2 injection, then again about six weeks after CO2 injection ended.  

Figure 8.6.9 shows the change in P-wave amplitude before and after CO2 injec-

tion, plotted as a function of offset from the injection well, for each direction, 

along with the corresponding model results for three values of Sgrmax.  The resolu-

tion of the VSP data is about 10-30 m, whereas the model resolution varies from 5 

m close to the wells to more than 100 m for the largest offsets shown.  A quantita-

tive relationship between VSP change in amplitude and CO2 saturation is not 

known, so the vertical axes of the plot are adjusted to align these two quantities 

close to the injection well.  For the usual Sgrmax case, Figure 8.6.9a shows good 

agreement between model and VSP in the updip direction (N), but the VSP indi-

cates that the plume has moved farther than the model has predicted to the NE and 

NW.  In fact, the plume has moved as far to the NW as it has to the N, suggesting 

that either local updip direction is not true north, or there is significant heterogene-

ity in the permeability distribution beyond the immediate vicinity of the wells, or 

the planar representation of a warped sand body becomes inaccurate away from 

the wells.  The non-smooth nature of the model profiles far from the injection well 

indicates the need for a more refined grid.   

For the half-Sgrmax case, the model shows a little too much plume movement in 

the updip direction (N), while for the zero-Sgrmax case, there is far too much plume 

movement updip, so  we infer that the original values of Sgrmax ~ 0.2, which allow 

less CO2 to move updip, are optimal.  Note that the modeled extent of the plume to 

the NE and NW is independent of Sgrmax.   

Unlike other post-injection monitoring methods, VSP covers such a large spa-

tial extent that it encompasses the entire CO2 plume, both the trailing edge around 

the wells, where imbibition is occurring, and the leading edge farther updip, where 

drainage is still occurring long after injection ceases.  Hence, large-offset VSP re-

sults are also sensitive to drainage-controlling parameters Slr and m.   For the sim-
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ulation results shown in Figure 8.6.9, Slr = 0.15 and m = 0.9.  For a case with Slr = 

0.3 and m = 0.9, the leading edge of the CO2 plume is about 10 m farther updip 

than is shown for the N profile in Figure 8.6.9a. 
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Fig. 8.6.9 VSP change in P-wave amplitude before and after CO2 injection (Daley et al., 2008) 

and model results for far-field CO2 distribution considering different values of Sgrmax. 

8.6.4 Discussion  

The fluorescein tracer test indicated that the high-permeability sand through which 

most fluid travels from the injection well to the observation well is 2.5-m thicker 

than that inferred from well logs, but did not provide any specific information on 

how the thickening occurs.  The RST profiles for the injection well suggest that 

the CO2 plume extends almost 1 m above and several meters below the perforated 

interval, which was chosen to match the high-permeability zone identified in the 

well log (Figure 8.6.3b).   The RST profile for the observation well confirms CO2 

arrival about 1 m shallower than predicted by the well logs, but because of buoy-

ancy, no CO2 arrives very far below the top of the high-permeability layer.  The 

crosswell seismic tomogram (Figure 8.6.8a) shows a CO2 plume that is about 7.5 

m thick at the injection well and thins toward the observation well.  Thus, tracer 

test, RST, and crosswell seismic results all support the choice of the 8-m sand 

model over the 5.5-m sand model inferred from the well logs.  Some evidence for 

local variability is provided by the crosswell seismic tomogram (Figure 8.6.8a), 

which shows a change in the character of the CO2 distribution about half-way be-

tween the two wells.   

The VSP data (Figure 8.6.9) allows examining the evolution of the CO2 plume 

beyond the immediate vicinity of the wells.  Despite matching the updip migration 

adequately, the model fails to reproduce two other features of the VSP data.  First, 

the CO2 plume should extend just as far to the NW as it does to the N, suggesting 

a different local dip direction than currently employed by the model.  Second, the 

lateral extent of the modeled plume is too small, suggesting a short-coming in the 

conceptualization of geological structure (e.g., the local dip magnitude may be 

smaller, lateral permeability anisotropy could exist, or the planar representation of 

a warped sand body becomes inaccurate).  Because plume migration is largely a 

consequence of the buoyant flow of CO2, these features would be difficult to as-

certain from traditional site characterization methods.  

During CO2 injection periods, the entire CO2 plume is undergoing drainage.  

After injection ends, the leading edge of a migrating CO2 plume continues to 

drain, whereas the trailing edge of the plume is undergoing imbibition.  Ideally, 

monitoring should be designed to cover both drainage and imbibition.  The drain-

age process, monitored at the Frio brine pilot via U-tube, early-time pressure tran-

sients and RST profiles, and large-offset VSP data, depends on Slr and m, but is 

not sensitive to Sgrmax.  In contrast, the imbibition process is not very sensitive to 

Slr and m but depends strongly on Sgrmax, thus late-time pressure transients and 

RST profiles, the crosswell seismic tomogram, and small-offset portions of the 

VSP data provide information on Sgrmax.   

The parameter Sgrmax is often conceptualized as decreasing with increasing 

permeability (e.g., Holtz (2002), but these studies strongly support the notion that 



 

 

even for the very high-permeability Frio Formation C sand (>2000 md), Sgrmax is 

well above zero, and even provides evidence that the original Sgrmax ~ 0.2 is a bet-

ter choice than the halved value of Sgrmax ~ 0.1.  The late-time RST profiles, the 

crosswell seismic tomogram, and the VSP data all show consistent results in this 

regard.  Given the importance of a large value of Sgrmax for trapping free-phase 

CO2, this is an important finding for the overall potential for success of CO2 geo-

logic storage.  The results also suggest that Slr is small, consistent with petroleum-

literature values (Holtz, 2002).  The U-tube results for CO2 arrival at the observa-

tion well and pressure-transient analysis supports Slr = 0.15, whereas the early-

time observation-well RST suggests that Slr is even smaller.  A small value of Slr 

means the CO2 plume need not bypass so much liquid phase and can form a more 

compact plume in the subsurface.  As one extrapolates from the very high perme-

abilities of the C sand to moderate permeabilities that may be more typical for 

CO2 storage, Slr is expected to increase.   

Early in the CO2 injection period, the simultaneous pressure observations in the 

injection well, which is surrounded by a two-phase mixture of CO2 and brine, and 

the observation well, which is still surrounded by brine, potentially enable decon-

volution of multi-phase flow effects, and improved determination of characteris-

tic-curve parameters Slr and m.  Unfortunately, the present 3D numerical model is 

far too coarse (2-m resolution) to adequately resolve near-well effects at the injec-

tion well, making such analysis problematic.  Studies with a high-resolution model 

are necessary.  For short-time studies, one may be able to increase efficiency by 

using an RZ model, but for longer times, a 3D model is needed to represent the in-

terplay of heterogeneity, buoyancy, and multi-phase effects.   

8.6.5 Concluding Remarks 

Well thought-out site characterization is essential for successful geologic storage 

of CO2 because of the many physical processes impacting CO2 plume evolution in 

the subsurface.  At the Frio brine pilot, site characterization techniques such as 

geological mapping, geophysical imaging, well logging, core analyses, hydraulic 

well testing, and tracer testing were all valuable and formed the basis of initial site 

assessment.  However, only through the injection and monitoring of CO2 could the 

impact of the coupling between buoyancy flow, geologic heterogeneity, and histo-

ry-dependent multi-phase flow effects truly be appreciated.  Thus, the site-

characterization process greatly benefited from the addition of CO2 injection and 

monitoring.  Moreover, development of a numerical model aided in the synthesis 

of geological, hydrological, and geophysical observations and provided a frame-

work for understanding the coupled flow and transport processes occurring in the 

CO2/brine system. 

The advantages of using data collected during CO2 injection to refine reservoir 

models are numerous.  The obvious benefit of CO2 injection is to provide infor-

mation on multi-phase flow properties (in particular, the residual gas saturation, 

below which CO2 is trapped), which cannot be obtained from traditional site-
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characterization techniques that examine single-phase conditions.  Additionally, 

the low density and viscosity of CO2 compared to brine causes the two compo-

nents to flow through the subsurface differently, potentially revealing distinct fea-

tures of the geology.  Ultimately, to understand stored CO2 behavior in the subsur-

face, there is no substitute for studying the movement of CO2 directly.   

It is humbling that even for the small-scale, very well studied, intensively mon-

itored conditions of the research-oriented Frio brine pilot, there are still uncertain-

ties in data interpretation.  Even greater uncertainties are projected for full-scale 

CO2 geologic storage projects, where economic constraints will limit the availabil-

ity of data generated through expensive procedures such as tracer tests, fluid sam-

pling, and crosswell seismic.  With only one or two monitoring techniques it is 

generally not difficult to create a model that can reproduce field observations, 

making it easy to claim a full understanding of the geologic storage system.  As 

different types of observations are added, matching them all becomes much more 

challenging, which may produce the feeling that understanding of the system has 

actually decreased.  In reality, an appreciation of ones level of ignorance has in-

creased, which is generally a good first step for improving understanding.  Despite 

the commercial pressures attendant to full-scale CO2 geologic storage, it should be 

recognized that the coupled flow and transport processes that take place during 

CO2 geologic storage can produce subtle and unintuitive effects that will affect the 

storage efficiency of a reservoir.  It is valuable to investigate as many aspects of 

the system as possible with a range of monitoring techniques to minimize uncer-

tainty. 

8.7 Pilot scale CO2 injection at the Ketzin site – Experiences 

from the first European on-shore storage site 

A. Liebscher, S. Lüth, S. Martens, F. Möller, C. Schmidt-Hattenberger, M. 

Streibel 

GFZ German Research Centre for Geosciences, Telegrafenberg, 14473 Potsdam, Germany 

8.7.1 Introduction 

Although the implementation of Carbon Capture and Storage (CCS) at industrial 

scale particularly requires successful demonstration of geological CO2 storage at 

scales of > 1 Mt CO2 per year, smaller scale pilot sites on geological storage still 

play an essential role in progressing the CCS technology. While demonstration 

projects primarily focus on demonstrating and proving the integration and applica-

tion of mature technologies, pilot sites are needed to develop, test and progress 



 

 

new storage technologies and to perform field-scale experiments on specific tech-

nical and operational aspects that may not be executable at demonstration or in-

dustrial scale projects. 

The Ketzin pilot site for geological storage of CO2 in the German Federal State 

of Brandenburg is the longest operating on-shore CO2 storage pilot site within Eu-

rope and is still the only active CO2 storage project in Germany. It provides an in-

situ laboratory for on-shore CO2 storage in a saline aquifer of the Northeast Ger-

man Basin. The storage complex is located in an anticline structure above a salt 

pillow and thereby the Ketzin site shares some fundamental geologic characteris-

tics with future CO2 storage sites within the European Permian Basin, either on-

shore in, e.g., Germany or Poland, or off-shore under the North Sea. The Ketzin 

site is a pure research and development (R&D) driven project and as a research 

project limited by national legal regulations to a maximum amount of stored CO2 

of 100,000 t. CO2 storage at the Ketzin site is accompanied by one of the most 

comprehensive scientific research and development programs worldwide with key 

objectives being R&D on CO2 injection operation, monitoring and modelling. 

These technological objectives are accompanied by an extensive public outreach 

and dissemination program. This chapter provides a comprehensive review of the 

main results and experiences gained at the Ketzin pilot site. For additional infor-

mation and further reading the reader is referred to Martens et al. (2013, 2012) and 

Liebscher et al. (2013a,b). 

8.7.2 Site location and geology 

The Ketzin pilot site is located about 25 km west of Berlin and Potsdam (Germa-

ny) near the town Ketzin within the Northeast German Basin (Figure 8.7.1). The 

Northeast German Basin is part of the European Permian Basin, which extends 

from the Polish Trough in the East to present day off-shore areas of the North Sea 

(Figure 8.7.2A) and made off by sedimentary sequences of Permo-Mesozoic to 

Cenozoic age. The pilot site itself sits on the southeast flank of the “Roskow-

Ketzin” double anticline, which formed above a deep seated, elongated salt pillow 

(Figure 8.7.2B, C). The target reservoir sandstone layers for CO2 storage belong to 

the Upper Triassic Stuttgart Formation at about 630 to 650 m depth and are over-

lain by more than 165 m of the shaly cap rocks of the Upper Triassic Weser and 

Arnstadt Formations (Figure 8.7.2D). The final seal of the multi-barrier system at 

the Ketzin site is formed by the transgressional Oligocene Rupelian Clay at the 

base of the Tertiary, which separates the post-Rupelian freshwater horizons from 

the deep, pre-Rupelian saline formations. The reservoir sandstones are well to 

moderately-well sorted, immature feldspathic litharenites to lithic arkoses, which 

are composed of 22 to 43 wt.% quartz, 19 to 32 wt.% plagioclase, 4 to 13 wt.% K-

feldspar and subordinate mica, illite, mixed-layer silicates and meta-sedimentary 

and volcanic rock fragments (Förster et al., 2006). Heterogeneously distributed 

cement phases make up 5 to 32 vol.% and include analcime and anhydrite with 
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minor dolomite, barite, and celestine (Förster et al., 2006). Due to the heterogenei-

ty of the reservoir sandstone, reservoir porosity ranges from 12 to 26 vol.% with 

an averaged permeability of around 100 mD (Zemke et al., 2010; Zettlitzer et al., 

2010). The initial reservoir conditions were ~ 33 °C and 61 bar at 630 m depth 

(Henninges et al., 2010). 

 

Fig. 8.7.2 Geographic location and principal geologic environment of the Ketzin pilot site. (A) 

The Ketzin site is located within the Northeast German Basin [NEGB; NWGB = Northwest 

German Basin, PT = Polish Trough] and (B, C) sits above the southeast flank of the Roskow-

Ketzin double anticline [red lines in B refer to the depth of the prominent K2 reflector, an anhy-

drite layer about 80 m above the reservoir; isolines in C refer to the depth of top-Stuttgart, dotted 

red isoline at 710 m depth represents the lateral extension of the storage complex]. (D) Schemat-

ic block diagram showing the general stratigraphic succession at the Ketzin site and the site´s in-

frastructure with four deep wells (Ktzi 200 to 203) and one shallow observation well (P300) 

down to the indicator horizon within the Exter Formation [not to scale]. 

8.7.3 Research infrastructure at the Ketzin site 

To meet the operational and scientific needs of the Ketzin site a total of five wells 

have been drilled and an injection facility with a pipeline built (Figure 8.7.2). Prior 

to start of injection in summer 2008, the wells Ktzi 200 to 202 have been drilled in 

2007, each to a depth of 750 m to 800 m (Figure 8.7.3). The well Ktzi 201 serves 

as an injection and observation well, whereas the wells Ktzi 200 and Ktzi 202 are 

exclusively used for monitoring the injection process and subsurface migration 



 

 

and behaviour of the CO2. The three wells form the corners of a right-angled tri-

angle (Figure 8.7.2). In autumn 2012 a fourth deep well Ktzi 203 was drilled in 

close vicinity to the injection point (Figure 8.7.2) to recover rock cores from the 

cap rock and reservoir sandstones that have been in contact with the injected CO2 

for more than four years. Contrary to the wells Ktzi 200 to 202, which have steel 

casings throughout, the well Ktzi 203 has been completed with a glass fibre rein-

forced plastic casing in the lower-most part to study the applicability of this corro-

sion resistant material in CO2 storage operations (Figure 8.7.3). To allow for 

above-zone monitoring within the indicator horizon (Figure 8.7.2D) a shallow 

groundwater observation well P300 was drilled in 2011 to 446 m depth into the 

lowermost aquifer (Exter Formation) above the cap rock. 

All four deep wells are completed with a smart casing concept (Prevedel et al., 

2009) that allows for quasi-permanent, easily accessible monitoring of the wells 

and the near-well area (Figure 8.7.3). This concept includes behind casing fibre-

optic cables for distributed temperature/acoustic sensing (DTS/DAS), behind cas-

ing heater cables for heating experiments, permanently installed electrodes (Verti-

cal Electrical Resistivity Array VERA) for electrical resistivity tomography and 

different pressure and temperature sensors (P-T). The shallow well P300 is 

equipped with high resolution pressure gauges and a U-tube fluid sampling system 

to allow for precise pressure and fluid monitoring of the indicator horizon. 

 

 

Fig. 8.7.2. Aerial view of the pilot site Ketzin showing location of the injection and observation 

wells and the operational and monitoring surface installations. 
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Fig. 8.7.3 Detailed drawing of the smart casing concept of the four deep wells at the Ketzin site 

(for location of the four wells see Figure 8.7.2). The wells Ktzi 200, 201 and 202 have steel cas-

ings throughout whereas Ktzi 203 has a glass fibre reinforced plastic casing in the lower-most 

part (yellow). Black bars and orange boxes left hand side of the respective wells refer to top and 

base and main sandstone intervals (= reservoirs) of the Stuttgart Formation. 

8.7.4 Injection operation and history 

Continuous injection of CO2 at the Ketzin site started on June 30th, 2008 and last-

ed until August 29th, 2013, when the Ketzin site entered the post-injection phase 

after more than five years of safe and successful injection of a total of 67,118 tons 

of CO2. During most time of the injection period, food-grade CO2 with a purity > 

99.9 vol.% has been injected at monthly injection rates between 1,000 and 2,300 

tons CO2. From May to June 2011, 1,515 tons of captured CO2 from the Vattenfall 

Schwarze Pumpe oxyfuel pilot plant with a purity > 99.7 vol.% have been inject-

ed. In July and August 2013, a CO2-N2 co-injection experiment has been per-

formed to test and demonstrate the technical feasibility of a continuous impure 

CO2 injection scenario. A total of 613 tons CO2 and 32 tons N2 have been contin-

uously mixed on-site and co-injected resulting in an average CO2 to N2 mass ratio 

of approximately 95 to 5. 

Throughout the entire injection phase, liquid CO2 was delivered by road tank-

ers and intermediately stored on-site at about -18 °C and 20 bars in two storage 

tanks with a capacity of 50 t CO2 each. Prior to injection, the CO2 was precondi-

tioned in the injection facility to the desired injection conditions. Preconditioning 

was done in three steps; first up to three plunger pumps for liquid media raised the 

pressure to the necessary injection pressure, than the CO2 was heated to the de-



 

 

sired injection temperature first by ambient air heaters and afterwards by an elec-

trical heater. The preconditioned CO2 was transported via the injection pipeline to 

well Ktzi 201 and injected. Due to the injection process, the reservoir pressure as 

calculated from the permanently installed pressure sensor increased to about 76 to 

79 bars already after 8 month of injection. After this initial increase the reservoir 

pressure slightly decreased and stabilized at about 72 to 75 bars reflecting a stable 

injection regime (Figure 8.7.4; Liebscher et al. (2013b). With stop of injection and 

entering the post-injection phase, the reservoir pressure started to continuously de-

crease and evolves back towards initial reservoir conditions (Figure 8.7.4). 

 

 

Fig. 8.7.4 Overall injection history showing cumulative mass of injected CO2 (blue) and meas-

ured pressure at 550 m depth in well Ktzi 201 (green). The reservoir pressure at 630 m is about 2 

bars higher than the measured pressure at 550 m. The red line refers to the maximum permitted 

pressure of 85 bars at reservoir depth. Also shown are the different repeat surveys of the geoelec-

tric and seismic monitoring. 
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8.7.5 Monitoring 

Integrated monitoring concept 

Research and Development on monitoring is one of the key objectives of the 

Ketzin pilot site and a comprehensive, integrated state-of-the-art monitoring con-

cept has been established at the pilot site (Figure 8.7.5). This concept combines 

permanent and periodic geophysical, geochemical, operational and remote sensing 

monitoring techniques. Geophysical monitoring techniques include active seismic 

(2D, 3D, VSP, MSP), passive seismic and geoelectric (cross-hole, surface-

downhole) methods. Geochemical monitoring techniques focus on surface CO2 

soil-flux measurements and fluid sampling either via permanently installed capil-

lary riser tubes or during logging campaigns. These logging campaigns are rou-

tinely run and comprise gas-saturation measurements within the reservoir and 

overburden to test for upward gas migration and magnetic imaging defectoscopy 

and video logs for casing inspection. 

 

Fig. 8.7.5 Schematic profile through the Ketzin anticline showing the general geology and the 

different permanent and periodic monitoring techniques and installations applied at the Ketzin 

site for an integrated monitoring concept. 

Seismic monitoring 

Various active and passive seismic monitoring campaigns were performed during 

the operational phase at Ketzin (Figure 8.7.4). The major part of the active seismic 



 

 

monitoring is the 3D seismic time lapse monitoring with the baseline acquired in 

2005 and two repeat surveys in autumn 2009, after the injection of approximately 

22,000 tons of CO2, and in autumn 2012, after the injection of approximately 

61,000 tons of CO2 (Ivanova et al., 2012; Juhlin et al., 2007). The processing and 

interpretation of the 3D time lapse data delivered amplitude and travel time signa-

tures that could be attributed to the CO2 stored in the Stuttgart formation and al-

lowed image the lateral spread of the CO2 plume (Figure 8.7.6). The lateral exten-

sion of the CO2 plume as estimated based on the 3D time lapse data was ~ 0.08 

km2 after approximately 22,000 tons of CO2 and ~ 0.15 km2 after approximately 

61,000 tons of CO2 (Figure 8.7.6). The CO2 plume shows a slightly west-

northwest to east-southeast elongated shape with an indicated preferred migration 

towards west-northwest. The results from the 3D repeat surveys also allowed for 

an update of the reservoir model with a more realistic description of lateral heter-

ogeneities of physical parameters within the storage formation. Additional exper-

iments include repeat surveys using a focused surface and surface-downhole ac-

quisition pattern in order to achieve an enhanced resolution close to and in the 

depth range of the injection level (Ivandic et al., 2012).  
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Fig. 8.7.6 Subsurface extension of the CO2 plume (white dotted lines) as imaged by the 1st and 

2nd 3D seismic repeat surveys. Colour coding refers to normalized changes in reflection ampli-

tude. Dotted white lines are drawn by eye to show changes in normalized reflection amplitude > 

0.3. [black lines refer to top of Stuttgart Formation; dotted red line refers to lateral boundary of 

storage complex as defined by deepest closed top-Stuttgart isobath]  



 

 

Geoelectric monitoring 

A comprehensive geoelectric surveillance concept has been developed and im-

plemented at the Ketzin pilot site. This concept includes permanent cross-hole 

measurements and periodic large-scale surface-downhole surveys (Figure 8.7.4). 

Main objectives of the surveillance concept were detection of the early CO2 mi-

gration phase, imaging of the CO2 plume by electrical resistivity tomography 

ERT, determination of relative CO2 and brine saturations as well as correlation be-

tween injection operation and geoelectric signal (Bergmann et al., 2012; Kiessling 

et al., 2010; Schmidt-Hattenberger et al., 2011). During the whole CO2 injection 

period, a continuous series of time-lapse results based on weekly-measured cross-

hole data at near-wellbore scale and surface-downhole measurements in 2008, 

2009, 2011 and 2012 at a scale of up to 1.5 km was acquired (Figure 8.7.4). In the 

geoelectrical tomographies a noticeable resistivity signature within the target stor-

age zone was observed and could be attributed to the CO2 plume (Schmidt-

Hattenberger et al., 2011) and has been interpreted in terms of the relative CO2 

saturations (Bergmann et al., 2012; Figure 8.7.7). The results are very encouraging 

and show the potential of geoelectric monitoring methods. Especially the relative 

CO2 saturations derived for the near-wellbore area correlate well with borehole 

saturation logs and support the quantitative estimation of injected CO2 in the near-

wellbore area. 
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Fig. 8.7.7 Results from geoelectric surface-downhole monitoring. Resistivity distribution at 630 

m depth as estimated for the baseline and repeat survey after 13.5 kt CO2 injected (upper part) 

and calculated time-lapse signal (lower part). Electrical resistivity tomography shows a clear 

CO2 signature with up to 4 to 5 fold increase in resistivity within the target reservoir horizon [re-

dran and compiled after Bergmann et al., 2012]  

Surface and gas monitoring 

To monitor upward migration of CO2 with potential leakage to the surface, surface 

soil gas monitoring has been established at the Ketzin pilot site since 2005. The 

soil gas monitoring network consists of 20 sampling locations for soil gas flux, 

soil moisture and temperature measurements distributed over an approximately 4 

km2 large area around the pilot site. In 2011, the installation of additional eight 

permanent stations with automated soil gas samplers in the direct vicinity of the 

injection and monitoring wells expanded the monitoring network. Since the start 

of injection in June 2008, no change in soil CO2 gas flux could be detected in 

comparison to the pre-injection baseline from 2005 to 2007 (Zimmer et al., 2011). 

8.7.6 Public outreach activities 

Public acceptance is a key issue for the Ketzin project as it is for any other CO2 

storage project. From the very beginning, the research activities were therefore ac-

companied by a factual, open and transparent dialogue with the general public, 

scientists, industry and decision makers. Public outreach activities focus on the lo-

cal public from the nearby town of Ketzin but also interested people from all over 

Germany and worldwide. The visitor centre at the Ketzin site is the most im-

portant contact point. Here, a computer-based info terminal enables visitors to in-

form themselves easily and interactively. Weekly visitor tours are offered by GFZ 

on site. In addition, an annual open house day at the Ketzin pilot site is carried out 

in close cooperation with the local community of the town of Ketzin and warmly 

received. Project status and progress are covered and disseminated in brochures 

and a public website in German and English (www.co2ketzin.de). The Ketzin pro-

ject is also presented in a broader context in a film entitled “The geological stor-

age of CO2" made up of six five-minute segments. The research activities at the 

pilot site are supported by the town of Ketzin, and the regulatory authority has 

been involved and cooperative since the start of the Ketzin project (Martens et al., 

2011). The experience from the Ketzin pilot site shows that an honest, open and 

factual target group oriented communication and dissemination program is able to 

overcome critical public perception even for highly debated technologies. 



 

 

8.7.7 Conclusions and outlook 

The Ketzin project demonstrates successful and safe CO2 storage in a saline aqui-

fer on a pilot scale. The results show that: 

 the geological storage of CO2 at the Ketzin pilot site runs reliably and without 

any risks for people and environment, 

 a meaningful, site related combination of geophysical and geochemical moni-

toring techniques is able to detect even small amounts of CO2 and to image its 

spatial distribution, and 

 a targeted communication and dissemination program is able to overcome criti-

cal public perception even for highly debated technologies. 

Although the CO2 injection at Ketzin ceased in August 2013, R&D activities on 

CO2 storage continues at Ketzin in order to address and close the entire life cycle 

of a storage site. Well abandonment, post-injection monitoring and transfer of lia-

bility are major objectives of the on-going post-injection phase at the Ketzin site. 

Because the Ketzin site has been permitted under the German Mining Law, trans-

fer of liability will follow the regulations set out by the German Mining Law. The 

R&D work in the post-closure phase will nevertheless address the three high-level 

criteria for transfer of liability set out by the EU Directive: 

 observed behaviour of the injected CO2 conforms with the modelled behaviour, 

 no detectable leakage, and 

 site is evolving towards a situation of long-term stability. 

During the post-injection phase, further field-experiments like controlled back-

production of CO2 as reservoir pressure management measure and small-scale 

brine injection as wellbore leakage mitigation measure are performed. By these 

experiments, the Ketzin site meets the demands made for pilot sites to perform 

field-scale experiments on specific technical and operational aspects that may not 

be executable at demonstration or industrial scale projects. 
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