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Enhanced Mimicking of Collective Motion in Nature
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1Materials Science & Engineering Program and Texas Materials Institute, The University of Texas 
at Austin, Austin, TX 78712, USA.

2Walker Department of Mechanical Engineering, The University of Texas at Austin, Austin, TX 
78712, USA.

Abstract

The collective motion observed in living active matter, such as fish schools and bird flocks, is 

characterized by its dynamic and complex nature, involving various moving states and transitions. 

By tailoring physical interactions or incorporating information exchange capabilities, inanimate 

active particles can exhibit similar behavior. However, the lack of synchronous and arbitrary 

control over individual particles hinders their use as a test system for the study of more intricate 

collective motions in living species. Herein, we propose a novel optical feedback control system 

that enables the mimicry of collective motion observed in living objects using active particles. 

This system allows for the experimental investigation of the velocity alignment, a seminal model 

of collective motion (known as the Vicsek model), in a microscale perturbed environment with 

controllable and realistic conditions. We observe the spontaneous formation of different moving 

states and dynamic transitions between these states. Additionally, we quantitatively validate the 

high robustness of the active-particle group at the critical density under the influence of different 

perturbations. Our findings support the effectiveness of velocity alignment in real perturbed 

environments, thereby providing a versatile platform for fundamental studies on collective motion 

and the development of innovative swarm microrobotics.
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A novel active-particle experimental platform is developed to imitate collective motion observed 

in nature. Fully synchronous and arbitrary navigation of active particles are implemented at 

individual level. Particle motion is regulated by the bio-inspired velocity alignment rule and 

long-range physical interaction. Density-dependent state-transition and high robustness to noisy 

environments are observed experimentally in a controllable and realistic manner.

Keywords

collective motions; active particles; optical manipulation; feedback control; velocity alignment

1. Introduction

Collective motion[1] is a prevalent phenomenon observed in various living systems across 

different scales, ranging from fish schools[2] and bird flocks[3] to bacteria[4] and subcellular 

molecular motors.[5] These systems exhibit diverse moving patterns, including disordered 

swarms,[6] polar flocks,[7] and vortex groups (also known as rotating, swirling, or milling 

states).[8] Density-dependent collective behaviors and transitions between different moving 

patterns have also been observed in these systems.[8a, 9] Understanding the complex and 

dynamic behaviors of collective motions in nature not only sheds light on the functioning 

of living objects as a group but also advances the field of robotics. the two traditional 

approaches - direct observation and analysis of collective motions in nature[10] and pure 

theories and analytical models,[11] -suffer from the limitations of excessive (and occasionally 

uncontrollable) variables in natural environments and oversimplified conditions that deviate 

from reality, respectively.

Chen et al. Page 2

Adv Mater. Author manuscript; available in PMC 2025 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



To investigate collective motion in a controllable and realistic manner, as well as to develop 

swarm robotics, researchers have explored the use of macroscopic robots[12] and active 

particles. Active particles are nonequilibrium entities that consume energy for persistent 

self-propulsion at micro- or nanoscale,[13] which can mimic and probe the collective motion 

of living objects. Various approaches have been employed, such as active particles powered 

by magnetic,[14] electric,[15] chemical,[16] and defocused light fields.[17] Though featuring 

simultaneous actuation of numerous particles, the global nature of these applied fields lacks 

the capability to replicate the individual-level intelligence found in the living organisms.

In contrast, active particles driven by focused optical fields can be individually manipulated 

by dynamically adjusting spatial light patterns. By leveraging feedback control, these 

active particles can possess sensing and information processing capabilities so that each 

one can adjust its motion by sensing its own environmental conditions,[18] resembling 

the behavior of living objects. This approach has been utilized to investigate quorum 

sensing,[19] visual-perception-dependent mobility,[20] vortex formation,[21] and the impact 

of changing interaction rules[22] or environmental threats.[23] However, existing active-

particle experimental systems using focused optical fields suffer from limitations, including 

poor reorientation capability of particles,[19–21, 22–23] a limited number of manipulated 

particles,[18, 20] and asynchronous control among different particles.[18–23] These limitations 

prevent the investigation of more general collective behaviors in nature and hinder the 

development of efficient microrobotic swarms, since the majority of living species feature 

fast reorientation and exhibit collective motion when there is a relatively large number of 

group members.[11a–c]

To address these challenges and advance the field, we have developed a new optical 

feedback control system that enables fully synchronous and arbitrary navigation of active 

particles, which lead to active particles behaving more like living objects. This system 

facilitates the first experimental study of the Vicsek model, a seminal model in collective 

motion that focuses on velocity alignment, at the microscale level. We successfully 

reproduced density-dependent collective motion of active particles, even in the presence 

of various perturbations, which exactly reflects what has been observed in some of 

living species (e.g., fishes[8a] and locusts[9]). Our approach combines velocity-alignment-

based information exchange with long-range physical interactions, resulting in ordered 

collective movement and state transitions with a critical transition point in the particle 

density (i.e., critical density point). Surprisingly, we discovered that, Brownian motion 

and particle heterogeneity significantly increase the frequency of state switching around 

the critical density point while having limited influence on the robustness of collective 

structures. Furthermore, we experimentally demonstrated popular variants of the Vicsek 

model, including topological distance[24] and different-shaped confined geometries[25] based 

on our integrated platform.

2. Programmable feedback control platform

Our platform, which enables autonomous control of active particles based on interaction 

rules extracted from collective motions in nature, can be divided into four distinct parts 

(Figure 1A). First, each of the active particles within the algorithm-defined confined 

Chen et al. Page 3

Adv Mater. Author manuscript; available in PMC 2025 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



geometry is individually and persistently propelled by their own exclusive laser beams, 

which are placed around their circumferences. Simultaneously, the spatiotemporal positions 

of all particles are detected by the camera, where the real-time position and velocity of each 

particle are extracted and then fed to the control algorithm. Thereafter, the control algorithm 

will process the information based on the predefined model and then solve the new positions 

of the laser beams for each particle. Next, corresponding holograms are calculated and 

transferred to the spatial light modulator (SLM) to modulate the input single laser beam into 

a diffracted laser pattern. Finally, each particle is propelled in its own new direction, starting 

the next feedback loop (Methods and Figure S1). Compared with acousto-optic deflectors 

used in all the previous setups that fast scan a single laser beam to control the particles,[18–

23] SLM can diffract one laser beam into multiple beams with arbitrary number and positions 

to independently trigger the motion of different particles, ensuring synchronous control in 

our platform.

In this study, we utilize the classic Vicsek model to describe the non-physical interaction 

among particles. Furthermore, we incorporate the long-range physical interaction between 

particles into the Vicsek model. Such long-range interaction is specific to the active-particle 

manipulation technique used in our platform.[26] Accordingly, different from the classic 

Vicsek model,[11c] our new model features particle’s velocity being determined by the 

average velocity direction of the particle and its neighboring ones[11c] under the influence of 

additional long-range physical interaction:

θj
t + Δt0 = arg ∑

k ∈ Cj

expi θk
t + ϕk

t + δk
t

(1)

θj
t + Δt0 is the new direction of particle j at time t + Δ t0 with Δ t0 being the timestep for one 

loop, Cj represents the circular neighborhood (radius r0) of particle j, while θk
t , ϕk

t , and δk
t

are the angles related to the velocity-alignment rule, the long-range physical interaction, and 

the Brownian motion of the kth particle at time t (Figure S4), respectively. Note that only 

θk
t  is actively controlled in our system to determine the laser position for each particle. ϕk

t

is related to the long-range physical interaction and naturally decided after setting θk
t  for 

every particle (Methods and Figure S4). Meanwhile, δk
t  stems from the inherent Brownian 

motion of each particle, which is like the noise term in the classic Vicsek model. It should 

be noted that ϕk
t  and δk

t  vary across different active particles due to particle heterogeneity 

(Methods and Figure S5). In addition, volume exclusion is incorporated into the model 

to prevent particle collision and steric interaction (Methods).[11a] Moreover, a circular 

virtual boundary with the radius rb and reflective boundary condition[27] is added for two 

reasons (Methods): to maintain the cohesion of the group, and to imitate the confinement-

assisted self-organization in nature.[28] In the following discussion, the parameters are set as 

Δ t0 = 0.132 s, r0 = 7.75 μ m, and rb = 20.0 μ m.

The active particles used in this work are unmodified silica microspheres, whose propulsion 

comes from the synergy of two optothermal forces.[26, 29] This active-particle system 
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provides two distinct advantages. First, compared with the commonly used Janus particles 

in many reported experimental setups,[19–21, 22–23] homogeneous particles demonstrate no 

rotational diffusion, which permits instantaneous change in their propulsion directions (See 

Supplementary Note 1). Second, due to the long-range optothermal forces (> 20 μm), 

the motion of each active particle is not only determined by velocity alignment with 

their neighbors but also by the neighboring laser beams. In our active-particle system, 

the long-range physical interaction can be regarded as additional repelling force between 

two particles. The force magnitude decreases with the increasing interparticle distance (See 

Supplementary Note 1). It is worth noting that the long-range physical interaction was 

also observed in some living systems such as fishes[30] and bacteria.[8c] Accordingly, our 

experimental setup provides an ideal platform to study both information exchange and 

physical interactions in the collective motion of living objects. Due to the wide applicability 

of our experimental system (Figure S1), the long-range physical interaction included here 

can also be easily modified or removed by using other focused-light-driven active particles.
[18, 20] Based on these inputs, dynamic collective structures of multiple particles are clearly 

observed in experiments (Movie S1).

We first prove that the observed collective motion is indeed induced by velocity alignment 

rather than simply manipulating multiple particles in a predesigned vortex pattern. As shown 

in Figure 1B, when the velocity-alignment algorithm is removed, the group of particles only 

displays random motion (Movie S2). In contrast, the group of particles regulated by the 

velocity alignment shows stable rotation around the center of the geometry (Movie S3). We 

use two parameters[8a] to quantitatively describe the observed collective structure. One is the 

polarization order parameter (ΟP) that measures the velocity alignment of the individuals in a 

group

ΟP = 1
N ∑

j = 1

N
uj

(2)

where N is the total number of particles, and uj = cosθj, sinθj . ΟP has a value between 0 

(no alignment) and 1 (perfect alignment). Another parameter, rotation order parameter (ΟR), 

measures the degree of rotation about the center of the confined geometry

ΟR = 1
N ∑

j = 1

N
uj × rj

(3)

where rj is the vector from the center of the particle to the center of the confined geometry. 

ΟR takes a value from −1 to 1. Its sign indicates the rotation direction, and its magnitude 

shows the strength of the rotation. Accordingly, we depict the time-varied ΟP and ΟR

of the experimental realizations with and without velocity alignment (Figure 1C). The 

result shows the existence of polar alignment, stable rotation, and state transition among 

different collective states only within the velocity-alignment particle group, indicating that 
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the velocity-alignment rule plays an essential role in forming ordered collective structures 

here.

3. Quantification of perturbations

In the classic Vicsek model and its relevant derivatives, particles are usually assumed to be 

identical and propel at a constant speed. However, this assumption disables the model’s 

depiction of living objects in the real world.[31] To overcome this limitation, we first 

quantify the velocity fluctuation and the heterogeneity in active particles that have been 

proved as non-negligible factors in natural collective motion.[32] An active particle with a 

laser beam at its edge must propel in the radial direction dictated by the laser propagation 

axis and the particle center. However, the inherent Brownian motion disturbs both the 

direction and magnitude of the propulsion velocity (Inset of Figure 2A). In addition, the 

unavoidable time delay arising from image acquisition and information processing in the 

feedback control makes the laser-particle distance (d) fluctuate within a small range,[33] 

which in-turn fluctuates the particles’ velocities. To quantify the velocity and its fluctuation, 

two orthogonal velocity components are first precisely measured by experiment (Figure 

2A), where the velocity induced by the laser ( vlaser ) can then be extracted for certain 

optical density and d (See Supplementary Note 1.1). To further characterize the long-range 

physical interaction in our system, vlaser  is also measured under different d to quantify 

the effect of one laser beam (associated with one particle) influencing the motion of its 

neighboring particles. The experimental data are fitted well by a force-inspired equation 

(Figure 2B and Supplementary Note 1.2), which is also input in our theoretical model 

to quantitatively discuss its influence. The slow decrease of vlaser  as d increases validates 

that the long-range physical interaction plays a non-negligible role here. Moreover, we 

measured vlaser over 120 different silica particles (Figure 2C and Figure S5) to explicitly 

account for the heterogeneity of the particles through statistical analysis. This heterogeneity 

in motility mainly arises from the size and surface charge variation of colloidal particles, 

which corresponds to the individual difference among a group of living objects found in 

nature.[32b]

4. Analysis and modulation of collective motion

To understand how the velocity fluctuation and particle heterogeneity influence the 

collective motion in the real world, experiments under different particle densities are 

conducted with d and vlaser  set as 0.93 μm and 1.34 μm s−1, respectively. Here, we define 

particle density as ρ = N*Ave
Ageometry

 with N being the particle number, Ave  and Ageometry being the 

area of the single-particle repelling zone (defined by the volume exclusion radius rve) and the 

confined geometry, respectively. The selection of the volume-exclusion radius is a crucial 

factor in our study. If the radius is set too high, it can limit the effective working range 

of velocity alignment (Figure S6A) and lead to more frequent particle exclusions (Figure 

S6B), both of which can negatively impact the ordered collective motion. Conversely, 

if the volume exclusion radius is too low, it cannot guarantee collision-free behavior in 

real experiments. Therefore, we conducted simulations to determine the optimal volume-

exclusion radius of rve = 3.88 μ m (Figure S6C and S6D), striking a balance between 
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maintaining effective velocity alignment and ensuring collision avoidance. The experimental 

results show that, for ΟR , it first decreases at low density, then increases to a maximum, 

and finally declines again (Figure 3A). In contrast, ΟP  monotonically declines before 

gradually increasing at higher density (Figure 3B). Incorporating the above quantification 

of perturbations and long-range physical interaction, we establish a simulation model to 

probe the change of ΟR  and ΟP  (Methods). All the simulated results are averaged over 

20 realizations and the value of each realization is obtained from the average value of the 

last half of an 8,000-timestep simulation, which ensures that the value represents the steady 

state of the collective structure. The simulation time for one realization and the number of 

realizations for average are determined by the convergence test (Methods and Figure S7). 

Figure 3A and 3B show an overall match between the experimental and simulation results.

To explain this density-dependent collective motion, we first show how the probability 

distribution of OR  changes with the particle density (Figure 3C). At low-density region 

(ρ < 0.1), the broad peaks centered near OR ≈ 0 (Figure 3C) indicates that the collective 

structures within the low-density range are disordered swarms (Movie S4 and S5). The 

relatively high values of ΟR  and ΟP  around ρ = 0.043 can be mainly attributed to the 

finite-size effect (Figure S8). Our conclusion is further supported by the result without 

velocity alignment, which has the same ΟR  and ΟP  values at the low-density region 

compared to the case with velocity alignment (Figure S9). As the particle density increases 

(ρ ≥ 0.1), stable collective motion starts to appear (Movie S1 and S4). A critical point 

at an intermediate particle density (ρ ≈ 0.19) is observed, where the time-averaged state 

transition occurs between rotation and polarization. Thus, we have observed an interesting 

phenomenon in our study, wherein, above the critical density point, ΟR  decreases while 

ΟP  increases as the particle density raises (Figure 3A and 3B). This behavior can be 

attributed to the long-range physical interaction included in our current platform (Figure 

2B). Specifically, the long-range physical interaction acts as an extra repelling force among 

particles, leading to the formation of a radial pattern in the collective structure. Initially, 

particles are pushed towards the boundary (Figure S10), and due to the reflective boundary 

condition (Methods), they start orbiting around the center of the confined geometry. These 

orbiting particles will contribute to the increase of ΟR  but result in a reduction of ΟP . 

On the contrary, the remaining particles stay inside the layer of orbiting particles (Figure 

S10), mainly contributing to the increase in ΟP  but decreasing ΟR . The reason is that the 

“boundary” for these inner particles is formed by the orbiting particles, which, unlike the 

reflective boundary condition, collectively exert a force to the inner particles, causing them 

to move towards the center of the confined geometry (Figure S10). Consequently, the inner 

particles tend to “bounce” within the orbiting-particle layer in a translational fashion (Figure 

S10), contributing to the increase of ΟP  but reducing ΟR . As particle density increases, 

the number of the orbiting particles near the boundary first increase but then almost saturate 

due to the volume exclusion rule (Methods), while the number of inner particles continues 

to increase. The opposing effects of the outer orbiting particles and the inner particles give 

rise to the emergence of a time-averaged state transition between rotation and polarization, 

accompanied by a corresponding critical density. In addition, the specific value of this 

critical density can be altered by the size of the geometry (Figure S8).
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It is crucial to highlight again that this long-range physical interaction are not inherent to 

our experimental platform and can be easily modified or removed by using other types 

of focused-light-driven active particles.[18, 20] When the influence of long-range physical 

interaction is disregarded, equation (1) simplifies to the well-known Vicsek model in its 

classical form. The classic Vicsek model exhibits a phase transition between a disordered 

state and an ordered state, which is primarily determined by the system’s density and noise.
[11c] In our study, we observe a similar phase transition, where disordered swarms transform 

into rotating collective structures as the particle density increases (Movie S1 and S4). As 

the density further increases, we observe a distinct state transition from rotating-dominant 

collective structures to polar-dominant structures. We assume that this transition at the 

higher particle density is primarily driven by the presence of long-range physical interaction 

in our system. To validate this assumption, we have conducted simulations to show the 

disappearance of the state transition when the long-range repelling force is excluded (Figure 

S11, Movie S6 and S7).

As for the influence of different perturbations, the simulations reveal that Brownian motion 

and particle heterogeneity majorly lower the value of order parameters around the critical 

density but do not alter the shape of the curves (Figure S12). We also study the effect of 

instrumental uncertainty that stems from the particle-center detection error and the laser 

positioning error (Supplementary Note 2.1). Like other fluctuations, this uncertainty mainly 

lowers the order parameters around the critical density (Figure S2). Interestingly, in the 

experiment, we can actively reduce the influence of Brownian motion by increasing the time 

interval for the determination of the particle velocity. Specifically, we evaluate the particle 

velocity based on the initial and final positions in first and ninth image respectively, which 

alleviates the effect of Brownian motion and leads to more ordered collective structures 

(light dashed lines in Figure 3A and 3B). Additionally, the level of noise in the system 

can be adjusted by modifying the viscosity of the solution or changing the particle size 

(Movie S8 and Figure S13). Through the systematic adjustment, a noise-induced disorder-

order transition has been observed in our experiments (Figure S13), which confirms that a 

sufficient noise range can be implemented in our platform for the investigation of collective 

motion. Overall, our collective structure at relatively high density can maintain a stable 

ordered movement, where the information-based velocity alignment guarantees the highly 

ordered structures under different perturbations while the long-range physical interaction 

introduces specific state transitions and critical behaviors to our system.

Remarkably, the spatiotemporal patterns of the collective structure are observed to switch 

back and forth in experiments even after reaching the steady state (Figure 4A), which 

is quite similar to the observations of fishes confined in a water tank[8a] or locusts in a 

ring-shaped arena.[9] Herein, this dynamical change in collective states is considered to 

stem from the reflective boundary and the perturbations (i.e., Brownian motion and particle 

heterogeneity). Upon studying the relationship between ΟR and ΟP (Figure 4B), their negative 

correlation indicates that the collective structure remains either the rotating state or the polar 

state (rather than the swarm state) in most of the time, implying that the group can maintain 

the ordered movement under perturbations. The high correlation between ΟR and ΟP  can 

always be observed at relatively high particle density but disappears in the low-density 
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region (Figure S14), which proves that the group remains in the disordered state in the 

low-density region due to a lesser probability of information exchange among particles.

To quantitatively understand the robustness of the group, two ordered collective states (i.e., 

rotating and polar states) along with the disordered swarm state and transition state are first 

defined according to the values of ΟR  and ΟP (Methods). We then visualize the fraction of 

time spent in four states at ρ = 0.214 during experiments and three different simulation 

conditions (no noise, with Brownian motion, with Brownian motion and heterogeneity), 

respectively (Figure 4C). Overall, both simulations and experiments indicate that the 

collective structure spends most of the time in the rotating state while spending little 

time visiting the polar or swarm states, which could be attributed to the circular shape 

of the confined geometry (Movies S1 and S11) and the persistent cohesion of the group. 

Besides, mainly because the heterogeneity of the active particles used in our experiment is 

relatively small (Figure S5), only Brownian motion will significantly reduce the probability 

of the rotating states while the particle heterogeneity contributes less here. The small gap 

between the experiments and simulations can be ascribed to other experimental factors such 

as the hydrodynamic interaction, substrate roughness, and system uncertainty of particle 

manipulation that are not included in our simulations.

We further analyzed the state-switching frequency, i.e., the number of state switches per unit 

time, and the probability that the structure can return to the preceding ordered states (Figure 

4D). Although the rotation state is quite stable among particles without any perturbations, 

state switching occurs occasionally due to the settings of the virtual boundary condition 

and long-range physical interaction (Methods and Movie S9). As for the influence of 

different perturbations, both Brownian motion and particle heterogeneity can increase the 

state-switching frequency while Brownian motion has a more pronounced influence in our 

current case (Figure 4C and 4D). Intriguingly, with the existence of perturbations, the 

probability of the structure maintaining the preceding ordered states can still exceed 60% 

(the blue line in Figure 4D), proving the high robustness of the collective structure.

Finally, we exploit our experimental setup to study several influential variants of the 

conventional Vicsek model. Unlike the above interactions determined by the metric distance, 

the particles can also achieve velocity alignment using their topological distance which 

has already been theoretically analyzed[24] and found in starling flocks.[3] Here, we define 

the topological distance to be the seven closest neighbors around each particle (Figure 

5A) as its interacting counterparts, while all the other experimental settings remain the 

same. Due to the persistent information exchange ensured by the topological interaction, the 

collective structure can become highly polar and coherent even at extremely low particle 

density (Figure 5B and Movie S10). Compared to the metric interaction, the collective 

motion has higher ΟP  than ΟR  and no critical density is observed in the same density 

range (Figure 5C). A more comprehensive discussion on the topological interaction will be 

given in our future work. Furthermore, since the reflective boundary condition is defined 

by the algorithm, we can change it to arbitrary shapes to probe how the geometry’s shape 

influences the collective motion. For instance, a square-confined geometry results in a new 

trapping state (i.e., particles jam at the corner) along with rotating and polar states (Figure 

5D and Movie S11). Also, particles in an off-center ring-shaped geometry can be trapped 
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occasionally at the neck of the ring while bidirectional rotation is observed as well (Figure 

5E and Movie S12). By adding more boundaries within the circle, the current setup can also 

be used to investigate the influence of multiple obstacles on collective motion.

5. Discussion

we have successfully developed a new optical feedback-control platform that enables 

synchronous control of arbitrarily navigated active particles for investigating collective 

motion through velocity alignment. Compared to existing focused-light-powered active-

particle platforms,[18–23] our experimental platform represents a significant advancement. 

Notably, we have recently developed a new manipulation technique that enhances the 

reorientation capability of particles.[26] This new technique, coupled with the synchronous 

control of multiple particles facilitated by the SLM, enables a higher degree of 

customization and the study of a wider range of models. Though the existing platform 

can also lead to several similar observations such as vortex formation and state transition[21a, 

22] reported here (which is common as similar collective motions can stem from different 

models[1]), their applied models can only be those that are insensitive to the reorientation 

capability of individuals. Herein, we explore a different and more generic model (i.e., the 

Vicsek model), to investigate its effectiveness in real perturbed environments, which was 

quite challenging to realize previously. In addition, we have observed ordered movements 

and special density-dependent state transitions through the synergy of information exchange 

and the long-range physical interaction. Furthermore, we have demonstrated that Brownian 

motion and particle heterogeneity increase the frequency of state switching while having 

limited influence on the robustness of the structure. It is worth noting that, under the 

current condition of our platform, the upper limit for the number of controlled particles is 

expected to reach 100–200 particles (Supplementary Note 2.3), which is generally sufficient 

to replicate the collective motion of major natural systems such as fishes,[34] birds,[35] sheep,
[36] locusts,[9] and ants.[37]

Moreover, our method serves as an essential bridge between direct observation and analysis 

of collective living objects and purely theoretical modeling of collective motion. It provides 

a means to explore collective motion in the real world with known and controllable 

experimental inputs. Specifically, we can further enhance our experimental platform by 

modifying our control program to incorporate additional factors that have been identified 

to influence collective motion in living species. These factors can include time delay,[38] 

hierarchy,[39] leadership,[11d] and vision cone,[40] etc., all of which can be mathematically 

defined using the position and velocity information of the agents. Since our platform 

already provides the relevant information by real-time imaging analysis, incorporating these 

additional factors is as simple as substituting or modifying the equations in the “Velocity 

Alignment” section described in Methods. For example, we can introduce time delay by 

changing the equation θj
t + Δt0 = arg ∑k ∈ Cj expiθk, real

t  to θj
t + Δt0 = arg ∑k ∈ Cj (expiθk, real

t − τ ) . We 

can further control our sample substrates to account for complex environmental factors 

like flows and physical boundaries. For example, microfluidic systems can be integrated 

onto the substrates to introduce external flows to the active particles, simulating the living 

conditions of aquatic animals. Microfabrication techniques such as photolithography can be 
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employed to create diverse microstructures on our substrates to act as physical boundaries 

of the active particles. This enhanced platform will empower us to conduct in-depth 

parametric and quantitative analyses, revealing the influence of different factor combinations 

on collective motion. Through this capability, we can gain a profound understanding of the 

individual roles of these factors as well as their synergistic effects, leading to a thorough 

comprehension of their impact. Additionally, by integrating automation with the motorized 

stage, our platform enables the implementation of collective motion in free space for 

fundamental studies and the development of intelligent swarm microrobotics. In summary, 

our novel optical feedback-control platform opens up new avenues for studying collective 

motion, expanding the understanding of active-particle systems, and advancing the field of 

swarm microrobotics.

6. Experimental Section/Methods

Sample preparation:

Our sample was prepared according to Ref. [29] and [26]. Overall, a solution consisting 

of polyethylene glycol (PEG), phosphate-buffered saline (PBS), and silica microspheres 

were added on a Bovine-Serum-Albumin (BSA)-coated thermoplasmonic substrate confined 

by a spacer and then covered by an upper coverslip. The concentration of PBS (Sigma-

Aldrich, 806552) and PEG (Sigma-Aldrich, 8.18897) was prepared in 5 wt %. The silica 

microspheres with a mean diameter being 1.97 μm (Bangs Laboratories, SS04002) were 

diluted in the PEG/PBS solution by 400 times. The solvent was deionized water (Milli-Q). 

The thermoplasmonic substrate composed of randomly distributed gold nanoparticles was 

fabricated in two steps: First, 5.5-nm gold film was deposited on glass slides by physical 

vapor deposition (Kurt J. Lesker, PVD 75) at a base pressure of 1 × 10−5 Torr with the 

deposition rate being 0.5 Å s−1. Then, the gold film was annealed at 550 °C for 2 h. For 

the surface coating of BSA, the thermoplasmonic substrate was further immersed in 1 wt 

% BSA (Sigma-Aldrich, A8531) at room temperature for 24 h, followed by rinsing with 

deionized water and drying under a nitrogen stream.

Hardware:

A schematic of the experimental devices and the information flow is shown in Figure S1. 

A 660 nm laser beam (Laser Quantum, Opus 660) was first expanded with a 5× beam 

expander (Thorlabs, GBE05-A). Then, it was reflected by a liquid crystal on silicon-spatial 

light modulator (LCOS-SLM, Hamamatsu, X13138-01, resolution: 1392×1040 pixels) and 

propagated along a 4f optical system with f1 = 0.75 m and f2 = 1 m. Finally, it was directed 

into an inverted optical microscope (Nikon, Ti2) with a 60× oil objective (Nikon, CFI 

Plan Fluor 60XS Oil) for the optical-induced nudging of particles. a charge-coupled device 

camera (Lumenera, INFINITY 2) was used to acquire the optical images. A Notch filter 

(658 nm) was placed between the objective and the camera to block the incident laser beam 

for the camera. The real-time image was transferred to a computer with the Intel Core i7 

center processing unit and AMD Radeon HD 8570 graphic card.
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Software and algorithm:

All programs for automated feedback control were homebuilt based on LabVIEW (Version 

2019 SP1, National Instruments). The main elements of the program are shown in Figure 

S1B:

Raw-image input:

The color image was first acquired by the default Vision Acquisition module in LabVIEW 

and then transformed into a binary one with a preset threshold, by which each particle had 

an isolated and stable white center while the background noise was minimized.

Particle filtering:

Particle filtering includes two steps: first, use the area threshold to differentiate particles 

from the background noise; second, exclude particles outside the confined geometries based 

on the distance between the particle center and the confined geometry center. Note that 

different geometries, such as circle versus square, will need to modify this criterion.

Particle labeling:

This is challenging because all the particles in the image are almost identical, but the 

non-physical interaction rule requires us to differentiate them and let them have their own 

histories of positions and velocities. Since the particle here would only move the distance 

equal to ~10 % of its diameter at most between two image frames, thus, we first got the 

position differences among all particles between every two neighboring image frames, and 

then used a distance threshold (here to be half of the particle diameter) to differentiate 

them, below which certain particle of the current frame was recognized as the corresponding 

particle from the previous frame.

Velocity calculation:

After labeling the particles, the real-time velocity of each particle could be calculated 

directly based on its temporal positions. Meanwhile, we also integrated the calculation of ΟR

and ΟP into the program, whose values versus time could be checked during the experiment 

or exported after finishing the experiment.

Velocity Alignment:

The neighbors of each particle were recognized whenever the metric distance between two 

particles was smaller than the preset interacting radius r0 (Note that for topological distance 

in this work, the neighbors were defined by the nearest seven particles). Then, the new 

direction for the next execution was calculated based on θj
t + Δt0 = arg ∑k ∈ Cj expiθk, real

t ,[24] 

where θk, real
t  is the real moving angle of particle k at time t that was provided by the previous 

Velocity calculation module.

Volume exclusion:

If the particle has at least one neighboring particle within its volume exclusion 

region, its new direction will be determined by the volume exclusion equation: 
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θj
t + Δt0 = − arg ∑k ∈ Cj

ve
k ≠ j rjk

t

rjk
t  with Cj

ve being the repelling zone (defined by radius rve) of the 

particle j and rjk
t  being the unit vector in the direction from the particle j to its neighbor 

k.[11a]

Boundary reflection:

Herein, all the boundary conditions were virtually defined. This could help to quickly 

investigate different sizes and shapes of various boundary conditions as well as get ready 

for future study on soft boundaries,[28] whose size and shape are dynamically tuned 

according to the spatial distribution of particles, such as what occurs within cell membranes. 

The particle was determined to hit the boundary by measuring the distance between the 

particle center and the geometry center (rj − b
t ). Due to the discrete image capture, the 

particles could hit the boundary between two image frames. Thus, we must introduce an 

‘interacting thickness’ (Δ rb) to the boundary condition. Whenever rj − b
t ∈ rb, rb + Δ rb , the 

particle’s movement would be regulated by the boundary reflection. The new direction 

was determined by nj
t + Δt0 = nj

t − 2(nj
t ⋅ nj − b

t )nj − b
t  with nj

t = (cosθj
t, sinθj

t) and nj − b
t  being the normal 

vector of rj − b
t .[25] Δ rb is set as 0.39 μm according to Δ rb = 2 × vtot, max × Δ t0 to ensure that the 

boundary reflection always takes effect.

We also observed that the particles could sometimes exceed rb + Δ rb, which was not due to 

the malfunction of the control program but because the long-range physical repulsion forces 

from their neighboring particles could sometimes be too high to push the particles out of 

the boundary. Since this was attributed to the high extra repulsion forces in the direction 

normal to the boundary, we let nj
t + Δt0 = −nj − b

t  when rj − b
t > rb + Δ rb. This additional change 

of particle directions could lead to occasional state switches of the collective structure 

even without any perturbations (Movie S9). Note that once the particle was judged hitting 

the boundary, its direction was priorly determined by the boundary rather than volume 

exclusion or velocity alignment. Besides, if a real physical boundary condition is required, 

physical microstructures could be added to our substrates by microfabrication such as 

photolithography.

Laser spot calculation:

The laser for each particle was placed 0.93 μm away from the particle center (i.e., at the 

circumference of the particle), and its exact position was determined by the calculated 

moving direction of each particle.

Hologram output:

The spatial information of the lasers was then transformed into holograms and transferred 

to the spatial light modulator to diffract the single laser input into the desired laser patterns. 

This part was implemented based on the “Red tweezers” developed by R. Bowman et al.[41]

It’s worth noting that the system time delay due to the imaging capture, processing and 

hologram generation is ~ 132 ms. This system time delay will make each particle have larger 

angle deviation than the ideal case without any system time delay. But by using the method 
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in ref. [33], we have already quantified the motion of particles (Supplementary Note 1.1) 

under the consideration of the influence of the system time delay.

Analysis of experimental data:

The experimental videos were processed by our homebuilt MATLAB program (R2021b). 

Each image frame was first cropped according to the size of the boundary and then 

transferred into a binary image. Next, all the connected white pixels were grouped and could 

be regarded as the center of certain particles once their area exceeded a predefined threshold. 

Then, all the particles were differentiated and labeled according to the above particle 
labeling section. Finally, the particle velocities, ΟR and ΟP versus time were calculated and 

exported. The ΟR  and ΟP  of one experimental video was calculated by averaging its 

second half of ΟR  and ΟP versus time curves, and the ΟR  and ΟP  at certain density was 

obtained by averaging ΟR  and ΟP  of different videos.

Definition of four collective states:

To quantitatively understand the state-transition behaviors, four collective states including 

rotation, polarization, swarm, and transition were defined by setting the thresholds for ΟR

and ΟP. As mentioned in ref. [8a], there is never a general standard for the state definitions 

and we could only use a heuristic approach to estimate the thresholds of ΟR  and ΟP based 

on the ΟR − ΟP histogram and visual verification from the experimental videos. Therefore, 

the states were defined as the rotating state ( ΟR > 0.45 and ΟP < 0.25), the polar state 

( ΟR < 0.25 and ΟP > 0.45) the swarm state ( ΟR < 0.25 and ΟP < 0.25) and the transition state 

( ΟR  and ΟP are out of all the above regions) based on the experimental videos and ΟR/ΟP

values versus time.

Calculation on the time portion of different states and the state-switching frequencies:

We used the data of ΟR  and ΟP versus time in steady state (i.e., the second half of each 

dataset) to calculate the time portion of four states and the state-switching frequency. All the 

data were first smoothed by using an average with a span of 20-time steps (corresponding to 

2.64 seconds). Then, different states were defined based on the discussion above. The states 

that lasted less than 10 timesteps (i.e., ~1.32 s) would be regarded as fluctuations and not be 

counted. Finally, the time portions and switch frequencies of different states under different 

experimental realizations and simulation conditions were obtained.

Modeling and Simulations:

The simulations were performed in MATLAB (R2021b) in consideration of the information 

exchange (including velocity alignment, volume exclusion, and boundary reflection), long-

range physical interaction, Brownian motion, and particle heterogeneity (Figure S4). Each 

simulation data point in the main text is averaged over 20 realizations that have different 

initial states. Single realization will run 8,000 timesteps and only the last 4,000 data points 

will be averaged to represent the value for this realization, which ensure that all the values 

are obtained at the steady state of the collective motion. The 20 realizations and 8,000 

timesteps are determined by the convergence test (Figure S7). Primarily, the position of each 

particle is determined by

Chen et al. Page 14

Adv Mater. Author manuscript; available in PMC 2025 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



rj
t + Δt0 = rj

t + vj
t Δ t0

(4)

with vj
t being the real-time velocity in consideration of laser propulsion, neighboring-

particle-laser effect, Brownian motion, and particle heterogeneity. Then, we can decouple 

vj
t by vj

t = vj, ∥
t + vj, ⊥

t  and the following Langevin equation:

vj, ∥
t = vj, tot

t cosδ + 2Djξ∥
t

(5)

vj, ⊥
t = vj, tot

t sinδ + 2Djξ⊥
t

(6)

where vj, tot
t  is the velocity determined by the sum of all the laser influences (including 

the laser always at the particle’s circumference and the neighboring lasers following the 

neighboring particles), Dj is the diffusion coefficient which varies among different particles 

due to the heterogeneity of particle sizes and surface charges (Figure S5); ξ∥
t and ξ⊥

t  are 

zero-mean, unit-variance independent Gaussian white noises from the Brownian motion.

Furthermore, vj, tot
t  are determined by

vj, tot
t = vj, laser + ∑vk − j, laser

t (dk − j
t )

(7)

where vj, laser comes from the laser at the particle’s circumference, whose direction is 

determined by θj
t but whose magnitude varies among the different particles (Figure 2C); 

vk − j, laser
t (dk − j

t ) is the extra velocity induced by the laser beams from the neighboring particle k, 

whose magnitude and direction (ϕk − j, laser
t ) are determined by

dk − j
t = R2 + dk − j, center

t 2 − 2Rdk − j, center
t cos(θj

t − θk
t )

(8)

vk − j, laser
t = C2dk − j

t

dk − j
t 2 + R2

vj, laser
vavg, laser

(9)

ϕk − j, laser
t = θj

t + asin( R
dk − j

t sin(θj
t − θk

t ))
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(10)

where dk − j
t  is the distance between the geometric center of particle j and the laser position 

that follows particle k; R is the particle radius; dk − j, center
t  is the distance from the particle 

center j to particle center k. In addition, since vavg, laser is the measured average velocity 

among different particles, thus vj, laser
vavg, laser

 is the normalization coefficient that modifies the laser 

influence on particle j under the consideration of particle heterogeneity. For the constants 

used in the simulations, their values are: Δ t0 ≈ 0.132 s (mainly determined by the frame rate 

of the camera), δ = N(0, 0.242) (Supplementary Note 1.2), Dj = N 0.018, 0.00252 μm2 s−1

(Figure S5), ξ∥
t = ξ⊥

t = N 0,1 , vj, laser = N 1.34, 0.082 μm s−1 (Figure 2D), R = 0.985 μm and 

vlaser = 1.34 μm s−1.

Statistical Analysis:

All the data with error bars are presented as mean ± SD. The sample sizes of experimental 

and simulated data are n ≥ 5 and n = 20, respectively.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Experimental realization of collection motion within a confined geometry based on 
velocity alignment.
(A) Schematic of the feedback control experimental setup. A computer is connected to a 

camera and a SLM. Real-time images from the camera are transferred to the computer for 

the information processing. Then, the calculated holographic data are transferred to the SLM 

to update the spatial laser pattern. (B) Optical images of active particles overlayed with their 

trajectories (yellow line) and their boundary (blue circle) without velocity alignment (left) 

and with velocity alignment (right). The red arrow in the middle of the image indicates 

the rotation direction of the collective structure. Scale bar: 5 μm. (C) Time-varied rotation 

(blue, bottom panel) and polarization (red, top panel) order parameters of the experimental 

realization corresponding to (B).
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Figure 2. Velocity characterization for Brownian motion, laser-particle-distance dependence, and 
heterogeneity.
(A) The probability density distribution of v∥ and v⊥ fitted by the normal distribution 

function. The inset shows the schematic of single particle driven by the laser-induced 

localized thermal field with the propulsion velocity (vlaser). d represents the laser-particle 

distance. The direction deviation (δ) compared to the supposed moving direction ( v∥
v∥

) is 

due to the Brownian motion and the unavoidable experimental feedback delay. Note that 

vlaser is not directly composed of v∥ and v⊥ (See Supplementary Note 1.1). (B) The plot 

of vlaser  versus d. The hollow dots represent experimental values while the blue curve is 

corresponding to the equation S6 shown in the supplementary note 1.2. (C) The probability 

density distribution of vtot  of 120 different particles and fitted by the normal distribution. 

The measurement in (A) and (C) is performed under d = 0.93 μm.
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Figure 3. Measuring, modeling, and active tuning of collective motion.
Plots of (A) ΟR  and (B) ΟP  versus particle density for the experimental measurements 

(dashed lines) and simulation results (solid lines). The dark dashed lines represent the results 

where the real-time particle velocities in experiments are calculated based on the two nearest 

image frames (i.e., Δ t = Δ t0 ≈ 0.132 s), while the shallow dashed lines indicate the results 

where particle velocities are calculated based on the average over eight image frames (i.e., 

Δ t = 8 Δ t0 ≈ 1.06 s). The simulation results include the effects of Brownian motion and 

particle heterogeneity. (C) The probability distribution of experimental ΟR  under different 

particle densities. The sample sizes of experimental and simulated data are n ≥ 5 and 

n = 20, respectively. The error bars indicate the standard deviation.
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Figure 4. Statistics of the state transition around the critical density (Yellow region in Figure 3a 
and 3b).
(A) Sequential optical images of the collective motion at ρ = 0.214. The blue circle and 

yellow traces represent the boundary and the particle trajectories within the last six seconds, 

respectively. The red symbols at the top right corner indicate the motion directions of the 

group. Scale bar: 5 μm. (B) Histogram of the correlation between ΟR and ΟP. (C) Fraction 

of time spent in different states for three simulation conditions (no noise / with Brownian 

motion (BM) / with BM & heterogeneity) and the experiment at ρ = 0.214. (D) The plot 

of the switching frequency among four states (the red line) and their corresponding portion 

remaining in the same ordered states (the blue line). Remaining in the same ordered states 

means two conditions: from the rotating to transition then back to the rotating state and from 

the polar to transition then back to the polar state. The sample sizes of experimental and 

simulated data are n ≥ 5 and n = 20, respectively. All the error bars indicate the standard 

deviation.
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Figure 5. Variants in the topological-distance-based velocity alignment and different shapes of 
the confined geometry.
(A) Schematic of the topological-distanced-based velocity alignment. The center particle 

(white sphere) interacts with Na of the nearest neighboring particles regardless of the 

metric distance. The white and grey arrows represent the moving direction of particles. 

(B) Histogram of the correlation between ΟR and ΟP under ρ = 0.043 (top) and ρ = 0.214
(bottom). (C) Simulations and experimental results of ΟP (red) and ΟR (blue) for the 

topological-distanced-based velocity alignment with Na = 7. Optical images of (D) the 

rotating (left), polar (middle), and trapping (right) states of twenty active particles in a 

square-shape confined geometry, and (E) the anti-clockwise rotating (left), trapping (middle) 

and clockwise rotating (right) states of twenty-five active particles within an off-center ring-

shape confined geometry. The orange arrows highlight the moving states of the collective 

structures. Scale bar: 5 μm. The sample sizes of experimental and simulated data are n ≥ 5
and n = 20, respectively. The error bars indicate the standard deviation.
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