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Abstract

Ion solvation at air-water interfaces
by
Patrick Robert Shaffer
Doctor of Philosophy in Chemistry
University of California, Berkeley
Professor Phillip Lewis Geissler, Chair

In this thesis we conduct a thorough study of the forces that act on ions when they are near
air-water interfaces. These forces are important because they produce behavior which is very
ion specific. That is, certain ions have a strong propensity for air-water interfaces and other
ions avoid them completely. We will see that the dominant forces that allow ion adsorption
to surfaces are fairly general and exist in a very broad class of liquids, so that even ions in a
very simple model of a polar fluid exhibit a preference for the surface. In models of water,
however, there are also forces which are very ion specific. In particular, the degree to which
an ion is surface enhanced or surface repelled is very dependent on the sign of the charge.
We will conduct a thorough study of this charge asymmetry in a simulated model of water
and find that it is sensitive to various model details like ion size, the magnitude of the charge
and polarizability. We will also study the way that solvent polarizability renormalizes the
interactions between a pair of ions in solution, and a pair of ions at the interface and we
will find that a simple effective model is fairly good at capturing the effects of polarizability.
Finally, we will discuss attempts to improve dielectric continuum theory so that it is more
useful for studying problems that involve solutes at interfaces.



In memory of Christopher Shaffer
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Chapter 1

Introduction

1.1 Early examples of specific ion effects

There are many properties of aqueous electrolyte solutions that have a pronounced ion-
specificity. Furthermore, there are large collections of these properties for which the same,
or almost the same, ordering of ions dictates the strength of the ion-specific effect. Chemical
specificity is of course not surprising when it involves chemical transformations of some sort.
However many of these properties involve no chemistry at all. Prototypical examples are
surface tensions of solutions and protein solubility, however there is an entire zoo of effects
which we ordinarily would not group together were it not for the fact that they obey the
same ordering of ions. More exotic examples include bubble coalescence inhibition and phase
behavior of micro emulsions, which exhibit extraordinary sensitivity to even trace amounts
of salts ([39, 21, 19, 20]). This ordering is known as the Hofmeister series. Studies of
these effects date back to 1888 when Franz Hofmeister looked at the dependence of protein
solubility on which salts were in solution [33]. The ordering for anions is as follows:

SO3~ > HPO;™ > ClI” > NO3 > Br~ > ClO; >1~ > SCN™, (1.1)

and the ordering for cations is given by:

NHf > K" > Na® > LI" > Mg*" > Ca®*. (1.2)

One common ingredient underlying many of the Hofmeister effects is the presence of
an interface, such as an interface between liquid water and air, liquid water and a protein,
or liquid water and a hydrophobic colloid. About 10 years ago it became clear that there
is a major gap in our understanding of the way that salts interact with such interfaces.
Experiments on the uptake of halogen gases by aqueous aerosols suggested that there must
be some halide ions present at the interface [22], and Jungwirth and Tobias showed that
certain ions in simulated solutions exhibit a pronounced preference for the interface between
the liquid and the vapor phase [62]. This observation came as a surprise because it is starkly
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at odds with dielectric continuum theory, which provides us with perhaps the simplest way
of thinking about the forces that dictate interactions between ions and interfaces.

1.2 Dielectric continuum theory (DCT) as a simple
framework

In a dielectric medium with dielectric constant €;, and a charge density p(r), the electro-
static potential must satisfy Poisson’s equation:

drmp(r)
€1 .

Vie(r) =

For a delta function charge distribution where p(r) = ¢d(r — r’) the well known solution to
this is just ¢(r, ") = which illustrates the simple fact that that a dielectric medium

has the effect of screening electrostatic forces by a factor of e;*. If there is a flat, infinite,
boundary between a medium of dielectric constant €; and a medium of dielectric constant
€2, Gauss’s law demands that the the components of the electric field normal to the surface
satisfy:

(1.3)

e1|lr—r’|’

lim ¢ E,(r) = lim eF.(r), (1.4)

z2—0~ z—0t
where F, is the z component of the electric field. This boundary condition, together with
the condition that the curl of the electric field vanishes, is uniquely satisfied by an image
charge. To be explicit, the electrostatic potential due to a charge at position z is:

/

Br) = —= .

_el\r—z\ elr —z

T (1.5)
where 2/, is point z reflected through the boundary. If we apply this description to the air
water interface we have ¢; = 80 and €5 = 1, in which case the magnitude of the image charge
is ¢ = q(8800_+—11) ~ ¢. The image charge then has the effect of repelling the charge from the
surface. The energy required to move the charge from infinitely far way to a distance z from

the surface is (see Fig. 1.1b):

e —1 ¢

€1 (61 + ].) ﬂ

This treatment clearly involves several approximations. One such approximation is that
it entirely neglects the finite size of the ion. We expect this to be a safe approximation if
the spatial range of interactions between the ion and solvent is large compared to the size of
the ion. This separation of length scales was unquestioned for many years, but these length
scales are in fact commensurate for realistic ion sizes in water. We will discuss in detail how
this assumption breaks down, and how that breakdown leads to qualitative failure of the
DCT description above.

W(z) = (1.6)
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W(z)/(ksT)

B e R B T B
T T T T T T T T

(a)

Figure 1.1: A schematic illustration of the boundary between two dielectric media. The field
due to the charge ¢ is augmented by the image charge ¢'. If we assume that ¢; = 80 and
€2 = 1, which mimics a water-vapor interface, then the charge ¢ is repelled from the interface
as in (b), see Eq. 1.6

Another flaw in the above treatment is that it entirely neglects interactions between ions.
Including these interactions, even in a very approximate way, restores charge neutrality and
rectifies the spurious prediction of an infinite negative surface adsorption. This infinite
negative surface adsorption makes thermodynamically unrealistic predictions via the Gibbs
adsorption isotherm. To see how this problem arises, consider what would happen if we had
a solution of ions interacting with an interface according Eq. 1.6, with ¢* = —¢~ = 1. The
density profiles of either species would be

2

pH(z) = p(2) = exp[—ﬁel%], (1.7)

e—1 —

where I have adopted the approximation &= = 1. The surface adsorption is an example of a
surface excess quantity. Surface excesses arise whenever we consider two bulk homogeneous
phases, a and 3 separated by an interface. For any extensive quantity X, it’s surface excess
is defined as:

X=X - X*-XF (1.8)

This equation requires us to define X® and X?. The traditional approach is to imagine that
there is a mathematical dividing surface between phases o and 3, and then to define X* and
X? by assuming that the two phases maintain their bulk properties right up to this surface,
see [11]. We can make any choice we like, but one natural choice is where the surface excess
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of the number of particles is zero. This choice is known as the Gibbs dividing surface, and
in general we can only satisfy this constraint for a single component (typically the solvent),
while other components will have a nonvanishing surface excess of number of particles (or
surface adsorption). If we know the density profiles p*(z) or p~(z), we can compute the
surface adsorption as follows:

0 00
wt= [ el @) = o+ [ delt) - o (1.9)
—o00 0
Where we’ve chosen z = 0 as the Gibbs dividing surface, and p; and p, are the bulk liquid
and vapor densities. To satisfy charge neutrality the anion and cation surface adsorptions
must be the same. The Gibbs adsorption isotherm relates this quantity to the surface tension
in a simple way:
n

& = —2L. (1.10)

du A
This equation says that if a component has a positive surface excess then the surface tension
will drop when you increase it’s concentration and it the surface excess is negative the surface
tension will go up. The density profile predicted by Eq. 1.7, has a surface excess of —oo,
which has clearly non-physical consequences.

Onsager and Samaras studied this problem in 1934 and showed that this problem can
be resolved by including interactions between ions at a mean field level [44]. The standard
electrostatic mean field theory for studying electrolyte solutions is Poisson-Boltzmann theory.
In this theory we assume that the charge density satisfies

p(r) = exp[—LBqp(r)]po- (1.11)

Where for simplicity we don’t distinguish between the positive and negative component of the
charge density. The electrostatic potential, furthermore, must satisfy the Poisson equation
(Eq. 1.3). Combining these two equations gives us the Poisson-Boltzmann equation

_Amexp[—Bgo(r)]po
€1

Vie(r) =

(1.12)

Onsager and Samaras studied a linearized version of this in which we make the substitution
exp[—pBqo(r)] ~ 1 — Bgo(r). Solving this equation analytically with the boundary condition
1.4 requires even more approximations still, but the end result is agreeable in the sense that it
predicts finite (negative) surface adsorptions and hence positive surface tension increments.
The original density profiles obtained by Onsager and Samaras are shown in Fig. 1.2. The
limiting law they derived predicts that the surface tension increases proportionally to ¢In(c)
in the low concentration regime where ¢ is simply the electrolyte concentration, not the
activity.
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Figure 1.2: Original density profiles obtained by Onsager and Samaras in 1934. The positive
x axis here indicates distance below the air-water interface. See [44]

1.3 Experiments challenge the traditional view

Onsager and Samaras were quick to acknowledge that their treatment involves several
layers of approximations, and probably would not be valid above 0.2 M. However, within a
few years there was evidence that even at low concentrations, this theory made qualitatively
incorrect predictions. Jones and Ray published a famous set of surface tension measure-
ments in which they showed that at low concentrations certain salts actually decrease the
surface tension [48]. These data were controversial for a very long time, and even today it is
considered difficult to accurately measure surface tension increments at low concentrations.
However, were these results accurate, it would unambiguously imply that certain ions have
a positive surface adsorption at low concentration. The surface tensions as a function of
concentration for the 13 Jones-Ray salts are shown in Fig. 1.3.

Although a positive surface adsorption does imply that ions are present in enhanced
concentrations at interfaces, it is now well understood that a negative surface adsorption does



CHAPTER 1. INTRODUCTION 6

2.0

18} -
=18F -
“g [ X K4FeCNB6
o 14r 1 + K3FeCNs
3 : @ LaCI3
21.2 s 4 o BacR
£ * MgSO4
S 10} d e N'aCl
@ LiF
E 4 Csl
508 1 ¢ kcios
8 v CsNO3
‘g 0.6} 4 A& Kl
@ I ® K2504
Q
2041 ] m KSCN
K I
O
& 0.2 -

o
o
T
i

L [ ] 4
02 [P PR PR

0.000 0.002 0.004 0.006 0.008 0.010
Bulk concentration (M)

Figure 1.3: Liquid vapor surface tensions as a function of salt concentration from [48]

not necessarily imply the absence of ions from interfaces. The ion density profiles can be such
that there is a subsurface depletion layer below a surface enhanced layer so that the overall
surface adsorption is negative, and such cases are indeed seen in simulations [30]. This is
not to imply that the simulated surface adsorptions are always consistent with experiments.
Bhatt et al. have shown that low concentrations of NaCl and NaBr in simulations have
negative surface adsorptions, whereas higher concentrations of each salt have positive surface
adsorptions. This implies that the surface tensions of these solutions have a maximum as a
function of concentration which, as the authors note, is not seen in experiments [6]. These
studies expose the fact that simulations are still not a completely reliable guide when it
comes to interpreting macroscopic measurements like the surface tension.

A more sophisticated set of experiments have become possible over the past 20 years that
allow one to investigate the structure of the interface more directly using second order spec-
troscopies. Shen and coworkers first pointed out the utility of a second order spectroscopy
as a surface sensitive probe [15]. In these experiments, you measure radiation from the po-
larization response to a pair of incident electric fields of different frequencies. This response
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is described by the equation

P? < x*E, B,. (1.13)

In a medium with inversion symmetry, inverting the electric field will invert the polarization
field. If we call the inverted polarization field P? this means that P? = —P? and

P? = *(—E))(—E») = X*E\ B, = P°. (1.14)

]

Which means that

P? = —P?% (1.15)

so the polarization field must vanish when there is inversion symmetry. For systems with
bulk inversion symmetry like liquid water, measuring the 2nd order response will therefore
isolate a signal from the interface.

One of the most popular second order techniques for probing the air-water interface is
sum frequency generation (SFG) spectroscopy. SFG studies measure the OH stretch of water
molecules in the interfacial region. SFG cannot measure the presence of ions directly, but
the SFG spectrum is very sensitive to the ions in solution. NaF, for example, does not affect
the SFG spectrum at all, whereas Nal produces noticeable changes in the SFG signal [36].
Interpreting these signals is a very difficult problem but the relevant changes are unlikely
to arise from the influence of the ion on it’s immediate neighbors. It is more likely the case
that the ion density polarizes the slightly subsurface layers [42].

Another class of experiments involves a technique called second harmonic generation
(SHG) spectroscopy. This technique can be used to directly study a certain set of anions
that have a charge-transfer-to-solvent transition in the UV. These anions include I- and
SCN- and these produce an SHG signal which is proportional to the surface concentration
[49, 45, 48]. SHG studies have been used to obtain an effective adsorption free energy by
measuring the SHG signal as a function of concentration and fitting to a Langmuir adsorption
isotherm [50, 46]. SHG experiments have presented the most convincing evidence that there
are in fact ions at surfaces, and that their concentrations at the surface exceed their bulk
concentrations.

1.4 Overview

The rest of this thesis is a thorough study of the forces that dictate the behavior of
ions at interfaces. In chapter 2 we study in detail the thermodynamics of ion adsorption
to interfaces. We find that there are certain thermodynamic trends associated with ion
adsorption that are very general and we investigate the mechanisms underlying these trends.
In chapter 3 we take a close look at what makes the forces that drive ions towards and
away from interfaces so specific. In particular, we address the question of how anions are
different from cations as far as their interactions with interfaces are concerned. In chapter 4
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we study how solvent polarizability renormalizes the interactions between ions, particularly
when those ions are near or at an interface. Chapter 5 is a discussion of ongoing work to
improve the utility of dielectric continuum theory for studying systems with interfaces.



Chapter 2

General features of ion solvation at
interfaces

2.1 Models and methods

Solvent models

As we saw in the last chapter, we will require a more detailed model than dielectric
continuum theory to capture the interesting behavior of ions at interfaces. We will consider
in detail two distinct atomistic solvent models. The first of these is the SPC/E water model.
This model was developed in 1987 by Berendsen and coworkers [5]. It caricatures the charge
distribution of a water molecule with positive charges of .4238 on each hydrogen atom and
a negative charge of .8476 on each oxygen atom. It has a lennard-jones potential centered
on the oxygen atom with 1j parameters of ¢ = 3.166A and € = 0.650k7 /mol. This model is
widely used and is particularly popular in studies of ion solvation [38, 24, 41].

The second solvent model we use is known as the Stockmayer solvent. The Stockmayer
potential is merely a Lennard-Jones potential where each LJ particle center has a fixed
permanent dipole. This model allows us to study ion solvation in a slightly simpler context
than the SPC/E water model. Stockmayer parameters can be chosen so that it has a dielectric
constant comparable to liquid water, but it is always distinct from water in that it has perfect
charge inversion symmetry. This means that solvation of anions and cations is necessarily
identical, both in bulk and near interfaces. Stockmayer liquids are also distinct from water in
that they do not have hydrogen bonding. The interaction of ions with the hydrogen bonding
network has important consequences for both bulk and interfacial solvation (see chapter 3),
but these details are absent in Stockmayer which allows us to study features of ion adsorption
in a much simpler context.
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Sampling schemes

Studying the statistical mechanics of these models requires us to sample configurations
from a Boltzmann distribution. The approach we use is a straightforward Metropolis Monte
Carlo scheme. This objective of this scheme is to carry out a Markovian walk on the con-
figuration space r such that the stationary probability distribution P(r) = exp[—pU(r)] is
preserved. In order to preserve this probability distribution it must be the case that the
fluxes into and out of state r are the same. The simplest way to guarantee this is to enforce
a detailed balance criteria where the flux from state r to r’ is the same as the flux from state
" to r. These fluxes, which I will call k(r — 7’), are a simple product of the probability that
the system is in the original state times the probability that the system makes a transition
to 1/, given that it started in r. This transition probability is composed of two parts, the
probability of proposing the move w(r — r’), and the probability of accepting the move
a(r — r’). The detailed balance criteria is then:

P(ryw(r = Ma(r = r") = P(rw( — r)alr’ = r). (2.1)

If the proposal probabilities are symmetric in 7 and 7’ so that w(r’ — r) = w(r — r’), the
above equation simplifies to:

a(r—r')  P(r)

= 2.2
alr' = r)  P(r) (22)

This condition can be satisfied in many ways but one popular choice is:
a(r = ') = min[l,exp[—B(U(r) — U(r"))]. (2.3)

For the simple molecular systems we study we only propose single particle moves that update
the configuration and position of a single, randomly chosen molecule at a time. For a detailed
discussion of monte carlo algorithms see [17, 1].

All the simulations described in this chapter consist of a single ion embedded in a liquid
slab at coexistence with its vapor. Electroneutrality is maintained by having a uniform
background charge density. To satisfy periodic boundary conditions, the slab must have
two liquid vapor interfaces, which by symmetry interact with the ion in identical ways. We
will calculate various quantities that are a function of the distance between the ion and
the liquid vapor interface. We do this by imposing constraints on the ion that require it
to be in a certain height window, where the height is referenced to the center of mass of
the slab. These constraints take the form of a hard wall where we reject any moves that
take the ion outside of some lower bound z,,;, or upper bound z,,,,. Certain calculations in
this chapter will involve making this window very narrow (~ 0.05A4), and collecting data on
the ensemble where the ion is at a specific height. In the other set of calculations we will
allow the ion to diffuse in a set of larger overlapping height windows. We then combine the
data from these windows using the MBAR equations to compute the ion density profile as a
function of height. The MBAR equations are a statistically optimal way of estimating the
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free energy differences between ensembles with different bias potentials, and for constructing
the probability distribution for the unbiased ensemble. We will here present a brief discussion
of the MBAR procedure which is based on the excellent and very complete discussion in [61],
for the original derivation of these equations see [55]. Say we are interested in the statistics
of some variable z and we sample this variable in K ensembles with different bias potentials
Vi(2). The results of this sampling are a collection of discrete values of z. The nth value of
z obtained in the jth ensemble is z, ;. We adopt the following model for the full probability
distribution of z:

K Ny

=7 ZZP"J — Znj)- (2.4)

7j=1 n=1

This probability distribution depends on the weights, p, ;, and these weights are determined
from the following equation:

Pnj _ 1
Z S Niexp[BAF — BVi(zn,)]

The free energy differences between the different ensembles AFj, are determined self consis-
tently from the K equations,

(2.5)

N exp[—[Vi(zn,;) _ 2.6
e ;;leNleXp[ﬁAFl BVi(zn,5)] Y

Once we solve these equations we can reconstruct the full probability distribution using
equation 2.4. For our specific case the coordinate z will be the height of the ion and the bias
potentials Vi (z) will be hard wall potentials, which are infinity outside of some limits and
zero everywhere else.

The simulations of SPC/E water all consisted of 252 solvent molecules in a box of 20Ax
20Ax40A and were conducted at 300 K. Electrostatic energies were computed by the Ewald
method using a convergence parameter o = 0.0784A and 10 wave vectors in the x and y
dimensions along with 20 wave vectors in the z direction.

Stockmayer simulations consisted of 240 solvent particles in a box with dimensions
6.70x6.70x13.40. The Lennard-Jones parameter ¢ defines the length scale and the LJ pa-
rameter € defines the energy scale. In terms of these units the natural unit of a dipole is
W = v/4Ame,o3¢. The Stockmayer system we simulate has a dipole of p = 1.5u* and all
simulations are conducted at a temperature of T' = 0.7¢/kg.

2.2 Competing forces in ion hydration

For simple ions it is natural to think of ion solvation thermodynamics in terms of two
distinct steps. The first of these is cavity formation and the second of these is charging.
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We can arrive at this decomposition from the exact statistical mechanical expression for
solvation free energy as we will now show. Consider a system consisting of a single charged
solute at position z, interacting with N solvent molecules. It has a potential energy that
takes the form:

U(r™) = Uss (™) + UM () + g (r™), (2.7)
where U,, describes the interaction between solvent molecules Ui”sdw is the non electrostatic
component of the solute-solvent interaction, and ¢ is the electrostatic potential at z due to
solvent molecules at positions V. We can write down the canonical partition function given

this potential energy:

Z(z) x /drN exp[—BUs(r™) — BULWY (rV) — Bao(r?; 2)]. (2.8)

If we insert a delta function and manipulate further we obtain a formula that highlights the
role of the distribution of the potential inside a cavity,

x / ag / drV8(§ — G 2)) expl—BU(rY) — BUZ™ (¥, 2) — Bgd]  (2.9)

Z(2) oc/ddexp[—ﬁqqﬁ’)}/drN(S@'—¢(7’N;z))exp[—ﬁUss(r ) — BUW (rN: )] (2.10)

Z(2) /d¢’exp[—6q¢'(rN)]Po(¢’;z)Zuc(z), (2.11)

where P,(¢') is the distribution of the electrostatic potential inside an uncharged solute and
Zye s the partition function for the uncharged solute-solvent system. To make this more
physically transparent, consider the ratio Z,./Z,, where Z, is the partition function of the
solvent:

Znue(2) _ [ drY exp[—BUss (1Y) — BULW (rN: )]
Zy [ drN exp[—pUss(rN)]

This equation is known as the potential distribution theorem. We have not been specific
about the form of U but if it is a hard core repulsion then this last equation measures the
probability that there are no solvent molecules inside of a solute sized cavity at z (Pee,(N =
0;2)). Rewriting eq. 6 we find:

= (exp[-BUL™ (r"; 2)]) (2.12)

2(2) / 46/ Po(¢'; 2) expl— B ()] Pran (N = 0:2)Z, (2.13)
F(z) = —kgTn[Z(z)] (2.14)

F(z) = —kgT {ln[Pc,w(N =0;2)] + ln/d¢’Po(gb’; z)exp[—Bqd’ | +InZ,| (2.15)
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The first two terms in eq. 2.15 are the two physically distinct parts of the excess chemical
potential. The first is the cavity formation free energy (F., ), and the second is the free energy
associated with endowing the cavity with a charge (F.s). To be explicit these quantities are

Fcav — _kBT ln[Pcav(N - 07 Z)] (2].6)

and
Fuo = —kyTn / 46 Po(; 2) expl— o] (2.17)

The details of the cavity formation free energy are fairly well understood because these
details underlie the hydrophobic effect. This behavior depends on the cavity size R in
important ways and successful theories of the hydrophobic effect describe this length scale
dependence very accurately [9, 37, 47]. For small cavity sizes, the probability that you will
find N molecules inside the cavity, P..,(/V) is Gaussian to a very good approximation (see
ref. [23] and fig 2.1), and all we need to know to determine P.,,(/N = 0) is the variance and
the mean of this distribution. The mean is clearly given by

(N) = piv (2.18)

where p; is the bulk liquid phase density and v is the volume of the cavity. The variance is
determined from the radial distribution function as:

(@8 =po+ [ [ gilaren -1 (2.19)

In a straightforward manipulation of eq. 2.16 we can then show that

kgT 9 kgT(N)?

Fcav = T 111[27T<(5N) >] + W (220)

This equation provides a very accurate prediction of solvation free energies of ideal so-
lutes with excluding volume radii up to 4 A [23]. The failure of this equation is a sign that
something collective is happening. Gaussian behavior of a fluctuating variable is a sign that
that variable is statistically the sum of many independent events. When cavity sizes are
large enough, it is much easier to evacuate the cavity by locally inducing a phase transition
and forming a liquid-vapor interface than it is to add up all those independent events. When
a liquid vapor interface forms the solvation free energy is substantially lower than predicted
by eq. 2.20. In liquid water at ambient conditions this crossover happens somewhere around
1 nm. Above this length scale F,,, scales with the surface area of the cavity, where the pro-
portionality constant is roughly the liquid-vapor surface tension. However, there is another
thermodynamic signature of this crossover, which is that for short length scales the F,,,
has a negative entropic component whereas for larger length scales this component is posi-
tive. That is, it is entropically costly to exclude small volumes, but entropically favorable to
exclude large volumes. These two features are illustrated in fig. 2.2 adopted from ref. [10].
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Figure 2.1: P.,,(N) in bulk for various different cavity sizes (indicated in nanometers by the
number next to the curve) taken from ref. [23]|, These are remarkably gaussian all the way
down to N = 0.

Regardless of the length scale, the cavity formation free energy is always a force that
would tend to drive solutes towards the vapor phase. We are mostly interested in ions that
have cavity sizes in the small hydrophobe regime, which means that cavity formation has
a negative entropic component, and this entropic cost ought to be alleviated when the ion
moves to the interface. Fig. 2.3 shows explicitly cavity formation free energy as the ion
moves across the surface, along with its energetic and entropic components. The energetic
component is clearly decreasing as the solute approaches the interface and the entropic
component is clearly increasing.

The second part of the solvation free energy is the charging free energy F,.,. As we can
see from equation 3.1 this quantity can be expressed in terms of the distribution of the
potential inside the uncharged cavity. Empirically it is found that we can approximate this
distribution as a gaussian with reasonable accuracy [24, 38|. Fig. 2.4 shows this probability
distribution for a cavity with an excluded volume radius of 3.3 A in bulk, along with the
gaussian approximation to this distribution.

If we adopt the Gaussian approximation the charging free energy follows from a simple
formula:

Fuu(2,0) = al6)(2) — 5B04(06)°)(2) = Foauen(2. ), (221)
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Figure 2.2: The hydrophobic crossover as illustrated in ref. [10]. At small length scales the
solvation free energy scales with volume and goes up as you raise the temperature, indicating
a negative entropy of solvation

where (¢) and ((d¢)?) are the mean and variance of the electrostatic potential in an uncharged
cavity. These quantities can of course be measured in a simulation, but they can also be
estimated from dielectric continuum theory (see chapter 5). Figure 2.5 shows the charging
free energy along with the gaussian approximation for the same 3.3 A cavity studied in
fig. 2.3, while the ion is in bulk. I have not decomposed this into energetic and entropic
components but this decomposition has been studied and the entropy is quite small compared
to the energy [38].

The energy scales associated with this charging free energy are clearly not concomitant
with the energy scales associated with the cavity formation. Even at a relatively modest
charge of 0.5 the charging free energy is nearly 100 kj/mol, all of which must be lost if the
ion is removed from solution. It’s difficult to imagine these two forces competing with one
another in a way that ultimately stabilizes the ion at the interface.



CHAPTER 2. GENERAL FEATURES OF ION SOLVATION AT INTERFACES 16

210 | |

kj/mol

215 | |

220 | i

-10 -8 -6 -4 -2 0 2 4
solute height A

Figure 2.3: The change in the cavity formation free energy AF,,, as a solute with an ex-
cluding volume radius of 3.3 A moves across the liquid vapor interface, together with its
energetic and entropic components. The x-axis is distance from the Gibbs dividing surface,
with negative values corresponding to liquid and positive values corresponding to vapor

This discussion of bulk solvation can be used to calibrate our expectations of what might
happen when a charged solute migrates to the interface. The dominant energetic effect is
likely to be associated with the charging free energy. The image charge picture described in
chapter 1 ought to describe how the charging free energy changes as the ion approaches and
crosses the surface, at least qualitatively. There may be a weak entropic effect associated
with orientational restrictions imposed by the ion, but the main entropic effect is likely to
be associated with the cavity formation term, which should be positive as the ion breaches
the interface. In this picture the most likely scenario seems to be an entropy maximum
but a much larger energy maximum when the ion is at the surface. While unlikely, its at
least conceivable that for certain ion parameters the entropy maximum exceeds the energy
maximum and there is a net driving force for moving the ion to the interface.

2.3 Generic features of surface adsorbing solutes

The above discussion highlights the fact that the energetic and entropic components of
driving forces on ions near interfaces might shed some light on the adsorption mechanism.
Studies of this nature on simple ions were surprisingly rare until very recently. In 2011,
Caleman et al. studied the solvation thermodynamics for various ion parameters in small
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Figure 2.5: Charging free energy for a 3.3 A cavity in bulk liquid, along with the gaussian
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CHAPTER 2. GENERAL FEATURES OF ION SOLVATION AT INTERFACES 18

droplets of liquid water [7]. They studied a variety of (mostly surface adsorbed) halide
anions, and (all surface repelled) alkali metal cations. For every surface adsorbed anion
they studied they found energetic and entropic minima for the ion at the surface. The
authors computed a small collection of structural and orientational order parameters, but
find nothing that is correlated to the relevant differences between the different ions, nor
anything that explains what is missing from the solvation picture described in the last
chapter. In a similar study a few years prior, Iuchi et al. studied the hydrated excess proton
in water using empirical valence bond model simulations and found that it has a weak
attraction to the interface, which is composed of an energetic and an entropic minimum
[28]. Most importantly, experiments on the thiocyanate anion using SHG spectroscopy have
confirmed that this ion adsorbs to the water vapor interface with both a negative entropy
and a negative energy [46].

One of the surprising features of the Caleman work is that the entropy and energy
minimum seem to be present for all of the surface adsorbing solutes they study which suggests
that the underlying physics is not too ion specific. This implies that we can learn important
things about this problem from studying a few ion parameters in great detail, rather than
trying to study all of the physically relevant ion parameters. This also prompts the question,
just how general is the behavior described?

The prototypical surface enhanced halide is the iodide anion. However, in non polar-
izable force fields, fully charged iodide is typically only weakly surface enhanced. Adding
polarizability to the model is well known to facilitate the adsorption of ions to the surface
[14, 35]. Polarizability is not, however, a necessary feature for ion adsorption and since we
wish to study ion adsorption in the simplest context we exclude polarizability. One approach
that has been used in simulations to study surface enhanced ions is making small changes
to the charge of the ion. An iodide anion with the charge reduced to .8 e has a density at
the surface which is nearly 100 times its density in bulk [41]. This small reduction of charge
does not change the fact that it is a strongly solvated ion, it just allows us to tip the balance
towards surface enhanced so that we can study the relevant driving forces more clearly. For
this reason we study an iodide model with the charge reduced to .8 or .75 e.

Figure 2.6 shows the density profiles for I7%® and 177, along with the free energy
decomposition corresponding to these curves. The energetic and entropic minima observed by
Caleman et al. are clearly present even without polarizability. This model is slightly simpler
than the model studied by Caleman, but it still has all of the subtleties and complexities
associated with hydrogen bonding. To remove these details we’ve also studied the Stockmayer
solvent referred to above. As shown in fig. 2.7, the gross behavior is exactly the same as
in the water models, which suggests that the discussion in section 1 is missing something
fundamental about fluid interfaces, and not just solvent-specific details.
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Figure 2.6: Ion density profiles and corresponding free energies, average energies and en-
tropies for two versions of fractionally charged Iodide. The x-axis on this plot corresponds
to distance from the Gibbs dividing surface, with negative values corresponding to the liquid
phase and positive values corresponding to the vapor phase. Figure a shows how the 798
density changes as the ion crosses the interface. The free energy change for this process,
along with its energetic and entropic components, are shown in figure b. Figures ¢ and d
show the same quantities for I7%75. The energy and entropy minima observed in these plots
are fairly generic features of surface adsorption.
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Figure 2.7: Free energy profiles for moving an ion across the interface for two ions in the
Stockmayer solvent, along with their energetic and entropic components. The ion shown in
figure a has a reduced charge of ¢* = 4.5 and a Lennard-Jones diameter of 1.250, whereas
the ion show in figure b has a reduced charge of ¢* = 7.0 and Lennard-Jones diameter of
1.50.
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2.4 A very simple energetic decomposition

In this section we describe how to spatially parse the relevant contributions to the average
energy, and then describe an extremely simple approximation that recapitulates the relevant
trends. We are ultimately interested in how the average energy depends on ion position,
which means we can neglect contributions from the average kinetic energy, which depends
only on the number of degrees of freedom. The potential energy functions for the models we
study are pairwise decomposable, which means we can cleanly isolate contributions due to
the ion-solvent interactions and contributions due to solvent-solvent interactions. The total
potential energy is then the sum of these two terms. For an ion at position z, its interaction
with solvent molecule ¢ depends on its position r; and orientation €2;, and we denote this
by ws(r4, 2,€2;). Likewise, the interaction between two solvent molecules depends on the
positions and orientations of both molecules and we denote this by wss(r;, €2, 75, 82;). The
interaction between the ion and all N solvent molecules is a straight forward sum

N N
Uis(z) = ZUiS(TuZ,Qz‘) = /eré(r —ri)uis(14, 2, ). (2.22)
i=1 i=1

If we then take the average of this equation we find

(Uis(2)) = Z Ui (73, 2, Q) = / dr{) o(r —ri)uis(ri, 2, Q). (2.23)

i=1
The quantity in brackets is the average solvent density at position r times the average
interaction between a solvent molecule at r and an ion at position z (u;(r, z)). We can then
rewrite this equation as:

W) = [ drpur)an 2 (2.24)

A similar operation applies to the solvent-solvent interaction. We can write its average as

N N
1 1
(Uas(2)) = 5 D g (ri, iy, Q) = 5 /er(cS(r — 1) ) us(ri, Qi Q). (2.25)
i#j i=1 j#i

Denoting the average interaction between a solvent molecule at position r and every other
solvent molecule as u4(r, z) we have the following compact formula:

<U55(Z)> = _/drps(r)fass(r; Z) (226)

Equations 2.24 and 2.26 provide connections between spatially resolved quantities and the
overall average energy as a function of ion position, and this spatial resolution can provide
us with structural insight into the observed energetic trends.
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Figure 2.8: An illustration of the reference system used to spatially resolved contributions to
the average energy and entropy. x is the perpendicular distance between a particular water
molecule and the ion, and A is the vertical distance between that water molecule and the
interface. In this illustration the ion position z is at the interface/

The systems studied here all have rotational symmetry about the axis connecting the ion
to the interface, which means that quantities like (7, z) (for a given ion height) only depend
on the perpendicular distance from the ion and the vertical distance from the interface, we
denote this dependence by ugss(x, h, z) (see figure 2.8). Figure 2.9 shows the quantities
Uss(x, h, z) and u;s(x, h, 2) as a function of these two coordinates, for an ion in bulk, and an
ion at the interface.

These energy maps highlight the fact that there are 3 important length scales in this
problem. The first of these is the size of the ion, in this case its approximately 4 A, and
we know that for realistic ions this will vary by ~ 1.5 A in either direction. The second
of these is the length scale of interaction between the ion and neighboring water molecules.
This length scale appears to be about 3 A. Again we expect this to vary slightly depending
on ion parameters like charge, size and polarizability. The third length scale is the depth
of the interfacial region. As a rough estimate this length scale is approximately 3 or 4 A.
None of these length scales dwarfs any of the others for this specific case, which is a sign of
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Figure 2.9: The spatially resolved contributions to the average potential energy described
above. Plots A and B show ugs(z, h, z), the average solvent-solvent interaction strength,
where plots C and D show w;s(x, h, z), the average solvent-ion interaction strength for an
[=% anion in bulk (A and C) and at the Gibbs dividing surface (B and D). The x-axis is
the perpendicular distance from the ion, x, and the y-axis is the distance to the interface, h.
Whereas 2z simply denotes the distance between the fixed ion and the interface. The negative
x-axis on these plot is merely a visual aid, in truth, the x-axis is a strictly positive quantity.
It is defined as z = \/ (2, — x;)? + (yr — y;)? where z, and y, are the z and y coordinates of
position 7 and z; and y; are the same coordinates of the ion. The white regions in these plots
correspond to very low or no solvent density, either in the vapor phase or overlapping with
the ion. It is important to note, however, that the effective diameter of this ion is actually
the radius of the big white circles, and that these plots therefore make the ion appear twice
as big as it is.
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Figure 2.10: The spatially resolved contributions to the average potential energy, for an ion
in a Stockmayer solvent. These quantities are the analogues of the quantities show in figure
2.9 for an ion in water. The ion considered here has a reduced charge of 4.5 and a diameter
of 1.25 o.

the fact that several forces are competing with one another. Consider what would happen
if one of these length scales were significantly larger than the other two. If, for example, the
length scale of interaction between ions and water molecules were 10 A, we would expect
the dominant effect to be associated with how many water molecules the ion was interacting
with as it crossed the interface, and that number might be a relatively simple, monotonically
decreasing function of ion height. However, no such separation of length scales exists, which
prevents us from making that sort of simplification.

Analogues of u;s and ugs for an ion in the Stockmayer solvent are show in figure 2.10.
There are indeed some noticeable differences between the features in these figures and features
in fig. 2.9. For example, the interactions of solvent molecules with the ion look slightly less
localized. And the decrease in solvent-solvent interactions for a solvent molecule neighboring
the ion does not look quite as severe as it does for water. Furthermore, the solvent-ion
interactions become noticeably slightly stronger when the ion is at the interface. However,
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none of these features qualitatively change the picture described.

The ion described by figure 2.9 is a surface enhanced ion with an energy minimum at the
surface of 20 kj/mol, however by making small adjustments to the size and charge of the
ion we could easily make this energy minimum change sign. However, its hard to imagine
the features in figure 2.9 making any dramatic changes (we certainly don’t expect either i
or @;s to change sign), and this intuition is in fact correct. To get a better sense for how
the balance between surface enhanced and surface repelled is tipped, we will compare this
surface enhanced ion with a surface repelled one. The quantity we will compare arises from
a combination of 2.24 and 2.26. Combining these two equations we find

(U(2)) = / drps(r,z)[ﬂis(r,z)—1—%@58(7”,2)] _ / drpa(r, 2)E(), (2.27)

where this last equation defines £. In terms of the variables x and h, this integral becomes

(U(z)) = /000 mady /_00 dhps(z, h, 2)E(z, h, 2). (2.28)

The quantity ps(x, h, z)E(x, h, z), while not quite as simple as either u;s or s, has a very
straightforward interpretation. It is the quantity that you integrate over to determine the
total average energy. Figures 2.11 and 2.12 show these quantities for both the surface
enhanced I7® and the surface repelled Cl1™. For each ion we look at 3 different values of z
as the ion approaches the interface, and beside each energy-density map is shown the plot
of total average energy as a function of ion height, along with a green line indicating which
height you are looking at on the left, so you can see exactly what that map integrates to.
The I=® and C1™, have very similar qualitative features from this perspective. Each ion has
deeps wells around it, indicating that water molecules immediately coordinating the ion are
in an energetically favorable state. The Cl™ has slightly deeper minima around it both in
bulk and at the interface and it is slightly smaller but there are no qualitative differences.
The other pronounced feature of these maps is the interface. The energy density rises at the
interface, indicating that water molecules near the interface are in an energetically favorable
state. In either case, when the ion is placed at the interface it is occupying volume in a high
energy region which effectively lowers the overall energy, but it also loses some of the deep
purple well around it, which raises the energy. The I7® occupies a little more space in the
interfacial region and doesn’t lose as much when it sacrifices its solvation shell. The balance
of these two forces ultimately determines whether or not the energy is minimized by putting
it at the interface. This balance is tipped one way for the I=® and another way for the C1™.

There is one surprisingly simple feature of the energy maps in 2.9. Certain features are
independent of whether the ion is at the surface or in bulk. Plots C and D, for example,
look nearly identical when referenced with respect to the ion, except for those regions with
extremely low solvent density. There are in fact subtle differences between these plots, which
are important when discussing aspects of charge asymmetry (see chapter 3), but for now we
will ignore those differences. Plots A and B likewise, seem to have surprisingly predictable
behavior when the ion moves to the interface. Furthermore, the dominant features in these
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Figure 2.11: Plots of pg(x, h, 2)E(x, h, z), for three different values of ion height z (-8, -4
and -1 A) as the I® ion approaches the interface. The plots on the right show how the
total energy changes as the ion moves, and the plots on the left must integrate to the value
indicated on the right, which gives a sense for how the competing forces balance one another.
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Figure 2.12: Same as above except for the CI™ ion. We see some of the same competing
forces as above, but in this case the balance is tipped in such a way that the chloride avoids

the surface
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maps have a relatively spatially local character. Motivated by these observations we will
define what is called the local approximation. In the simplest version of this approximation,
space is partitioned into three regions. The coordination region consists of all the water
molecules with a certain cutoff distance l.,.q from the center of the ion. The surface region
consists of all water molecules within a certain distance of the Gibbs dividing surface ls,;f.
Molecules in the overlap between these two regions are assigned to the coordination region
and all others are assigned to the bulk region. To arrive at the local approximation we
partition the eq. 2.27 according to these three regions as

W@ = [ e+

surf

drps(r, z)E(r)—I—/ drps(r,z)E(r). (2.29)

bulk

If we multiply and divide by the average number of particles in each region we arrive at:

fcoord drps(r7 Z)(SK?“) fsurf dT’pS(T’, Z)g(?”) ﬁ)ulk d?"ps (7', Z)5<7") .

(U(2)) = Neoord(?)

+nsurf(z) +nbulk(z)

nbulk(z)
(2.30)

This has the structure of an average energy per molecule in a given region, times the number
of water molecules in that region. This average energy per molecule in region i is defined as:

£ = LB

ncoord<z) nSUTf(Z)

(2.31)

Equation 2.30 now simplifies to:

<U(Z)> = ncoord(z)gcoord(z> + nsurf(z)gsurf(z> + nbulk(z)gbulk(z)- (232>

This equation is an exact decomposition of the energy. The local approximation consists of
assuming that we can replace &;(z) with its value in bulk &;, which we will denote by just
suppressing the z dependence. This gives us:

Uloc(z) = ncoord<z)€_coord + nsurf(z)gsurf + nbulk(z)g_bulk- (233)

We will be using this equation a lot so its worth discussing the approximate nature in
detail. This equation is really an approximation in two distinct but related senses. The first
of these is the assumption that we can define relatively short cutoff distances, either from
the ion, or from the interface, beyond which a water molecules interactions are nearly the
interactions of a water molecule in bulk. This approximation seems like a safe one based on
the energy maps, however the scheme for partitioning water molecules into different regions
introduces a different layer of approximation. Recall that if a water molecule is in the
overlap between the surface and the coordination regions, we assign it to the coordination
region. When the sphere defining the coordination region starts to penetrate the plane
defining the surface region, it overlaps with low energy regions more than high energy regions.
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This means that even if the ion itself did not effect any of the interactions outside of its
cutoff lepora, the assumption that E.,f(2) = Eeurp would still be invalid because these two
quantities would involve averages over different geometries. Furthermore, the assumption
that gcoord(z) = E.oord, Will clearly breakdown when the coordination region is at the surface
and is composed of water molecules that are both coordinating the ion and at the surface.
The criteria for success of the local approximation clearly involves some subtleties (for more
on this see chapter 3, and for an extension of these ideas that consider more than 3 regions
see [59]). However it ought to capture some of the coarse features of adsorption energetics
discussed above, for example, the way the ion at the surface excludes volume in a high energy
region.

The local approximation emphasizes the fact that the most important structural changes
induced by an ion are in its first solvation shell. This locality is slightly at odds with the
long held notion that certain ions are structure makers and certain are structure breakers
which holds that ions in water have a long range effect that either strengthens (structure
makers) or weakens (structure breakers) the hydrogen bond network. There is mounting
experimental evidence that there is no such long range effect, even at high concentrations
and that this distinction may not be appropriate. One such study concerns the orientational
dynamics of water molecules in solution with several different ions at concentrations up to
6M. Water molecules that are hydrogen bonded to an anion have a different O-H stretching
frequency than water molecules that are hydrogen bonded to another water molecule. Pump-
probe spectroscopy can then be used to study the orientational decorrelation of these distinct
populations separately. The water molecules hydrogen bonded to the anion do have a slower
orientational correlation time, but they have no effect on the orientational dynamics of the
bulk water, even at higher concentrations [43, 65, 56].

For the case of the I7%® we can choose parameters for which the local approximation is
remarkably successful (see fig. 2.13). The cutoff for the coordination region used was 4.2 A
away from the ion, and the cutoff for the surface region was 3.8 A below the Gibss dividing
surface.

2.5 Possible origins of entropic costs

The last section introduces a new perspective on how solvation energies change as a solute
crosses an interface. Such a straightforward decomposition is not possible for the solvation
entropies and we are therefore faced with a slightly more challenging problem. We have
attempted to quantify two different contributions to the solvation entropy to see how they
vary with ion position. The first of these is a measure of orientational entropy. lon solvation
entropies in bulk are known to have some subtleties [38] which are usually associated with
the orientational freedom of surrounding water molecules. How these effects play out near
an interface is not very well studied. We find that a rough measure of orientational entropy
predicts a very weak entropic effect which has the wrong sign for moving the ion to the
interface. The second effect we study involves the entropy associated with fluctuations of
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Figure 2.13: The local approximation to the average energy described in the text along
with the true average energy. The local approximation agrees very well, predicting both the
position and depth of the minimum with near quantitative accuracy.

the interface and this effect is shown to be a very large one, which furthermore predicts the
correct sign for the entropy change as the in moves to the surface.

The orientational entropy described above is computed as follows. For a solvent molecule
at position r we compute the probability distribution p(cos(6),r) where 6 is the angle that
the molecule’s dipole forms with the z-axis. We then compute the Gibbs entropy associated
with this probability distribution as:

s(r) = —kgp /dcos(é’)p(cos(@),r) Inp(cos(0),r). (2.34)

This is roughly an entropy per particle. To estimate the total entropy we multiply by density
and integrate over space:

Slocal = /drs(r)ps(r). (2.35)

Figure 2.14 shows s(r) for the I"® ion in bulk and at the interface. In either case we find
that water molecules in the neighborhood of the ion are subject to orientational restrictions,
as are water molecules at the interface. The natural expectation is that bringing to the ion
to the interface releases some of these constraints and therefore the entropy goes up. By
integrating over these maps that is indeed what we find, but the magnitude is a surprisingly
small 0.8 kg.
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Figure 2.14: The spatially resolved orientational entropy per particle described in the text
for two positions of the I=® ion. The associated total entropy is higher when the ion is at
the interface (b).

One feature of this analysis is that it supposes that all the water molecules are statistically
independent and it will therefore not register any collective fluctuations. The failure of this
analysis then suggests that perhaps the substantial entropy changes we see come from the
ions influence on some collective modes. Liquid-vapor interfaces are known to have a set of
very soft collective modes known as capillary waves. Inspired by this theory we will attempt
to estimate the entropy contained in fluctuations of the liquid vapor interface.

Conventional definitions of an interface, such as the Gibbs dividing surface are statistical
definitions in the sense that they require us to average over many configurations. In this work
we need a definition that can assign an interface to a single configuration so that we can keep
track of how it fluctuates. Such a definition was developed by Willard and Chandler [63]. In
this prescription we use a coarse-grained density field that places a gaussian mass density on
each oxygen atom. For each lateral position, we then determine the height of the interface as
the place where this coarse-grained density drops below half of its bulk value. This scheme
produces surface topographies that visually match our sense of where the interface should
be (see figure 2.15).

The scheme described produces a height h(x) at each point on a discrete two dimensional
grid , where we may make the grid as coarse or as fine as we like. We then adopt the
perspective that the heights at each grid point are a set of coupled harmonic oscillators.
That is, we assume the potential energy has the form:

U ([5h(z kBT > o o, )b, (2.36)
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Figure 2.15: The intrinsic interface defined in the text for a single configuration that contains
an ion at the surface.
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The partition function for this model is then given by

Z = / IL,doh(x;) exp[—% > 0h(xi)x (@i, 25)0h(x;)] (2.37)

Tj,Xj

This can be evaluated as a straight forward gaussian integral by diagonalizing x !, and the
result is

Z ~ det(y ")z, (2.38)

You can also show that the inverse of x~! is the correlation matrix:

X(zi, z;) = (6h(z;)dh(x;)). (2.39)

The determinant of a matrix and its inverse are related by

det(x™1) = det(x) . (2.40)

Computing the free energy is then a simple matter of combining equations 2.40 and 2.38:

kgT
F= _BT In|det(x)] (2.41)
Applying the identity S = —g—? we arrive at a simple formula for the entropy:
kg
S = > In[det(x)]. (2.42)

This equation provides us with a way to estimate the entropy contained in fluctuations
of the interface by simply measuring correlated fluctuations. We will henceforth refer to
this procedure as the harmonic analysis. As we will see, the reliability of this analysis is
a somewhat delicate issue. The assumption that fluctuations of the interface are gaussian
is likely to break down when you approach molecular length scales, and furthermore, its
not clear how well the Willard interface procedure is even capturing these fluctuations when
there is a solute at the surface.

It is nonetheless the case that this procedure can capture certain features of the entropy
profile as the ion moves across the interface. Figure 2.16 shows the the true entropy profile
along with the entropy calculated from 2.42. Computing this equation requires us to choose
a coarse graining length for the solvent density field, which in this case is ¢ = 3.14, and a
grid resolution, which determines how closely spaced points on the 2-d lateral grid are. Later
on we will discuss changing the grid resolution, but for now we choose it to be A = 2.5A.
The harmonic analysis does in fact predict an entropy minimum for the ion at the interface,
and it does predict that the entropy starts to rise again as the ion crosses into the vapor
phase. The exact location of the minimum is off by about 2 A, and its magnitude is only
about half of the true entropy minimum. Furthermore, there is a larger spurious entropy
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Figure 2.16: The true entropy profile for I7%%, along with the entropy computed from fluc-
tuations of the liquid vapor interface.

maximum a few Angstroms below the interface. As we will see this ion is a particularly
challenging case for this harmonic analysis and we can find cases where it does better.

The fact that the entropy has a minimum at the surface is a sign that either fluctuations
are attenuated or that they are more highly correlated. We can get a sense for how much
these fluctuations are attenuated in the vicinity of the ion by looking at (dh(z)?) where x
is the perpendicular distance between a point on the surface and the location of the ion.
Figure 2.17 shows these quantities for a water-vapor surface with an I=® ion 7 Angstroms,
and one for a surface with an I=% ion right at the Gibbs dividing surface.

Figure 2.18 compares the true entropy and the entropy computed from the harmonic
analysis for the surface repelled CI™ ion. In this case the true entropy has no minimum at
the interface, and the harmonic analysis appears to predict a very shallow minimum. There
is, however no spurious maximum below the interface and it very accurately predicts the
entropy rise after the ion crosses the interface.

2.6 A detailed discussion of the harmonic analysis

In the last section we demonstrated that we can plausibly draw a connection between
solvation entropies for an ion at the surface and its impact on capillary wave fluctuations.
The analysis we used to draw this conclusion is plagued by a few problems in the sense that
it predicts a large entropy maximum before the ion crosses the surface, and it also requires
us to choose a grid spacing A which is somewhat arbitrary. In this section we will attempt to
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make the connection between surface fluctuations and entropies more concrete by assessing
the strengths and flaws of this algorithm in more detail.

Figure 2.20 compares the estimated entropy changes for several different choices of the
grid spacing for the I=® ion. While the qualitative features of these curves stay the same,
the quantitative features clearly depend strongly on the grid spacing. In particular, both
the entropy maximum and the entropy minimum become more severe as the grid spacing is
lowered. Some dependence on this grid spacing is to be expected. It is clear that a widely
space grid will not resolve the most important fluctuations, which, as we see from figure 2.17
will occur on length scales less than about 7 A. Also a very finely spaced grid will pick up
features that are necessarily artifacts. If the grid spacing is 0.5 A, features at the shortest
length scale are surely not something that we would describe as a collective fluctuation of
the liquid-vapor interface. The natural intermediate choice seems like something about the
size of a water molecule or on the order of 3 A. Figure ?? shows that even if we restrict our
attention to length scales of this order we find serious quantitative differences.

One possible source of error is that the fluctuations of the surface deviate from Gaussian
behavior at the length scales of interest and that we need to account for this in some way.
When the underlying model is not strictly harmonic there is no simple analogue to equation
2.42 that will allow us to estimate the entropy. We will use an approach here that is inspired
by the harmonic approach and should give us some sense of the importance of non gaussian
fluctuations. In a harmonic system the eigenvectors of x(z;,z;), are the normal modes of
X (2, z;). The normal modes are sets of fluctuations that are completely uncoupled from one
another. In a system that is not harmonic, we can still of course compute the eigenvectors of
X (i, z;), but there is no general sense in which these are independent modes. The approach
we use here is to assume that the eigenvectors of x are still roughly independent and then to
compute the statistics of the fluctuations of these modes. If we denote the a eigenvector of
X by £*(z;), then for a given configuration of dh(x;), the projection on to the normal mode
is

N = h(w:)E" (x;). (2.43)
We then compute the probability distribution of this component, P*(n®) by sampling over

many configurations. We can then determine an effective Gibbs entropy associated with each
mode as

S = —kB/ano‘(n) In P%(n). (2.44)

And finally obtain a total entropy by summing over all the modes:
S=> 5 (2.45)

If the probability distributions are all exactly gaussian then these two equations reduce to
equation 2.42. Figure 2.19 shows the entropy profile calculated from equation 2.45, which we
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call the extended harmonic analysis, along with the true entropy profile and the one computed
from equation 2.42 for reference. The extended harmonic analysis hardly improves upon
the standard harmonic analysis at all, suggesting that the fluctuations are approximately
gaussian. Figure 2.19 also shows the probability distributions P°(n°) for the eigenvector
with the largest eigenvalue for several ion heights, and these are approximately gaussian.

These results do not rule out the possibility that there are important non gaussian fluc-
tuations, it just suggests that they are probably hard to account for and capture with the
simple intrinsic interface picture. There is, however another source of error which is slightly
easier to systematically study and that is the finite size of the ion. Constructing the Willard
interface in the simplest way involves placing a gaussian mass density on each oxygen atom.
Ions that exceed the length scale of this Gaussian introduce significant inhomogeneities into
this coarse-grained density field which means that the density may drop below the cutoff
value of 0.5y, inside of the ion. This will create problems for the algorithm that assigns the
interface when the interface is neither unambiguously above or below the ion. To illustrate
this point figure 2.21 shows maps of average solvent density as a function of perpendicular
distance from an I~® ion and vertical distance from the interface as the ion approaches and
crosses the Gibbs dividing surface. Overlain on these maps are two quantities that are com-
puted from the Willard interface. The red lines are the average height of the interface and
the green lines show ((6h(x))?). Notice how the ion crosses a threshold where the average
position of the Willard interface starts to penetrate its interior. When this threshold is
crossed the fluctuations of the interface start to rise. This rise is mostly an artifact of the
fact that there is a void of solvent density right below the interface, and it is also responsible
for the large entropy maximum seen in figure 2.16.

This is a problem which is difficult to correct for the I=% ion. You can adopt schemes for
constructing the coarse grained density field that include solvent density in some way but
these schemes all introduce their own artifacts and don’t fix the problems. However, we can
still address the basic question of whether or not there is a connection between solvation
entropies and restricted interface fluctuations by just using a smaller ion. We will use an
ion with the same Lennard-Jones parameters as a water molecule, this way it will occupy
nearly the same space as a water molecule and interfere with the coarse grained density field
in a minimal way. Ions of this size only adsorb to the surface if they have a charge less than
about 0.6 e and we will therefore study and ion with a charge of -0.5 e. Figure 2.22 shows
the entropy profiles computed for this ion from the harmonic analysis with three different
values of the grid spacing. This ion is generally much less sensitive to the grid spacing than
the larger one, and although there still is an entropy peak a few A below the interface it is
much smaller and it is not the dominant feature.

2.7 Fluctuations near other surfaces

The connection that we attempted to establish in the last section between solvation
thermodynamics and fluctuations in the geometry of the air-water interface is somewhat
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Figure 2.19: In figure a, entropy profiles for moving the I™% ion across the water-vapor
interface along with the harmonic analysis and extended harmonic analysis approximations
to this. Each variant of the harmonic analysis is very similar, indicating that fluctuations
are approximately gaussian. Figure b shows the probability distribution of the projection on
to the eigenvector with the largest eigenvalue, for three different ion heights. By eye these
probability distributions are approximately gaussian.
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Figure 2.20: The entropy profiles calculated from the harmonic analysis for three different
values of the grid spacing.
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Figure 2.21: These figures show average solvent density as a function of perpendicular dis-
tance from an I7® ion and vertical distance from the GDS for various positions of the ion.
The solvent density map here is just the density of oxygen atoms, it is not the coarse-grained
solvent density field used to find the Willard interface. The red lines are the average height of
the interface and the green lines show the mean squared fluctuations of the surface ((dh(z))?).
Note how, when the ion is at z = —5 (figure ¢) the average interface starts to penetrate the
interior of the ion, and this corresponds to an increase in fluctuations.
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Figure 2.22: The entropy profiles calculated from the harmonic analysis for three different
values of the grid spacing for a water molecule sized ion with a charge of -0.5 e, along with
the true entropy profile for this ion. The harmonic analysis is still not be perfect, but for this
ion it is generally much less sensitive to the grid spacing. The lines are labeled according to
the grid spacing used (in A).

imperfect. In this section we present a different and perhaps slightly more compelling set of
evidence for this connection. The question we ask in this section is, if the entropy minimum
associated with placing the ion at the interface is associated with quenching capillary waves,
can we remove this effect by quenching capillary waves altogether. There is no completely
straightforward way to quench capillary waves but we’ve attempted to do this with two
different approaches. The first of these is replacing the air-water interface with a wall that
has some attraction for water molecules, and the second of these is confining the slab of
water between two hard walls such that the overall density matches the bulk density.

One naturally expects that the interface between water and a slightly attractive wall
should be fluctuating less than the interface between water and vapor. Problems like this
are fairly well studied in the context of hydrophobic solvation and one of the surprising
things is that certain measures of fluctuations, like P,(/N) do not change too much when we
add a weak attraction. If, however, the slightly attractive wall has even a weak effect on the
fluctuations of the interface we might expect this to show up in the entropy profile for an
ion like the I=® studied above. We have studied the adsorption thermodynamics of the I=8
near a flat wall, which interacts with water molecules in the following way:
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Ulzo) = dey, [(ZOU%%)H - (ZO ‘7_‘”%)6] , (2.46)

where z, is the position of the wall, €, is the strength of the attraction, o, dictates the
length scale of the attraction and zg is the position of the oxygen atom. We’ve chosen values
of 3.5A4 for the parameter o and 1.95 kj /mol for the parameter €, which means that the
length scale of the interaction is on the order of one water molecule and the strength of
the interaction is just shy of a kg7'. This interaction is strong enough that the interfacial
profile is narrower (indicating that fluctuations are suppressed) but not so strong as to
induce significant layering in the density profile of water. Figure 2.23 shows how the solvent
density depends on the perpendicular distance from the ion and the vertical distance from
the attractive wall for a variety of ion heights. Figure 2.24 shows the same thing except
for an air-water interface. The interface is noticeably narrower close to the attractive wall,
and its average geometry does not change as much in response to the ion, but there is not
significant layering of the solvent density.

Figure 2.25 shows the entropy and free energy profiles for transferring an 1= ion to the
attractive wall described above, as well as the same profiles for transferring the ion to the
free air-water interface for reference. The entropy minimum is indeed shallower near the
sticky wall, even with this very weak attraction. The free energy minima are nearly equal,
but they have very different temperature derivatives as indicated by the entropy and will
therefore be different at higher temperatures.

Figure 2.26 shows the equivalent free energy and entropy profiles for a slab confined
between two hard walls. In this case we see quite a dramatic reduction in the entropy
minimum and a corresponding increase in the free energy minimum.
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Figure 2.23: Solvent density as measured by oxygen atom density, as a function of perpen-
dicular distance from the ion and vertical distance from the interface, for various different
heights of the I7® ion. In this case the interface is the slightly attractive wall described in
the text.
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Figure 2.24: Solvent density as measured by oxygen atom density, as a function of perpen-
dicular distance from the ion and vertical distance from the interface, for various different
heights of the I7® ion. In this case the interface simply the air-water interface.
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Figure 2.25: Free energy and entropy profiles for adsorption of the I ion to the attractive
wall described in the text, along with the same quantities for an air-water interface for com-
parison. The entropy minimum is significantly reduced, even for this very weak attraction.
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Figure 2.26: Free energy and entropy profiles for adsorption of the I=® ion to a hard wall,
along with the same quantities for an air-water interface for comparison. The entropy mini-
mum is significantly reduced and the free energy minimum is noticeably deeper.
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Chapter 3

Charge Asymmetry

3.1 Preliminaries

In the last chapter we described some of the general features of charged solute adsorption
to liquid vapor interfaces. The fact that surface adsorption has both negative energies and
entropies for a variety of ions in both water and the stockmayer fluid is surprising, but
we argued that the physical origins of these trends are both relatively simple and fairly
ubiquitous in liquids. They are in fact so general that even a simple lattice gas model for
solute adsorption can capture them [60]. However, the remarkable feature of the way that
ions interact with air-water interfaces is not really its generality but its specificity. Small
changes to the physical parameters of an ion can modulate significant increases or decreases
of ion density near the surface. Perhaps the most dramatic example of this sensitivity is
the cation-anion asymmetry. It is generally accepted that anions have a stronger surface
preference than cations, and changing the charge of an ion from positive to negative can
indeed increase surface density by a factor of up to 1000. Figure 3.1 illustrates this effect for
an ion with a hard core radius of 3.3 A and ¢ = 0.6e. However this effect is highly dependent
on both the magnitude of the charge and the size of the ion. For certain parameters this
effect even goes in the other direction in that the anion has a weaker surface affinity than
the cation. There is no naive or simple way to predict the effect of inverting the sign of the
charge as suggested in many papers [4, 3].

3.2 Some technical details

In this chapter we will be studying ion solvation thermodynamics across a much broader
range of parameters than in the previous chapter. Rather than studying a few parameters
in detail we will be studying ions with hard core radii ranging from 2.4 A to 3.85 A, and
charges ranging from -1.6 to 1.6 e. We study ions with a hard core repulsion rather than
a Lennard-Jones potential in order to isolate cavity formation and charging free energies in
the simplest way possible. For ions with a Lennard-Jones potential it is often the case that
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Figure 3.1: Density profiles for two ions which are identical apart from the sign of the charge.
The anion has a very strong affinity for the surface while the cation has almost no affinity
for the surface. The ions studied here have hard core radii of 3.3 A and charges of + 0.6 e

an anion and a cation with the same LJ parameters have a different effective radius, and it is
therefore harder to compare a cation and an anion in an unambiguous way. In this chapter
we will focus almost exclusively on the charging free energy because we are mainly interested
in the cation-anion asymmetry. As we saw in the last chapter, we can compute the charging
free energy for any charge given the probability distribution of the electrostatic potential in
an uncharged cavity using the identity

F.{(q) = —kgTIn / d¢'P,(¢'; z) exp[—Bq¢']. (3.1)

This equation is exact but if we want to use it over a very broad charge range then we need
to know the probability distribution P,(¢'; z) very accurately. This requires us to accurately
sample values of the electrostatic potential that have a probability of nearly 1072 in the
unbiased ensemble. See figure 2.4 for an illustration. We use the MBAR method described
in the previous chapter to sample these probability distributions (see equations 2.5 and 2.6).
The form of the bias potentials is simply a linear coupling to the electrostatic potential where

Vi(¢(2)) = ao(2), (3.2)

and ¢(z) is the value of the electrostatic potential at the center of the cavity. This means
that simulations conducted in the biased ensembles are simply simulations where the cavity
carries a charge. We conduct many such simulations and use MBAR to reconstruct the
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unbiased probability distribution. For the different biased ensembles we used values of ¢
between 1.6 and -1.6 e, separated by 0.2 e except for the smallest ion studied, where it was
necessary to use a q spacing of 0.1 e to obtain thorough sampling. In all of the work described
in this chapter we only studied a small collection of ion heights z, typically just one position
in bulk and a few positions near the Gibbs dividing surface.

3.3 Surface potentials and linear response

Discussions about the nature of the force that stabilizes anions at air-water interfaces
usually focus on a quantity called the surface potential. This quantity is defined by the
equation

l
by = A / 2p(2)dz, (33

where p(z) is simply the average charge density, v is a point in the vapor and [ is a point in
the liquid. This equation computes the difference between the average electrostatic potential
in the bulk liquid and the average electrostatic potential in the vapor phase. This quantity
is difficult to measure experimentally but it has been studied thoroughly in simulations [31,
4, 13]. For most atomistic models of water ¢, has a value of about -0.5 V. This amounts to
an energy drop of roughly 50 kj/mol for bringing a negative charge from the bulk liquid to
the vapor. Likewise, it is an energy penalty of the same magnitude to bring a positive charge
into the vapor phase. Figure 3.2 shows the charge density of neat liquid SPC/E water along
with the mean electrostatic potential associated with this charge density.

The large value of the surface potential seems like a compelling argument that there is
a large charge asymmetric force acting on ions as they cross the liquid-vapor interface. It
is perhaps natural to associate this surface potential with an orientational bias on water
molecules at the surface under the assumption that water molecules with no orientational
bias would interact with positive charges and negative charges in the same way. This sort of
reasoning has a key flaw that was exposed by Wilson, Pohorille and Pratt [64]. They pointed
out, following Jackson [29], that there are contributions to the surface potential even when
there is no orientational bias. Their reasoning starts from the observation that you can write
a multipole like expansion of the charge density

p(z) = _diz [Pz(z) - %Qu(z) + } : (3.4)

In this expression P,(z) is the average molecular dipole density, it is computed from the
equation

Py = (0= ) | [ a2 ), (3.5)
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Figure 3.2: In (a), the charge density near a neat liquid vapor surface. This charge density
arises purely from the internal charge distributions of solvent molecules because there are
no solutes present. The potential at a point z is obtained by integrating over this charge
density according to equation 3.3, this is shown in b.
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where N is the number of solvent molecules, , is the center of solvent molecule n and p,, (')
is the charge distribution of molecule n (which in general depends on the orientation of the
molecule). The term in brackets is the dipole of the molecule, and it averages to zero if the
system is isotropic. @,.(z) is called the density of molecular quadrupoles but its definition
is actually slightly different from the standard quadrupole. It is

Q) = & ot =) | [ dr'pat)22)) (36)

To compute the zz component of the standard quadrupole tensor you would integrate over
the charge density times 22 — 7% and not just z2. The standard quadrupole would be zero for
a spherically symmetric charge distribution, but this is not necessarily true of the quantity
defined in equation 3.6. Consider a charge distribution which consists of a delta function

positive charge ¢ at the origin surrounded by a sphere of radius a of uniformly distributed

negative charge with charge density — 4223. The term in brackets in equation 3.6 would be
/dr’p ()% = / dr'qs(r') 2" — / dr'—gq 2? = a0 (3.7)
" sphere sphere 471'&3 25 ’ .

which implies that @), in the liquid has the nonzero value of pl%grz, where p; is the bulk
liquid phase density. If we substitute equation 3.4 into equation 3.3, and integrate by parts,
we can rewrite ¢, as

P / P(2)dz — 47 [Qun(l) — Quu(v)]. (3.8)

The first term in this equation depends on the orientations of molecules at the surface, the
second term in this equation does not. It depends only on the quadrupole density in the
isotropic liquid and the vapor phases. This result is very counterintuitive. It implies that
even molecules with spherical symmetry can have a nontrivial charge distribution at the
surface, and it also implies that charges will feel a potential drop or increase in crossing
this surface. Figure 3.3 illustrates how even a very simple charge distribution can lead
to charge layering at the surface. Models like these were studied extensively by Harder
and Roux and they do indeed have large surface potentials [18]. This leads immediately
to an apparent contradiction. Finite size ions, which are excluded from the interior of the
molecules, will not interact electrostatically with any of the molecules in any way, and they
cannot experience an electrostatic potential change in crossing the surface. The finite size
of the ion breaks translational symmetry in the direction perpendicular direction to the
interface, which means that equations 3.3, 3.4 and 3.8 are no longer strictly valid, but it
still seems like the charge at the center of the cavity should have a long range interaction
with the charge distribution at the interface. The resolution of this contradiction is that the
molecules neighboring the cavity will give rise to charge layering around the cavity itself,
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Figure 3.3: An illustration of the counterintuitive way in which spherically symmetric charge
distributions can give rise to charge layering at the surface. The red circles represent the
positive part of a molecular charge distribution and the blue circles represent the negative
parts of that charge distribution. The transparent red layer at the top is a region in which
there is excess positive charge and the transparent blue layer is a region in which there is
excess negative charge.

and the interaction of the charge at the center of the cavity with these two separate charge
distributions will effectively cancel. Point charges, however, penetrate the molecular interiors
and therefore will have electrostatic interactions with the spherically symmetric molecules.
Because they don’t break translational symmetry, equation 3.3 is exact and it describes the
electrostatics entirely in terms of the charge distribution at the surface, even though the
interaction between the point charge and individual molecules is entirely local.

This discussion highlights the fact that the surface potential contains significant contri-
butions from the interior charge distribution of the solvent molecule, and this contribution
is irrelevant when considering finite size solutes. It is perhaps not so surprising then, that
quantum models (which have a much more detailed internal charge distribution), have very
different surface potentials. Recently reported values are on the order of 3V, which has the
opposite sign of the -0.5V seen in classical simulations [31]. The ambiguities in interpreting
the surface potential can be sidestepped by looking at the mean electrostatic potential in-
side a cavity. This quantity has direct relevance to ion solvation thermodynamics. To see
this, recall that we can determine the charging free energy from equation 3.1 if we know the
distribution of the potential inside a cavity P,(¢;z). And if we assume a gaussian form for
this distribution with mean (¢)(z) and variance ((0¢)?)(z) then the charging free energy is
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Fuo(2,0) = (6)(2) — 36006} (2) = Fyauss(2,0) (39

If we compare a positive and a negative charge of the same magnitude then the second
order terms cancel and we are left with

Fes(2,q) — Fes(2, —q) = 2q{()(2). (3.10)

The assumption that P,(¢) is gaussian is one of the assumptions underlying dielectric
continuum theory (for a thorough discussion of the connection between gaussian fluctuations
and DCT see chapter 5), so in a dielectric continuum the above equation would be exact.
The quantity Fes(z,q) — Fes(z, —q) is something we’ll be using a lot so we’ll give it a nice
compact definition:

FAq(Z7Q) = Fes<zaq) _Fes(za_Q)' (311)

In light of the discussion of surface potentials above, a natural question is what structural
features of the solvent are responsible for the value of (¢)(z). If it’s mainly determined by
something long range, like an orientational bias of water molecules at the interface, then you
might expect charge asymmetric behavior to be relatively uniform for a broad class of ion
parameters because this orientational bias will be fairly independent of things like ion size,
charge and polarizability. On the other hand, if the value of (¢)(z) has more to do with the
local arrangement of water molecules around the cavity, then it may be very sensitive to the
physical parameters of the ion. To address this issue we can spatially resolve contributions
to (¢)(z) by measuring the average interaction between a water molecule and a positive test
charge at the center of an uncharged cavity. The coordinate system used is almost identical
to the coordinate system shown in figure 2.8, except in this case the variable h is the vertical
distance between the water molecule and the ion, not the interface. We will refer to the
average interaction between a water molecule and the positive test charge at height z as
Uis(x, h, z). The average electrostatic potential at the center of the cavity can be obtained
as an integral over this quantity from the equation

(p(2)) —/0 rrdz /_L dhps(x, h, 2)0;s(x, h, 2). (3.12)

In figure 3.4 we look at ps(x,h, 2)v;s(x, h, z)me for a cavity in bulk and a cavity at the
interface. For the cavity in bulk, we see large negative contributions to the potential from
the solvation shell of the cavity, and positive contributions from the interfacial regions.
This implies that the orientations of molecules at the interface are such that they interact
favorably with an anion, which is the opposite of what you would naively expect based on
the charge distribution in figure 3.2. The total potential in the center of the cavity in bulk
is about 8 kj/(e - mol), implying that the long range contributions are dominant. The fact
that there is a mix of long range and short range features makes it difficult to predict how



CHAPTER 3. CHARGE ASYMMETRY 52

o0& h o

10

&bk Lo
D =N O
pvis(l’,h)mr

(b)

Figure 3.4: ps(z, h, 2)v;s(x, h, z)Te showing spatial contributions to (¢)(z) for a cavity in
bulk (a) and a cavity at the interface (b). Although there are competing long range and
short range features, the dominant change when the cavity moves to the interface comes
from the short range features.

(¢) will change when the cavity is at the surface. As the ion crosses into the vapor phase
the negative contributions from the coordination region should be much smaller, and figure
b confirms this, implying that (¢) should go up. The value of (¢) at the surface integrates to
about 18 kj/(e - mol), and this indicates that the dominant change is from the short range
features.

Figure 3.5 shows how the mean potential at the center of a cavity depends on height
for a large height range and two different cavity sizes. There is some dependence on cavity
size but in either case it is clear that the value of this potential is higher at the surface. To
the extent that the linear response approximation is correct this implies a driving force that
attracts anions to the interface and repels cations. As discussed above, one of the problems
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Figure 3.5: Average electrostatic potential inside a cavity as the cavity approaches the air-
water interface. Results are shown for two cavity sizes, each of which has similar behavior.
The average potential is normalized to zero in bulk.

with interpreting the surface potential is that it is very model dependent due to the internal
charge distribution. Recent work has suggested that the mean potential in a center of a
cavity is much less model dependent and even behaves similarly for quantum and classical
models [4].

Whether or not you trust the gaussian approximation in equation 3.9 depends on what
your criteria are because this equation makes several testable predictions. The simplest of
these predictions is simply the charging free energy itself. Figure ?7a shows the charging free
energy along with the gaussian approximation for an ion in bulk and an ion at the interface.
In neither case can we expect quantitative accuracy from this approximation outside of a
small range. Our previous results suggest differences of a few kj/mol are important and the
errors clearly exceed this both in bulk and at the interface. However, it’s possible that some
of these errors cancel when we compare the bulk to the interface. The difference between the
charging free energy at the surface and the charging free energy in bulk is shown in figure
3.6b. We will refer to this quantity as AF(q):

AF(q) = Fes(2i,q) — Fes(2,9) = ¢ ({(9)(2:) — () (2)) — %5q2 (((00)*)(2:) = ((9)*) (%)) ,
(3.13)
where z; is a position at or near the interface and z;, is a position in bulk. This quantity
does depend on precisely which value of z; you choose but we will suppress this dependence
for simplicity.
Quantitatively the gaussian approximation does slightly better for AF' for charges be-
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Figure 3.6: In figure a, the charging free energy for an ion with a hard core radius of 3.3 A
at the surface (z=0) and in bulk (z=-8), along with the gaussian approximations to these
quantities. In figure b, the difference between the surface charging free energy and bulk
charging free energy shown in figure a.

tween +0.5e, but outside of this region there are serious qualitative errors. The curvature
of AF actually changes sign for higher charges and it becomes much easier to solvate ions
at the interface than predicted by the simple harmonic model. This is an example of a
nonlinearity, we will discuss this more later and argue that it’s related to the ability of the
interface to deform around the ion.

As a final test of the gaussian approximation we can ask how well it predicts charge
asymmetry according to equation 3.10. In figure 7?7 we test how well equation 3.10 predicts
Fa, at the surface and in bulk for the same 3.3 A ion. In neither case is equation 3.10
quantitatively accurate outside of a very small charge range. If we subtract the bulk value
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from the surface value, however, we find that the Gaussian approximation is not too far off
over a reasonable charge range. We we will refer to this quantity as AFa,(¢). To be explicit
it is given by:

AFag(q) = Fag(2i,9) = Faq(2,9) = 24 ((9)(2:) = (9) (%)) - (3.14)

This quantity is extremely important because it dictates the relative densities of anions and
cations at the surface according to the equation

Ponionl ) _ oxp[3A iy (0] (3.15)

Pecation (zz )

Figure 3.8, shows explicitly the density ratios expected from both the true AF,, and the
gaussian approximation. There is a sweet spot around 0.6 e where the anion density at the
surface is about 30 times the cation density. For higher charges this value starts to decay
and finally crosses 1 indicating that the cation density actually exceeds the anion density at
the surface. There are some naive reasons to expect a decay like this. For real electrolyte so-
lutions there are strong interactions between the ions and locally breaking charge neutrality
has a very high energetic cost. However, the calculations described here completely neglect
such interactions and these features are entirely due to nonlinearities in the individual ion
solvation thermodynamics.

It is important to point out that for the ion size described in this section only charges
between about -0.85 and +0.7 e are actually surface enhanced. One could argue that if we
restrict our attention to this region then the behavior in 3.7b is not too poorly described
by the linear response approximation, and that the behavior of ions at an interface that
they would ordinarily avoid is irrelevant. Looking at the expanded parameter space exposes
the fact that there are several effects competing with one another and we therefore cannot
make quantitatively accurate predictions by only accounting for one effect. There are clearly
forces that in some regimes prefer anions at interfaces, while there are other forces that prefer
cations at interfaces, the fact that neither of these is dominant for physical ion parameters
exposes a serious gap in our understanding.

3.4 An expanded set of ion parameters

The results of the last section raise obvious questions about how the charge asymmetric
behavior depends on various parameters like ion size and temperature. If we had found
that the gaussian approximation was fairly good at describing charge asymmetry then we
might reasonably conclude that not much would change when we study different ion sizes or
different ion heights. We would just need to know the average and variance of the electrostatic
potential inside of the cavity. The fact that there are dramatic nonlinearities implies that
some of the features in figures 3.6 and 3.7 may be sensitive to perturbations. In this section
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Figure 3.7: In figure a is shown Fj,(¢) for an ion in bulk and an ion at the interface along
with the gaussian approximation. Figure b shows AFa,(q) for the two ion heights shown
in figure a. This quantity has a non monotonic dependence on ¢ and changes sign around
q=1, indicating a crossover from the anion being favored to the cation being favored at the
interface.
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Figure 3.8: Ratio of anion density at the surface to cation density at the surface along with
the gaussian approximation for this quantity. This is calculated from solvation free energies
of individual ions, and therefore does not include interactions between ions at finite ionic
strength.

we explore this behavior over a broader range of parameters to see what sort of patterns
emerge.

In this section we look at a slightly different quantity than those presented above. Equa-
tion 3.14 both defines AFx, and provides the gaussian approximation. This approximation
suggests the definition

AFpq(q) = 2q¥(q, o), (3.16)

where o is the size of the ion. (g, o) serves as an analogue for the quantity ((¢)(z;) — (¢)(zp)),
and it obeys the important limit

¥(0,0) = ({9)(z) — (9)()) (3.17)

It therefore gives us a convenient and compact measure of the nonlinearity.

Figure 3.9 shows this quantity as a function of ¢ for three different cavity sizes and two
different temperatures. The three cavity sizes are 2.4 A, 3.3 A and 3.85 A. These were
mainly chosen to cover the entire range of interesting parameters rather than to match any
specific physical ions but the smallest is about the size of a sodium ion, the middle one
is about the size of a bromide anion and the largest one is slightly larger than an iodide
anion [14]. The ion heights were the same for all three ions and were chosen to be z; = 0.54
and z, = —9.5A. The low temperature simulations were conducted at 250K which is below
the freezing point of real water but is substantially higher than the freezing point of SPC/E
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Figure 3.9: The quantity ¥(q, o) described in the text for ions with hard core radii of 2.4,
3.3 and 3.85 A, and at two different temperatures of 300K and 250K.

water. We deliberately chose this very low temperature to make the temperature dependence
very clear across the whole charge range and size range.

There are several interesting features of figure 3.9. Perhaps the simplest evident trend is
that the value of ¢ tends to increase with ion size. v also tends to increase as you lower the
temperature. This is a rule for the largest cavity but has clear exceptions for the smaller two
cavities at very low and high charges. Perhaps the most surprising feature in these results
is the way that v is at first an increasing function of charge for the smaller two ions. This
is an indication that the linear response approximation actually underpredicts the degree to
which the anion is favored at the surface. This was slightly evident in figures 3.8 and 3.7
but we see it much more dramatically here.

3.5 Energetic and entropic features

We can use the temperature dependence in the curves above to estimate the energetic
and entropic components of AFx, from the equation

CAFN(Ty) — AFN(Th)

A =
S L,-T ’

(3.18)

and

AEAQ = AFAq + TASAQ. (319)
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These equations assume that AFs, and ASx, are roughly independent of temperature over
the relevant temperature range. It is not reasonable to expect this assumption to hold over
the range 250K to 300K, so we've also directly computed AEx, at a few different values of
q as a check for the 3.3 A ion. The results of this analysis are shown in figure 3.10 for all
three cavity sizes discussed above. The energies computed from the direct averaging (shown
as the purple dots in figure 3.10b) and the temperature derivative to do not agree exactly
as expected but they show the same basic trends.

All three cavity sizes exhibit similar trends. The peak in AFa, is associated with a
much larger maximum in AFx, and a minimum in —ASx, indicating that the force which
prefers anions at the interface has a very favorable energetic component and an unfavorable
entropic component. This entropic component may be related to capillary waves, however,
a capillary wave analysis like the one described in the last chapter yields similar results for
both the anion and the cation. Later in this chapter we will present evidence that the anion
and the cation have a similar effect on capillary waves. Perhaps more relevant is the fact
that the anion and the cation have very different bulk solvation entropies. This effect is not
very well understood but it is related to the constraints imposed on the hydrogen bonding
network by the ion. These constraints are largest in the first and second solvation shells of
the ion and this effect is therefore likely to be highly localized in space. As the ion crosses
the interface the number of water molecules in its solvation shell starts to decrease, and the
charge asymmetric effect on the hydrogen bonding network starts to decrease as well. If
the magnitude of this decrease is ¢, we might schematically estimate the entropy change for
bringing the ion to the surface as

AS(q) = S(q, z) — S(q, ) = —cSpur(q) + Ssymm(q)- (3.20)

The symmetric part is associated with capillary waves and cavity formation and other effects
which might be relatively charge symmetric and it therefore cancels when we compute ASa,:

ASag(q) >~ —c (Sbur(q@) — Spuir(—q)) - (3.21)

Figure 3.11 compares the right and left hand sides of equation 3.21 for the 3.3 A and the 3.85
A ion where we have arbitrarily set ¢ = 1. For each cavity size, these two quantities have
similar features. The correspondence is slightly better for the larger cavity but in either case
it seems reasonable to conclude that the asymmetries in solvation entropies at the surface
are connected to the asymmetries of the solvation entropies in bulk. The asymmetry in the
bulk solvation entropies is itself an interesting question and one that I don’t believe has been
fully addressed. The peak in the red and the blue curves in figure 3.11 indicates that the
bulk solvation entropy of the anion exceeds that of the cation by as much as 20 kj/mol. This
is a substantial difference and it accounts for a large fraction of the difference between the
total solvation free energies of the two ions.

We will now attempt to describe some of the energetic features in figure 3.10. In the
last chapter we described a method for spatially decomposing contributions to the solvation
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Figure 3.10: AFa, decomposed into its energetic and entropic components using its tem-
perature dependence. Results are shown for all three cavity sizes studied in figure 3.9. Plot

a shows the ¢ = 2.4A cavity, figure b shows the ¢ = 2.3A4 cavity and figure ¢ shows the
o = 3.85A cavity. The purple crosses in figure b show the AEa, computed directly from

averaging at 300K.
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Figure 3.11: A comparison between ASa,(q) and (Spuk(q) — Spur(—q)) for two different
cavity sizes.

energy by measuring averages of pairwise interactions. We also described the local approxi-
mation, in which we computed the average interaction strengths of water molecules in three
different regions: coordinating the ion, in bulk, and at the interface. We then showed that
you can accurately reproduce the solvation energy curves simply by keeping track of how the
number of water molecules in these three regions change. It seems logical to try to extend
this analysis to the broader charge range and see if it provides any insight. The problem is
that the local approximation is actually only successful in special cases. Figure 3.12 shows
the local approximation applied to the hard core ion of 3.3 A and charges of £0.6. This
approximation describes the anion fairly well but does very poorly with the cation.

It is clear that a straightforward application of the local approximation will not be very
useful for this problem. The approach we will adopt here is related to the local approximation
in the sense that we consider contributions to the energy from molecules in the first or
second solvation shell of the ion. Recall that in chapter 2 we derived the following exact
decomposition of the average energy, E:

E(Z, Q) - ncoord(za Q)gcoord(za Q) + nsurf<za Q)gsurf(z7 Q) + nbulk(z7 Q)gbulk(za q) (322)

The local approximation then just assumes that the & are independent of z. In this chapter
we will allow for the fact that E..orq has some dependence on ion height, but we will assume
that the final two terms in the above sum do not depend on the sign of the charge of the
ion. Therefore, if we want to compute the difference between the anion and the cation these
two terms will cancel and we can focus exclusively on the coordination region. We have
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Figure 3.12: The local approximation applied to the hard core ions with ¢ = 3.34 and
charges of +0.6e, along with the true average energy change. The local approximation is
much more successful for the anion then it is for the cation.

EAq(Q7 Z) = E(Z, q) - E(Za —Q) = ncom“d(27 Q)gcoord(z7 q> - ncoord(za _Q)gcoord(za _Q) (323)

For convenience we will define this approximation as Eg’;rd:

EZ);M(Q; Z) - ncoord(za Q>gcoord(za Q) - ncoord<z7 _Q)gcoord(zu _Q)' (324)

Ultimately we are interested in the quantity AEa, which we will approximate as

AERT(q) = BXy (g, 1) — EXy (g, 2). (3.25)

Neglecting the surface and the bulk regions will clearly produce serious errors if we consider
either ion individually, but these errors largely cancel when we consider the charge asym-
metry. Figure 3.13 shows a set of energy density maps for an anion and a cation in bulk
and at the interface. The cutoff defining the coordination region is indicated by the circle.
By visual inspection, the changes that occur outside of the coordination region are nearly
identical for the anion and the cation. We can also test equation 3.23 directly. Figure 3.14
shows AERL(q) and the true AEx,(q) as estimated from the temperature derivatives for
the three different cavity sizes considered above. These figures show that there is excellent
qualitative and even reasonable quantitative agreement. Each cavity size has a different
cutoff used to define the coordination region. For the 2.4 A cavity this cutoff is 4.1 A, for
the 3.3 A cavity it is 5.3 A and for the 3.85 A cavity it is 5.85 A.
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Figure 3.13: Energy density maps for a representative anion (plots a and b) and cation (plots
¢ and d) both in bulk and at the interface. The ions shown here have a hard core radius of
3.3 A and charges of +0.6. The blue circles represent the cutoff of the coordination region.
The changes that occur outside of this region when you bring the ion to the surface are very
similar for the anion and the cation.

The fact that we find similar qualitative features in figure 3.14 is perhaps not so surprising.
In the last section we argued that the best measure of the charge asymmetry is not simply
AFpg, but instead this quantity scaled by 2¢, which we called 1. And indeed, we see
more dramatic qualitative differences between the different cavity sizes when we look at this
quantity (see figure 3.9). We will therefore look at the energetic analogue of this quantity,
which we call © and define by

AFEn,(q)
C) = —q, 3.26
=5 (3.26)

and AEcoord
groi(q) = 2EEN) (3.27)

2q
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Figure 3.14: AER(q) and AEaq(q) for the three different cavity sizes studied above (2.4,
3.3, 3.85 A in plots a, b and c respectively). In each case the trends in AFEn,(q) are well
captured by just considering the coordination region. The quantitative errors are largely due
to the fact that the average energies are computed from an imprecise temperature derivative

(see figure 3.10.
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Figure 3.15 shows these two quantities for all three cavity sizes studied throughout this
section. © shows the same qualitative behavior as ¥, where the smaller two cavity sizes have
a steep increase for low values of ¢, indicating a large energetic preference for solvating the
anion at the surface which exceeds the naive linear response prediction followed by a decline
towards zero, when the cation starts to be favored at the surface. The local approximation
to this quantity is imperfect, particularly at low charges, but it succeeds in capturing the
qualitative differences between the different cavity sizes.

We can learn something about these trends by breaking down AECAO;’“d(q) into components
which have relatively simple interpretations. Consider the quantity AE“°"¢(q), which is
defined by the equation

AECOOTd(q) = nwm«d(zi, q)gcoord(zi, Q) - ncoord(zba Q)gcoord(zba Q)a (328)

and measures the energy change in the coordination region when an ion moves from a position
2, in bulk to a position z; at the interface. If we make the substitution

ncoo’rd(zia q) = ncaa'r’d(zb7 Q) + Ancoord(Q) (329)

and

gcoord(zia Q) = S_coord(zba Q) + Ag—coord(Q)v (330)

then equation 3.28 becomes

AEcoord(q) = Ancoord(Q)g_coord<Zb7 Q) + ncoord(zia q)Ag_coord(Q>' (331)

The first term here is the one that appears in the original local approximation and it says
that the energetic penalty associated with losing molecules from the solvation shell of the
ion is proportional to the average interaction strength of a molecule coordinating the ion
in bulk. From the perspective of this term alone, the more strongly solvated an ion is in
bulk, the more difficult it is to place it at an interface. The second term is slightly more
complicated but its a rough measure of how much more strongly or weakly a water molecule
in the coordination region is interacting with the other molecules when that ion is at the
interface as opposed to bulk. If we recall the definition of E.porq from equation 2.31 we see
why this term is not so straightforward to interpret. It’s an average of an interaction strength
weighted by the density, which is very inhomogeneous when the ion is at the surface. This
difficulty is likely to be the same or very similar for both the cation and the anion, and so
by taking the difference between the two we may have a quantity with a straightforward

interpretation. We will rewrite AEg);Td(q) in terms of these two components as

AERT(q) = AERT (q) + AEZT™(q) (3.32)
where
AEX);le (q) = (Ancoord(Q)S_coord(Zb7 Q) — AnCOOTd(—q)S_COOTd(zb7 —q)) (333)
and

AEZ);rdz(q) = (ncoord(Zz', Q) AE coord(q) — Neoora(Zi, —q)Ac‘fcoo,.d(—q)) . (3.34)
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Figure 3.15: The quantities © and ©<°"¢ defined in the text for all three cavity sizes studied
above. These quantities provide an estimate of the energetic preference per unit charge to
solvate the anion at the surface over the cation.
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If we assume that n.,..q is charge symmetric then we have the approximation

AEZOqorch (q) ~ Ancoord(Q) [gcoord(zba Q) - gcoord(zba _q)j| (335)
and
AEZO;W@ (q) = ncoord(zia Q) [Agcoord(Q) - Agcoord(_Q)} . (336)

Recall that when these quantities are positive that means the anion is favored at the surface.
Since Aneoora(q) is negative, the sign of equation 3.35 is determined by the quantity in
brackets. If Eoora(2s,q) exceeds Eeoora(2, —q), then the cation is favored at the surface,
which agrees with our intuition that if the water molecules are in an energetically more
favorable state around an ion then it is more difficult to partially remove that ion from
solution. Since norq is strictly positive, the sign of equation 3.36 is also determined by the
quantity in brackets. When this quantity is positive it implies that the anion is favored at
the surface because of the way that the interactions of water molecules in the solvation shell
change when they are at the surface as opposed to in bulk. This quantity makes explicit
reference to properties of the surface, but it still only measures relatively local properties.
If there is some relatively long range effect associated with orientations of molecules at the
surface, it may show up weakly here but this term will not capture all of that effect. To
facilitate easy comparison with figure 3.15, we will look at the quantities ©“°"41(q) and
O°rdz(q) defined by

_AEZT(g)

@coordl
(q) 2

(3.37)

and ;
_ AEAq ? (q>

@coordg (q) 2q

(3.38)

Figure 3.16 shows these two components of ©°°"(q), which behaves in qualitatively the
same way for all three cavity sizes. It starts large and positive and then is monotonically
decreasing over the entire charge range, eventually becoming negative. The fact that this is
large and positive for low values of q is just an indicator that the water molecules around
an uncharged cavity in bulk water prefer a cation to an anion, it has nothing to do with the
charge distribution of the interface. As the cavity becomes more charged the water molecules
rearrange in such a way that water molecules around an anion are in a more favorable state.

The second set of curves show more dramatic differences between the three cavity sizes.
For the smallest cavity size ©%°"% (q) starts out small and negative and grows to be very large
and positive before decaying again. This maximum is a sign that the way water molecules
rearrange in the solvation shell of the anion when you bring it to the surface is more favorable
than the way that water molecules rearrange in the solvation shell of the cation when you
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bring it to the surface. The 3.3 A cavity shows similar but less pronounced behavior and for
the largest ion this effect is very weak.

A large value of ©°°¥2(g) can be loosely interpreted as meaning that the ion forms
stronger bonds with water molecules when it’s at the interface than when it’s in bulk, and
that this effect is stronger for the anion than it is for the cation. To illustrate this effect
we have measured @;s(z, h, z) for a variety of ion parameters. This quantity was defined in
chapter 2 and it measures the average interaction between an ion and a water molecule as
a function of the spatial coordinates z (the perpendicular distance from the ion), and h the
vertical distance from the surface. In figure 2.9 we showed plots of this for an anion in bulk
and an anion at the surface. If we shift both of these maps into the reference frame of the ion
then we can compare the two and get a sense for how much stronger (or weaker) ion-water
interactions are when the ion is at the surface. We define this quantity as

Ats(z, h) = wis(x, by 2;) — Uis(, by 23). (3.39)

Figure 3.17 shows these sets of maps for the 2.4 A ion with charges of £0.3. The anion is
shown in figure a and the cation is shown in figure b. There are deep minima around the anion
meaning that the ion-solvent bonds are much stronger when the anion is at the interface.
The cation has similar minima around it but they are much shallower. This discrepancy

between the anion and the cation agrees with the fact that AEZ);M? has a maximum at this

value of q. Figure 3.18 shows the same thing for the 3.3 A ion with charges of +1.2. This
is a case where AEZ);MQ is smaller, and we find that the asymmetry between the anion and
the cation is less pronounced here.

The behavior depicted in figure 3.17 implies that the solvation shell of the anion is slightly
more susceptible than the solvation shell of the cation when ©°°"% is large. Somehow the
water molecules around the ion can rearrange in slightly more dramatic ways to form much
stronger bonds with the ion when it is at the surface. This greater susceptibility of the
anion solvation shell is correlated with certain signatures of fluctuations of the solvation
shell when the ion is in bulk. The simplest measure of fluctuations is simply the variance of
the electrostatic potential, ((6¢)?)(¢), in the center of a cavity in bulk. The linear response
analysis in equation 3.9 assumes that these fluctuations don’t depend on charge but there is
in fact strong dependence on ¢q. In figure 3.19 we show this quantity for all three cavity sizes
and over the entire charge range studied above. A common feature to all three cavity sizes is
the increase in fluctuations when the cavity acquires a negative charge (similar features have
been seen in many studies of ion solvation thermodynamics in bulk, see [26, 25, 16, 51]).
This feature is most dramatic for the smallest cavity, for the which the value of ((§¢)?)(q)
at its maximum is nearly double its value in bulk. We have superimposed ©“°"42(—q) on
these figures to show that the maxima in ©%°"%(—q) roughy correspond to the maxima in
((6¢)*)(¢). We don’t mean to imply a direct connection between these two quantities, but
it seems reasonable to suppose that the effective response of the solvation shell which is
measured by ©%°%(q) is connected to fluctuations in the solvation shell.
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Figure 3.17: At (x, h) for an anion (a) and a cation (b) with hard core radii of 2.44 and
charges of + 0.3. This quantity is a measure of how much stronger ion-solvent bonds are
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Figure 3.18: Adi(x, h) for an anion (a) and a cation (b) with hard core radii of 3.34 and
charges of £+ 1.0. The asymmetry between the anion and the cation is less pronounced here
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Figure 3.19: The variance of the electrostatic potential for three different cavity sizes in bulk.
We have superimposed ©%° % (—¢q) to make the qualitative point that the maxima in this
quantity loosely correspond to maxima in the fluctuations of the electrostatic potential.
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(a)

Figure 3.20: An illustration of a polarizable cation in bulk (a) and at the surface(b). In bulk
there is on average no electric field at the center of the ion. At the surface, the partially
coordinated ion has a net electric field at the center due to the orientational bias in the
surrounding water molecules. The corresponding induced dipole at the center of the ion
interacts favorably with the electric field.

3.6 Charge asymmetry in polarizability

In this section we ask whether there are any charge asymmetric effects associated with
the polarizability of the ion. Polarizability, both of the ion and of the water model itself, is
well studied as a force that can stabilize ions at interfaces [62, 2]. The general reasons why
a polarizable ion might be more stable at an interface are illustrated in figure 3.20. At the
center of an ion in bulk, the average electric field is necessarily 0 because of the symmetry.
An ion at the surface is only partially coordinated, and the neighboring water molecules have
orientational bias, so there can be a non zero electric field in the z-direction and the induced
dipole on the ion interacts favorably with this field. In the context of dielectric continuum
theory, the induced dipole interacts favorable with the image charge of the ion. A full DCT
treatment would include the fact that the induced dipole interacts unfavorably with its own
image and this is a counterbalancing effect, but the net effect of polarizability is favorable
for an ion at the surface. For a full discussion see [41].

Based on the work in this chapter there are many reasons to suspect that there might be
a charge asymmetric effect associated with polarizability of the ion. The picture described in
3.20 considers only the orientational bias on water molecules coordinating the ion. However,
the intrinsic orientational bias on water molecules at the surface may also produce an electric
field in the center of the cavity. Furthermore, the interaction of an induced dipole with the
solvent depends on the fluctuations of the electric field at the center of a cavity (not just
the mean), and there may be large charge asymmetries in these electric field fluctuations as
there were in electrostatic potential fluctuations.
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We will address some of these question by measuring the probability distribution of the
electric field in the center of a charged cavity with charge ¢, Pq(E; z). Knowledge of this
probability distribution allows us to determine the free energy change associated with giving
a non polarizable ion a finite polarizability. We will demonstrate this for the specific case of
a harmonic model for polarizability, but the arguments can be generalized to other models.
The polarizability « determines the cost associated with forming a transient dipole, d at the
center of the ion, which then interacts with the electric field of the solvent at the center of
the ion, E (rY) . The potential energy associated with such a model is

Upa(d ) = L
2av
The remaining component of the potential energy is associated with Van der Waals and fixed
charge interactions, and we denote this by Uyaw .. Given these potential energies we can
write the partition function as

—d-E(M) (3.40)

Z(z,q, / dry / dd exp|—BUvaw 4 1o(r™) = BUpat(d, ™). (3.41)

Because Upgl(d,r ) is quadratic we can perform the integral over d analytically, which is
equivalent to minimizing U,y (d, r™) with respect to d. This gives us

Ba

Z(z,q,) /drN exp|—BUvaw (1) + | EGN) ). (3.42)

—

In a familiar operation we can multiply by 6(E’ — E(r")) and integrate over E’ to obtain

—

Z(z,q,a) /dE’eXp[ \E’\ ]/drN(S(E’ — E(r™)) exp|—BUyaw + (™)), (3.43)

Which is equivalent to

JAEPE ) ol | B PZvap(.0) (3.44)

This allows us to define a polarization free energy as

FP(z,q,a) = —kgTIn / dE'P,(E'; 2) exp[—%o‘ | E" 2. (3.45)

Because we are interested in the forces that stabilize ions at surface, a naturally relevant
quantity is
AFP(g,a) = F*(0,q,a) — F(-10,q, @), (3.46)

which dictates how much nonzero « stabilizes an ion at the surface. If the z component of
the electric field acquires a nonzero mean for an ion at the surface, AFP°(q) will likely be
negative. For small values of the polarizability this decrease is given by
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Figure 3.21: Probability distributions of the z component of the electric field at the center
of an ion in bulk and at the interface. The ion considered here has a hard core radius of 3.3
A and a charge of -0.4 e. The ion at the surface clearly has a nonzero mean, and it also has
a slightly less broad probability distribution than the ion in bulk.

AFP (q,0) ~ —a(E,)? (3.47)

q,0°

where (E,),0 is the mean electric field in the z direction for an ion of charge ¢ and height 0.
It has been shown that this linear relationship breaks down for modest values of o and that
the simple linear scaling actually underestimates the decrease in FP° [41].

The probability distributions Pq(E’ ; z) computed in this work were computed from straight
forward sampling and thus we do not have very accurate estimates of the decay in the wings.
We can however accurately estimate shifts in the mean and variance when the ion moves
from bulk to the surface. Figure 3.21 shows the probability distributions of the z component
of the electric field for an ion with a charge of -0.4 e both in bulk and at the interface. The
mean is substantially nonzero at the surface and the distribution is also noticeably narrower.
Given that we have imperfect approximations to the full probability distributions we will
focus attention on small values of a.. In figure 3.22 we show the measured values AFP°(q, )
for a range of cavity sizes. We have used a value of o = 0.14%, which is very small compared
to typical polarizabilities used to model real ions, but the general trends in figure 3.22 are
independent of the exact value of a. When AFP?(q, a) is negative this implies that a finite
polarizability stabilizes an ion at the interface. In figure 3.22 AFP° is negative for nearly all
values of ¢ and all three ion sizes, but there is dramatic charge asymmetry. In general the
anions are far more stabilized at the interface by polarizability than the equivalent cation is.
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Figure 3.22: AFP°(q) showing how polarizability stabilizes ions at the interface, for three
different cavity sizes. There is very dramatic charge asymmetry for all three cavity sizes.

The smaller two ions also have clear minima in ¢ for which polarizability has an optimum
stabilizing effect.

This is a low polarizability regime, in which the approximation in equation 3.47 is fairly
good and the behavior is dominated by the nonzero values of a(E,),o. In figure 3.23 we
show a(E,),o for the three different ion sizes studied above. The anions and the cations
induce electric fields which have the opposite sign (which is not surprising), but very different
magnitudes indicating that it is much easier to induce a nonzero electric field at the center
of an anion than a cation. Furthermore the smaller two cations show the same sweet spot
seen in AFP(q), where there is a particular value of ¢ for which it is easiest to induce a
nonzero (F,),o. This behavior is mirrored by the variance ((6F.)?),0 which shows maxima
for moderate negative charges before decaying again (see figure 3.24). This behavior bears
some qualitative similarities to the behavior seen figure 3.19, where we saw maxima in the
fluctuations of the electrostatic potential for intermediate negative charges.

3.7 Charge asymmetry near other surfaces

To end this chapter we briefly address the question of what happens when the ion is
adsorbing not to an air-water interface but to a surface that has some weak attraction for
water molecules. The surface we study here is the same as the attractive surface described in
chapter 2 (see equation 2.46), except we are using a slightly stronger attraction. The surface
interacts with the water molecules only. In chapter 2 we saw that there were substantial
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Figure 3.23: (E.), for all three cavity sizes, showing that the magnitude of induced electric
field for an ion at the surface is in general much larger for the anions then it is for the cations.
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Figure 3.24: ((0E.)?),0 for all three cavity sizes in bulk, showing that fluctuations of the
electric field are in general larger in the interior of an anion than a cation, and have a
maximum at intermediate charge.
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changes in the entropy of adsorption for a fractionally charged iodide to such a surface. In
this chapter we will investigate a broader charge range and look for any dramatic charge
asymmetry or ion specificity in general. Based on the discussion in chapter 2 we expect
there to be some effect associated with the absence of capillary waves near the attractive
surface but it is not at all clear how such an effect might depend on charge.

To address these questions we compute AF*(q), which is exactly the same quantity
defined in equation 3.13 except the surface is the attractive wall. The ion studied here has
a hard core radius of 3.3 A In figure 3.25a we show this quantity along with the same thing
for a liquid vapor interface for reference. Taking the difference between these two quantities,
as we do in figure b, exposes the fact that there are pronounced peaks at intermediate
values of the charge. These peaks mean that at those values of the charge the ion much
prefers adsorbing to the attractive wall than the liquid-vapor interface. These peaks could
have more than one interpretation, but it’s likely they are charges at which the ion has the
maximum effect on capillary waves as described in the previous chapter. For very small
charges, the interface prefers to bend around the ion, effectively expelling the ion from
solution. The interface in this case very much resembles a liquid vapor interface, and has
the associated large fluctuations. For very high charges, the interface prefers to bend in
the other direction, effectively keeping the ion totally solvated. In this case the interface
again has large fluctuations. It’s only for intermediate values of the charge for which the
fluctuations are maximally suppressed and there is a large entropic penalty for putting the ion
at the surface. It is this suppression of fluctuations which is effectively removed by replacing
the air water interface with an attractive wall, and therefore the intermediate charges have
the largest free energy differences when the attractive wall is present. These maxima at
intermediate charges are reminiscent of behavior seen in a schematic lattice gas model for
solute adsorption. In the lattice gas model the solute interacts with occupied solvent cells
with an attractive energy e which is analogous to charge. In these models it was seen that
surface adsorbing solutes have entropic minima when the solute at the surface, but the depth
of this minimum is greatest for a intermediate values of € [60].
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Figure 3.25: Details of ion adsorption to wall with a weak attraction for water molecules.
In figure a, we show the quantities AF*(q) and AF(q) measuring the difference between
charging free energies at the surface and in bulk. In figure b we take the difference between
these two quantities to emphasize that there are pronounced peaks at intermediate charges.
Positive values of this quantity mean that an ion would prefer to adsorb to the attractive
wall than a plain liquid vapor interface. In figure ¢, we show 1(q) and ¥**(q) which shows
that the attractive wall does not change the charge asymmetry in any dramatic way.
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Chapter 4

The impact of solvent polarizability
on inter-ion interactions

4.1 Preliminaries

Molecular dynamics and Monte Carlo simulations of water and other liquid solvents are
typically conducted using nonpolarizable force fields. In these models the interactions be-
tween two molecules consist of interactions between a small number of fixed charge sites and
fixed Van der Waals sites. The SPC/E water model and the Stockmayer solvent studied
in previous chapters are examples of such models. These models must capture the effects
of electronic polarizability of molecules implicitly. Polarizable force fields, by contrast, en-
deavor to capture the fluctuating molecular charge distribution explicitly [52]. This comes
at a significant computational cost, and for this reason, it is worth investigating in detail
how well non polarizable models can capture the effects of polarizability implicitly. Leontyev
and Struchebrukhov have argued that one can implicitly capture the effects of polarizability
by scaling the charge of ions by a factor of 1/,/e; where € is the high frequency dielectric
constant of the solution [34]. The argument put forth is based on an assumption of spatial
homogeneity of the electronic degrees of freedom, and it is not clear how these arguments
break down in the presence of significant inhomogeneities, for example, an interface or a
protein. In this chapter we quantitatively evaluate this approximation using a model of
polarizable water.

4.2 Molecular Dynamics Electronic Continuum Model

In several recent papers Leontyev and Stuchebrukhov have introduced the molecular
dynamics electronic continuum model (MDEC), where dielectric continuum theory is used
to treat electronic polarizability, and standard nonpolarizable force fields are used to capture
nuclear motion [34]. The nuclear motion is the slower time scale motion, and it is usually
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associated with the low frequency dielectric constant €. This models bears a connection
to the way the most sophisticated polarizable models currently treat polarizability, and we
briefly review this connection here. For a system of point charges with harmonically bound
inducible dipoles the energy is given by

1 ¢q; 1 - - . .
U= §;Tj+§i;diK(7‘N’j)dj _;Eo(ri)di' (4.1)

—

E,(r;) is the value of the electric field at r; due to all the fixed charges. To keep the discussion
and the notation simple, we are ignoring distinctions between separate molecules, but to be
precise we should include only contributions to the electric field from the fixed charges on
other molecules. K (r;,r;) is the coupling matrix for dipole interactions. its diagonal elements
are given by 1/, where « is a molecular or atomic polarizability and its off diagonal elements
are given by:
1
K(Ti, Tj) = VZVJ’?A—

) 4.2
- (1.2

In principle a molecular dynamics simulation in which the electrostatics were represented
by equation 1 could proceed by updating both the CZ; and the r; simultaneously. However the
motion of the induced dipoles is intended to capture electronic motion, which has a much
faster time scale than the nuclear motion represented by the r;. This means that for a given
value of the nuclear positions you expect the dipoles to sample all of their positions with a
Boltzmann weight, which for a harmonic restoring force is exactly captured by finding the
minimum of equation 1 with respect to d;. This means we must find the values of d; that
satisfy the following equations:

i .
—+ Z K (ri,r;)d; — Eo(r;) = 0. (4.3)
7]
Minimizing this set of N-coupled equations after each MD time step to determine the polar-
ization is what makes simulations of polarizable models costly. In the context of dielectric
continuum theory, there is a simple relationship between the polarization density and the
external field. The MDEC model consists of assuming that the fixed charges constitute an
external field and the inducible dipoles form a uniform dielectric continuum with dielectric
constant €.;. In this case the polarization density is:
Pir)= L9150 (4.4)

4T €y ?

Given a typically molecular volume v, we can relate the polarization density to the induced
dipole:

-

d(r) = P(r)v. (4.5)
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Using this equation implies that the electrostatic energy can be rewritten as, see [34] for
details:

N
4i4;

6elrm i 6el

U =

i;ﬁ'

The second term in this equation is the famlhar born solvation energy, and the first term

is standard screened electrostatics. This equation says that the effect of the polarizability
is two fold. First, each fixed charge has an effective born solvation self energy with the in-
ducible dipoles. Second, the interactions between fixed charges are screened by a factor €.
As Leontyev and Struchebrukhov point out, this type of reasoning already underlies param-
eter choices in existing empirical potentials of water such as TIP3P and SPC/E, which have
an effective molecular dipole of 2. 3D Gas phase estimates of the water molecule dipole are
about 3.0D, and if we scale this by — f we get a value very close to 2.3D. The original paper

(4.6)

on SPC/E water even explicitly acknowledges that the parameter modifications are intended
to correct for polarization [5]. Simulations of these models with ions, however, always use
the full value of the charge, and may therefore overestimate the interactions involving these
ions. The simplest approach is to simply scale the magnitudes of these charges according
to equation 4.6. It is by no means clear how good an approximation this is in the presence
of large inhomogeneities. The MDEC assumes that all the fixed charges are embedded in a
uniform dielectric continuum composed of the electronic degrees of freedom. But the interior
of an ion is likely to have a significantly different €., then the solvent. Furthermore, there
is significant interest in how ions behave at interfaces between air and water, and in these
cases, the assumption of a uniform dielectric is obviously false.

4.3 Scrutinizing the MDEC model in bulk

We will first examine the MDEC model for the interaction between two ions in bulk.
From the perspective of equation 4.6 the interaction between two ions is

U(r) = 29 (4.7)

EelT

qiq; )

This is the sum of the bare coulomb interaction (**) and the interaction of the ions with

the polarization field UP? which is given by

_ —1ag:0:
grol(r) = — S~ 2945 (4.8)

€el T
In the sort of polarizable atomistic system that the MDEC is intended to mimic, the actual
interaction between the ions and the polarization field (UP°!) depends on all the values of
d;, which in turn depend on the fixed charge configuration according to equation 4.3. UP
takes the form
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pol __ qidy; * T qjdy. - Tk
I (49
k i k J

where 7;;, is the unit normal vector connecting ¢ and k. This quantity is nonzero even when
the ions are widely separated because it includes the interaction between the individual ions
and the polarization field (which UP?(r) does not). We are only interested in how this
quantity scales with r, the distance between the two ions, so we will look at

AP — UpOl(T) _ Upol(oo)_ (4.10)

To the extent that the uniform dielectric approximation is accurate, an average of AUP?(r)
should agree reasonably well with U??!(r). We will compute this average by sampling many
configurations from a non polarizable model of water with the ions constrained to be a
certain distance r from one another. For each nuclear configuration we will solve for the
i using equation 4.3. This equation can be solved using conjugate gradient minimization
[53, 54]. We will adopt a simple model for water polarizability in which there is just one
induced dipole per water molecule, located on the oxygen atom, for which the polarizability
o is 1.5 A3, This is nearly identical to the polarizability used in the Dang-Chang polarizable
water model [12], but we have looked at a wider range of polarizabilities and found that it
does not change the qualitative picture described here. In figure 4.1 we show (AUP)(r)
for two pairs of oppositely charged ions in bulk water. Each pair of ions carries charges of
+0.75e but one pair has a Lennard-Jones diameter of 2.5 A and the other has a Lennard-
Jones diameter of 4.7 A. We have measured this polarization energy all the way down to an
inter-ion separation of zero (in which case the ions are obviously overlapping). We've also
plotted the dielectric continuum approximation from equation 4.8. The value of ¢, of 2.5
was determined by fitting to the (AUP?)(r) curves for large values of r. For both cavity
sizes the dielectric continuum approximation is qualitatively very good all the way up to the
point where the cavities start to overlap. However, for the larger of two ions there is clear
quantitative disagreement when the two separation between the two ions slightly exceed the
overlap separation.

4.4 Scrutinizing the MDEC model at the surface

The results of the last section indicate that the simple dielectric continuum theory is
a fairly good way of capturing the interactions between ions in bulk as long as those ions
are not overlapping. In this section we ask how this breaks down when those ions are at
the interface. We have performed a set of calculations which are exactly analogous to those
described in the last section, except the ions are constrained to be a particular distance above
the Gibbs dividing surface. This constraint applies to each ion individually, so they move
in a plane parallel to the Gibbs Dividing surface. The results of this analysis are shown in
figure 4.2 for the larger pair of ions at 0, 4 and 8 A above the Gibbs dividing surface. The
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Figure 4.1: Average polarization energies which measure the interaction between the two
fixed charges on the ions and the induced dipoles of the solvent molecules for two different
pairs of ions. The different pairs of ions are distinguished by their different Lennard-Jones
diameters o, indicated in the legend. The vertical lines show the separation at which the two
ions are in contact. The ions have charges of 40.75e. Also shown is the dielectric continuum
approximation to this quantity (UP?(r)).

dielectric continuum approximation and the value of (AUP)(r) for a pair of ions in bulk are
shown again for reference. The DCT approximation has the same quantitative flaws seen in
the previous plot, but it is qualitatively a surprisingly good description, even for the pair of
ions 8 A above the surface. The success of this approximation is connected to the fact that
the interface deforms itself substantially in order to keep the ions partially solvated. Only
when the ions are 8 A above the Gibbs dividing surface, and separated by less than about 3
A does the (AUP)(r) become qualitatively very flat, indicating that the ions are no longer
partially solvated by a distorted interface.
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Figure 4.2: Average polarization energies for two ions separated by the distance on the x-
axis. This measures the same quantity as the figure above, except in this case the ions were
constrained to be a certain distance above the Gibbs dividing surface. We show the result
for the two ions in bulk, as well as the dielectric continuum approximation for reference

(UP!(r)).
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Chapter 5

Dielectric continuum theory for
interfaces

5.1 Preliminaries

In chapter 2 we discussed how it is natural to think of solvation thermodynamics in terms
of two distinct components. The cavity formation free energy is, regardless of length scale a
force that draws ions to air-water interfaces and the charging free energy tends to repel ions
from those interfaces. Because of the approximately gaussian nature of the fluctuations of the
electrostatic potential, dielectric continuum theory is considered a good reference theory for
computing the charging free energy. The most naive implementation of dielectric continuum
theory treats the ion as a point charge, and predicts divergent forces acting on the ion as it
approaches the surface. This divergence is clearly not physical and it is a sign that we need
to treat the finite size of the ion explicitly in order to get sensible predictions from dielectric
continuum theory. Another element missing from the point charge description presented in
chapter 1 is the flexibility of the interface. As illustrated in chapters 2 and 3, this flexibility
has important consequences and should not be left out of a predictive theory.

In this chapter we will describe ways to include some of these missing ingredients in
dielectric continuum theory. The theory presented here is based on the reformulation of
macroscopic dielectric continuum theory in terms of microscopic gaussian fluctuations due
to Song and Chandler [58, 57]. The advantage of formulating DCT this way is that inho-
mogeneities like the solute can be treated as constraints on a gaussian field, which is both
physically intuitive and allows us to use mathematical tools from constrained gaussian field
theory [8]. In this chapter we first describe flawed attempts to handle the finite size of the ion
in DCT, then we review the gaussian field theory formulation of DCT, and then we extend
this formulation of DCT to a system with an extended interface.
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5.2 Flawed attempts to treat the finite size of the ion
in DCT

The simplest improvement to the point charge DCT described above and in chapter 1 is
to account for the finite size of the ion by setting the dielectric constant in the interior of the
ion to 1. Figure 5.1 is an illustration of the resulting geometry. The charge is now embedded
in a cavity of radius L with a dielectric constant e = 1, at a distance z from the boundary
where the dielectric constant changes from €; = 80 to e5. The solution to Poisson’s equation
must now satisfy boundary conditions on the plane interface and the surface of the sphere.
As we will see, these boundary conditions cannot be satisfied in any simple way. Even for
this simplest realistic geometry we will require numerical techniques. There are published
analytical solutions to this problem from Kharkats and Ulstrup which purport to solve this
problem but in fact violate the boundary conditions of DCT [32]. This solution is frequently
cited despite its flaws [40, 27]. The Kharkats and Ulstrup treatment starts from the following
expression for the electrostatic energy in terms of the displacement vector:

1
W= /D(r)E(r)dV, (5.1)

where the integration is over the volume not occupied by the ion and D(r) = eE(r) =
—eVo(r). This expression is exact and the volume integrals can be transformed in to surface
integrals by integration by parts, but it requires that you know ¢(r) which is the solution to
Poisson’s equation. Kharkats and Ulstrup assert that ¢(r) takes the form in equation 1.5,
which is the solution for two uniform dielectrics separated by a boundary, with no spherical
cavity:

q a—1 ¢
alr—zl e +1lelr—27

¢(r) =

(5.2)

For this solution to be correct it must not only satisfy the boundary conditions on the
planar surface, it must also satisfy those boundary conditions on the surface of the spherical
cavity. These boundary conditions are:

(9gz5 r fkbz T
GI%Ephare: %L@phere (53)
and
9¢(r) O¢i(r)
8p |Sphere: ap |5ph57"3' (54)

Where ¢;(r) is the potential in the interior of the cavity and % is a surface normal deriva-
tive and 8% is a surface tangential derivative. Demonstrating that 5.2 cannot satisfy these
equations requires us to choose a form for the potential inside a cavity. The natural choice
is
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(a) (b)

Figure 5.1: A schematic illustration of the boundary between two dielectric media when there
is a volume excluding ion present. Figure a illustrates the case when the spherical cavity
does not penetrate the boundary, and Figure b illustrates the spherical cavity overlapping
with the boundary. In neither case is the potential described by a simple image charge.

by = o

. 2.5
a1 T >

a—1
e1+1
, which are obviously not consistent with one another. All otther choices for ¢;

also fal(l to satlsfy these boundary conditions.

Plugging this into equation 5.3 would give you A = and equation 5.4 would give you

611

5.3 Microscopic model of a dielectric

In this section we describe a microscopic formulation of dielectric continuum theory in
terms of a fluctuating polarization field that will allow us to recast problems like the one
above. This theory was developed by Song, Chandler and Marcus as both a lattice field
theory [58] and a continuum field theory [57] and the discussion in this section is based on
those two papers. We present a thorough review here because it will aid the subsequent
development.

For a very broad class of materials called linear dielectrics, we describe the electrostatic
response of the system in the same very simple way:

P(r) = x.£(r). (5.6)
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where P(r) is the polarization and £(r) is the electric field, which, in any real material in-
cludes contributions from both applied external fields and internal fields. y. is a material
property called the susceptibility that for our purposes is a scalar but could be a tensor if
the material does not respond isotropically. The fact that such a simple equation can be
used to describe solids, liquids and gases seems surprising because the microscopic physics
underlying charge redistribution seems at first glance to vary widely between different ma-
terials. The theory we describe provides some perspective on the origins of this simplicity.
In the gaussian field theory we describe the microscopic charge distribution by a spatially
varying, fluctuating polarization field 7i(r). The polarization field that we are imagining is
a coarse grained polarization, it is not the instantaneous dipole of an individual molecule in
a liquid for example. It is the average polarization of a region of space that constitutes a few
molecular diameters. The fluctuations that determine this polarization could be very differ-
ent for different materials. In liquid water, for example, the dominant effect comes from the
fluctuating molecular orientations whereas in a solid metal the dominant effect may involve
fluctuating electron clouds. Furthermore, the charge distribution in this region is likely to
have higher order multipoles. In this theory we ignore these details and assume that there
is strictly a quadratic penalty for establishing a polarization and that the polarization at
separate points in space interact with one another as point dipoles. The Hamiltonian is then:

H=n / dr / / drdr' i (r)- V' — . i(r') — SI. (5.7)

=]

where n is a density and « is the local polarizability that describes the cost of forming a
dipole. The second term captures the interactions between spatially separated dipoles. This
double integral includes a self interaction ST, which is the interaction of a dipole with itself.
The parameter « is intended to completely describe the self interaction however, so we must
subtract this term off as described below.

Let’s consider a small volume v in which m(r) does not vary. In that case, the self

interaction is given by:
//drdr |T—r’| a0 (5.8)

We will evaluate this in Fourier space using the identity:

1 dk 7. 4m
_ —ik-(r—r") =" 5.9
| — | / 27736 k2 (59)
This gives us:
\VAVA ik =k 5.10
lr — r’| / 27‘[‘36 ( )

So that:

51_47r— //drdr/ e F =) ko i, (5.11)
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Now we’ll take m to be along the z axis, which implies:

n? di k2 e e
SI:47r7m2/27T3 kQ/dre( F )/Udr’e( k') (5.12)

The two real space integrals depend only on \k\ and not on the orientation, so we can replace
2
% by %
ST = 47T——/dr/dr'5 r—r —47‘(‘7?1) (5.13)

integrating this over the entire volume gives:

= /dr—\mﬂ (5.14)

This means that the full Hamiltonian is given by

4
H = g/dﬂﬁz(rﬂ?(a—l 7m //drdrm )- VV'

which can be written explicitly as a set of coupled harmonic oscillators:

/dr/dr (r ) (), (5.16)

) = e - %”)M(r )4 BT T

= r’! A, (5.15)

where

(5.17)

We will refer to this object as a matrix with indices » and r’. In truth this connection is
imperfect because these indices are continuous and not discrete. Certain properties of this
matrix, like its determinant, are not defined unless you choose a finite basis (like a grid in
real space or a set of Fourier modes with a high frequency cutoff). As we will see below
we can define a functional inverse of this object which is analogous to the matrix inverse.
Furthermore, each element of this matrix is itself a 3x3 matrix. That is, for any given value
of r and ' the x7!(r,7’) in a cartesian basis is:

__ 4mn 202 1 2 0% 1 2_0%2 1
/Bn(a/ )2+ B 8:v2 [r—7r| 5” 0zdy [r—r'| /6 8$8z [r— 1"|
2 o) 1 -1 _ 4mn 20
/B 8y(293: Tr=r] Bn(a )2 ﬂ 8y2 Tr=r] r’| Bn ayﬁz Tr=r] r’|
2_0 1 2 o} 1 -1 _ 4mn 2 0 1
6” 0z0x |r—r'| Bn 820y |r—r'| 671(06 ) B Bz2 Tr=r]
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5.4 Connecting microscopic and macroscopic pictures

Computing the statistical properties of such a system, like the polarization induced by an
applied electric field &,(r) is now a matter of computing multidimensional gaussian integrals.
The partition function for this system coupled to such an external field is

- / Dlii(x)] exp[—% / dr / dr' i (r)- x " r, ') (') — Bn / dri(r)E,(r)].  (5.18)

There are a number of formally exact results for computing integrals like this and its deriva-
tives. One such result relates the correlation function for m(r) to the matrix inverse of

X"

(m(r)m(r')) = x(r,r"), (5.19)

where the matrix y must satisfy [ dr'x(r,r")x 1(r',7") = 6(r — r”). We also describe the
response to an external field in terms of this matrix as

(7 (r)n) — / dr' BE, (1) x(r, 1), (5.20)

and for this reason x(r,7’) is called the response function. These results are only formally
exact because we may not necessarily know what matrix will invert x ! (r, r’), we can however
use these results to make a connection to the more familiar macroscopic DCT without
knowing x(r,77).

If we identify P(r) with (m(r))n then equation 5.6 and equation 5.20 are two different
ways of computing the same thing, one from the macroscopic perspective and one from the
microscopic perspective. To make the connection concrete however, we need to distinguish
between the applied external field &, and the field due to internal sources (&;) in equation

5.6:

(m(r))n = xe£(r) = xe(&(r) + &(r)). (5.21)
We interpret &;(r ) as the field generated by the average polarization. The electric field at r
due to a dipole d at 1’ is VV’ d( ') which means that the total internal electric field is

1
7

Ei(r) = —n/dr'(vvl )- (m(r')). (5.22)

This integral is easier to evaluate than it looks. We can rearrange 5.17 so that we have
VV’rlr,' in terms of xy~!(r,r’) and we can insert equation 5.20 to obtain

= —n/dr — ) —pn(at — MTn)Ic;(r—r )] /dr"ﬂgo(")~x(r’,r"). (5.23)
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This equation reduces to

-1 4
() = 5o / dr" B, (r")3(r — ) — Bn / @' (o™ = TG~ )] (5.24)
n
By integrating over the delta functions we find that &; is a simple function of &, and the
polarization.

Eilr) = —&(r) + (o=t — —==){m(r)) (5.25)
By comparing this to the macroscopic equation we find

n e—1

Xe = g = , (5.26)
(=1 —422) 47

which leads to the Clausius-Mossotti equation relating the dielectric constant € to the local
susceptibility a:
dmna e—1

3 e+1 (5:27)

5.5 Normal modes of a dielectric

The analysis in the last section provides us with an extremely useful result, but further
applications will require us to actually have a form for the response function x(r,r") which
means we need to invert x~!(r,r’). Using equation 5.27 we see that xy~! can be rewritten as:

1

=7

47 Bn?
e—1

Finding the inverse of a matrix like this is easiest if you can find the basis in which it
is diagonal, which is equivalent to finding its normal modes. This matrix is translationally
invariant which means that its normal modes must be Fourier modes. Equation 5.10 tells
us how to expand the second term in a Fourier basis. Expanding the first term in a Fourier
basis requires the Fourier representation of the delta function, which is

I6(r —7') + Bn*VV’

x N, ') = (5.28)

d];: —iE~('r—'r’)
(5(7‘ — r,) = / (271_)36 . (529)
The Fourier expansion of x~!(r,r’) is therefore given by
dk iz o AT 02 o s
-1 _ —ik-(r—r’) 2
) = /WG ST o dm i, (5.30)

The quantity in brackets is the Y~ (k), which as we can see has no off diagonal elements (there
is no coupling between k and k&’ where k # k). However, the 3x3 matrix that composes each
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diagonal element is not itself diagonal. There is a convenient basis set for inverting matrices
that involve I and the outer product of two unit vectors. This basis set is composed of the
two elements

Jy = kk, (5.31)

and B
J_ =1 —kk. (5.32)

These tensors have the following easily checked properties:

r]+' J+ - J+ (533)
JoJ. =J_ (5.34)

These relationships imply the following identity for matrices that are a linear combination
of these two tensors:

(aJy +bJ)-(a Ty +b71T) =1 (5.36)

We can rewrite Y~ '(k) in this form as

1 . o
(k) = AnBn?[—— (I — k) + —— k], (5.37)
e—1 e—1
and we see right away from equation 5.36 that
~n —1aAx
(k) = (4n8n?) (e — 1)(I — k) + k). (5.38)
€

Performing the inverse Fourier transform of this we find that the response function for a
uniform dielectric is
-1 —1 1
= I5(r =) — ==YV ! (5.39)

Ae |r — 1|

In what follows we will refer to this response function as x°.

5.6 Response function for a semi-infinite dielectric

The response function above accurately describes both the response to an external field
and the correlation function for a perfectly uniform system. If we wish to consider systems
that have a nonuniform dielectric constant then it describes neither. Imagine a system which
has dielectric constant €; in some region of space and dielectric constant €5 in other regions.
It might seem reasonable to formulate the problem as a set of coupled harmonic oscillators
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using an analogue of equation 5.16, in which « takes different values in different regions
according to the Clausius-Mossotti equation (eq. 5.27). However, if e = 1, then a = 0
according to equation 5.27, which means there is an infinite penalty for locally forming a
dipole in the ey region. Chandler and Song ([58]) adopt the perspective that it is more
natural to think of this sort of inhomogeneity as a constraint on a Gaussian field then as
a region with a different local polarizability «. This perspective is less general because it
only holds when the e; = 1, but this covers an important class of problems. If we denote
the volume in which we impose the constraint V5, the partition function of the constrained
system is given by

7= / ()] [T 867 (r) exp[—% / dr / ()~ () () — Bn / dri(r)E, (r)].
reVa
(5.40)
In a formal sense this is simply a multidimensional gaussian integral, no more complicated
than equation 5.18 except that the integral is over a smaller set of modes. The response
function is still given by the inverse of x = (r, r’) except now 7 and r’ have a restricted domain.
The inverse condition is

/ dr'x(r,7")x (', r") = §(r, ") (5.41)
Vi

In general, the function y(r,r’) that satisfies this equation depends on the geometry of
V1 (the unconstrained volume), meaning the nature of the correlations changes when you
impose a constraint. In practice, solving equation 5.41 may be a very challenging numerical
problem. In the previous section, we were able to invert x~!(r,r’) by working in the Fourier
basis, which is the normal mode basis of any translationally invariant system, however a
constrained system does not have translational invariance and we don’t necessarily know the
normal modes. We will discuss a different method for calculating the response function when
the region V; is the entire half of space below a plane at z = 0, which is the semi-infinite
dielectric scenario of interest to us. We will adopt the following ansatz for the response
function

e—1

X1 = 1 (65(7« Y E;Tlvv’ ( +glr, r’))) C (542)

If we substitute this ansatz into equation 5.41, along with the definition of x~!(r,7’") we
obtain

=7

-1 1 1
S vAY ( + g(r, 7’/)) + V' [ﬁn2/ dr'x(r, 7’”)V”—:| = 0. (5.43)
\%

4d7e [ — 1| |r" — 1|
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We can evaluate the quantity in brackets using linear response theory. If we recognize
that

1
H—|7"” — ==&°(r" ") (5.44)
where £°(r”, ') is the external electric field at r” due to a unit point charge at ’, then we see
from equation 5.20 that the quantity in brackets is the polarization at r due to a point charge
at r’. From macroscopic electrostatics (equation 5.6), we know that this polarization is equal
to the susceptibility times the total electric field. If we make the substitution P(r) = ni(r)n
and x,. = % then equation 5.6 becomes
7 iy, 5.45
(i = <€), (5.45)
Which says that we can solve for the average polarization if we know the total electric field
(from both internal and external sources) due to a point charge. For the case considered
here, in which V; is the half space below a plane, this electric field has the image charge form

described in chapter 1
1 1 -1 1
ﬁﬂz——( + 5 ), (5.46)

e\|r—7 e+1|r—r|

where 7/, is the vector r’ with the z-coordinate reflected through the boundary between
the dielectric and the vaccum. This means that the term in brackets is

1 —1_1 1 -1 1
5n2/ dr"x(r,r")\V" S v <| 7 + ) : (5.47)
1%

" — 1| A4 e \|r—r e+ 1|r—rl|

and equation 5.43 can now be rewritten as

1 | 1, 1/ 1 11
_ vv( +ﬁnﬂ)+€ﬂ_VV—( + ):o. (5.48)

Are lr— 1| 4 e\|r—7| e+1|r—r|

From this expression we can easily read off that g(r,r") = <= . The full response

e+1 |r—rl|
function is then given by:
, e—1 , e—1 , 1 e—1 1
= o(r—r )l — ——VV 5.49
x(r,7) 4 n2e <€ (r=7) AT <|T—T’\ +6—|—1|7’—T;| ( )

The analysis described here is very general, and it allows you to find an exact analytical
form for the response function in any geometry for which you know the total electric field
E(r) due to a point charge.

The geometry we are most interested in is the one depicted in figure 5.1 in which the space
of the plane and the interior of a sphere are constrained. In this case we can not solve for
the electric field exactly and the method described here will not work. It may seem that the
simplest approach is to find a numerical solution to 5.41, but this is very difficult due to the
fact that the space V;, and therefore the size of the matrix you need to invert, is infinite.
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Chandler show that there is a much easier way to solve such problems when you only want
to constrain a small region of space. Given a response function x(r,r’), you can compute
the modified response function due to imposing a constraint in some small region as

Xm(T,’ /r/) — X(/r’ 7,./) _ / / dr//dr///X<7a, T_//) . X;ll (/r//, 7,'///) . X(/rl”’ /r_‘/)? (550)
where x;,(r, ") satisfies(for  and 7/ in):
/ dr"x; Hor ") x (" ') = 8(r — ') 1. (5.51)

The un region here is the interior of the region occupied by the solute. This is a numerical
problem that only requires us to invert a finite (and probably very small) matrix.

5.7 Solvation free energy of point charges in a cavity

Among the interesting things we can compute when we know the response function for
a given geometry is the solvation free energy of point charges in a cavity. The general
expression for such a free energy is

2
E:—Bi/ / drdr'V ! X" (r, ")V ——— (5.52)
2 iJn

1
|T_7n0| |7ﬂ/_7’0|.

where y" is the modified response function given by equation 5.50 and V is the unconstrained
region. If we insert the definition of x" we see that the energy breaks up naturally into two
terms. The first is

2 1 1
E, = —@/ / drdr'N ———x(r, 7"\ V' ————, (5.53)
2 Vidvi |T - T0| |T‘/ - To|
and the second is
Bn® 1 . 1
B Y= S S ) G e Y
(5.54)
so that
E=F,— E. (555)
To evaluate E, we rearrange equation 5.43 to find
1 e—1 1 e—1
2 dr'x(r)V = )| = G(r,ry 5.56
Bn /\/1 r'x(r,r")V P— y— \Y E— +g(r,75) Tre VG(r,r,), (5.56)

where the last line defines the function G(r,r,). Plugging this into the equation for E,
we find

8me [ — 70|

1 1
B = / drV ————NG(r, ). (5.57)
%1
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We could try to evaluate this integral analytically using integration by parts, but this is
not actually necessary. To see this, we maniuplate equation 5.56 further by inserting the
definition y from equation 5.49. This gives us

€— 1v 1 (- 1)
A |lr—r,|  (47m)%e

1 _6—1

Ir' — 1| 4me

/ AV G, )V VG(rr).  (5.59)

If cross out the V the integral in this equation resembles the integral in equation 5.57. This
gives us

(6 — 1>2 / I/ N/ 1 e—1 1
———— | dr'V'G(r,r")V =— G(r,r, —1 5.59
4me " (r,7) [T — 7, € (ryro) + (€ )|r—ro| (5:59)
And by comparing to equation 5.57 we find
e—1 1 1
EO i S 0y 'O .
P — + €g(7“ To)- (5.60)

Now we turn to evaluating E., we will find that a similar set of tricks allow us to bypass
doing any difficult integrals. If we use equation 5.56 we find that we can immediately perform
the integrals over r and " in equation 5.54 and we find

1 6—1

E.=—
25712 47e

// //d/r.l//vl/G(/r 7”0> in (r /r//l) V///G( /// ) (561)

To proceed further we need to define y;'. We adopt an ansatz which has the following
general form:

Bn24r

1 6(/),,// _ 71/l/)[ + 5n2vllv///G<r//’r///) _'_ 5”247]-6

Xi—nl (r//’ T,//) — V!/v//lf( 7,_///>, (562)

€ —

and it satisfies the equation

/ dT'/”X;@l (7“”, T//’)X(T”/, ro) _ 5(7,//’ 7'0)[' (5,63)

" r,) (from equation 5.49) into this equation we get:

If we insert x(r

—1 ~1\? 1
4€7Tﬁn2 Xm (T’/7 7’0) _ (647T ) EBTF /d?“mxml(rﬁ, T/,/)VWVG(TW, To) _ 5(7”//, 7“0)] (5.64)

If we insert the definition of x; ' we find the delta functions on either side of this equation
cancel and we are left with
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4e
e—1

e—1 ? 1 m.—Ll/ 1 m " " _ e—1 " Vi "
( ym > e/BnQ/dT Xin (" T"NNG(r" ) = ?V V|G, r,) + fo"ry)
(5.65)

Rearranging slightly and crossing out the V we find

/drl//X;zl (T,/, T/,/>V///G(T///, T()) — 4:-6_/87;’2 V// [G(T/,, To) +

dre "
1f(r ,7‘0)] . (5.66)

The left hand side of this equation appears in the expression for E., equation 5.61, so we
can immediately perform the integral over " and we are left with
1l,e—1 4de
E.=— . ro) | . 5.67
o | e
To evaluate this integral we must write out equation 5.66 in more detail by inserting the
definition of y;!. This leaves us with

)/ dr'"V"G(r"r,)V" |:G(7“”,TO) +

4me

4 4
4 V//G<T//,To) _|_ /d,r///vllv/// |:G(T//,T///> + Trlf<,r//7r///):| v///G(,r///’,rO)

e—1 € —

B dme _, " 4re y
= e—lv [G(r ,T0)+€_1f(r 7o) | -

If we cross out V” and rearrange slightly we find

4rre
e—1

AF (", 1o).

(5.68)
The integral on the left side very nearly resembles the integral that appears in 5.61. We need
only set " equal to r,, and then change the integration index from " to r” and we find

4
/drlllvl// |:G(r//’,r///) ‘l’ 7T1f<rl/7r/l/>:| VWG(T’W, /ro) — 47TG(T//, ro) + (
€ —

4re
e—1

dr'"~N"G(r",r )V |G(r" ry) + 4—7Tf(r", ro)| = 47G(ry, 7o) + ( V2 f(ro,mo). (5.69)
e—1

This equation allows to evaluate E. immediately as

1 /e—1 4re
E. = _5 < c G(T07T0> + e — 1f<T07T0)) : (570)

Finally we compile the total solvation energy as

2 1
E = Eo - Ec - 7T€1 f(roa 7“0) + 59(7107 To)- (571)
€ —
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5.8 Integral equations for f(r ')

Equation 5.71 is a compact expression for the solvation free energy of a point charge
inside a cavity in terms of the function f(r,7"). Equation 5.68 is the integral equation that
determines this function. We will rearrange this equation slightly and change variable names
so that the subsequent discussion parallels the discussion in the Song and Chandler paper

[57]:

(e —1)?

/ dr"~N" f(r, P )\NV"G(r" 1) = 0.

ef(r,r') +

e—1
47

In this section we will describe a method for solving this equation when the in region is
a sphere, and that sphere is not penetrating the boundary (case a in figure 5.1). Solving
this equation will proceed in two steps. First we will solve for f(r, R), where R is on the
boundary of the sphere. Once we know its value on the boundary we can then solve for its
value in the interior (details will follow shortly).

~1\’1
Gr,r') (6 - ) - / "G (r, ")V G (" 1)

(5.72)

To begin with we choose r to be at the center of the cavity and r’ to be on the bound-
ary and we will apply integration by parts to each of the integrals above. As an example, if
we integrate the second integral by parts we obtain

/dr”V"f(r,r”)V"G(r”,7’/):/ dagn f(r, R")VHG(R”,R')—/ dr” f(r, 7" \V*G(r", R)),

surf in
(5.73)
where we have adopted the notation that a capital R indicates a point on the surface. Recall

that the definition of G(r",r’) is

1 e—1 1
" /
= . .74
G, ) lr—7r| e+ 1|r—rl| (5:74)
This means that

—1

VQG(T”, R,) = —A4r (5(7“”, R/) + 6_{_—1(5(7“”, R;)) (575)
€

which is a delta function centered on the boundary. The second integral in equation 5.73
only picks up half of this delta function. This means that the integral equation 5.72 can be
rewritten as
1 —1,1
IR < ([ daw, Gl RO R)
surf

4 €
e—1

/ dCLRNf(T, R”)VnG(R”, R,) =0.
4m surf

(5.76)
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This integral equation determines f(r, R), where R is on the boundary. We will have a
separate equation below to determine f(r,r’) where both r and r’ are in the interior. We
will solve this using a spherical harmonics expansion and the identity

o0 l
= =T X g 9Yin0,9) (5.77)
The spherical harmonics expansion is natural because the surface integrals in equation 5.76
are over the surface of a sphere, and the spherical harmonics form an orthonormal basis on
this surface. To be explicit, the integrals in equation 5.76 are

27 ™
/ dagn = L? / d¢" / do"” (5.78)
surf 0 0

where L is the radius of the sphere and 6 and ¢ are the usual polar and azimuthal angles,
respectively. The spherical harmonics obey the property:

/ d¢” / 0"y, (0", ") Y (0", ") = 61,00 (5.79)

Because we have chosen r to be at the center of the sphere, f(r, R') depends only on the
polar angle #" and we need only keep terms in its spherical harmonics expansion for which
m = 0. For this reason we will drop the m subscript and just write

f(r,R) = fY;(0). (5.80)
Equation 5.76 requires a spherical harmonics expansion for the function G(R”, R') which
does not have azimuthal symmetry and therefore its expansion would necessarily have terms
for which m # 0. However, G(r, R"”) does have the azimuthal symmetry and the consequent
vanishing m # 0 spherical harmonic components. This means that when you evaluate the
first (or the second) integral in equation 5.76 only the m = 0 terms matter because of the

orthonormality condition. We will therefore only keep track of m = 0 terms in an expansion
of G(R", R'), which will look like

G(R', R) = GY,(0)Yy(¢) (5.81)

Now we will construct explicit forms for the spherical harmonics expansions of the various
terms in equation 5.76. First of all, the first term and the second term in5.74 should be
handled separately because the first is a standard Coulomb potential and its expansion is
given by equation 5.77. The spherical harmonics components of the second terms have to
evaluated analytically or numerically term by term. For later reference we will write out the
functional forms of these second terms:

1 1 e+1
B = ’ 82
PR P+ —ddLeos@) i =19 H) (5.82)
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and
1 p—
C=r
1
(2L2(1 — sin(0”) sin(@’) cos(¢")) — 4Ld(cos(8") + cos(8')) + 4d? + 2L2 cos(6”) cos(8'))1/?

1
_ T RR) (5.83)
6_

The spherical harmonics expansions of the first G term in equation 5.76 is

Glr, R") — Zam M+Zm9" (5.84)
where
27 T
A= / i / 4 g(r, R)Yi(6). (5.85)
0 0
And for the second G term we have
47 1
G(R" R = Y,(60")Y, BY,(0"M)Y, 5.86
where
27 T 27 T
By :/ dgb'/ d@'/ dqb"/ dd"g(R", R"Y,(6")Y,(6"). (5.87)
0 0 0 0
And finally
V.GRR) =3 T Ly, +ch Yi(0")Y; (5.88)
" ’ — 2(20 + 1) L?
Where 27 T 27 T
Cl:/ d¢’/ d9’/ d¢”/ d9"V,g(R", R"Y;(8")Y;(6"). (5.89)
0 0 0 0

If we plug all of these along with equation 5.80 into equation 5.76, and then integrate
over the angles we find:

e+ 1 e—1 47 9 B
fl( 2 g <_2(2l+1)+LC’>)_

(E;Tl) 1( 510\/_+L2Al)< 4: l+Bl) (5.90)
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We now turn our attention to solving for f(r,r’) when both r and ' are in the interior.
If we take both r and " to be at the center of the sphere, and then we integrate equation
5.72 by parts we obtain a different integral equation

—-1,1
C Ty / dapVoG(r, R)G(R" r) —
surf

4 €

e—1

Frr) —( / a1, R G r) =0,

(5.91)
which takes the surface solution f(r, R”) as input. To solve this equation we will again use a
spherical harmonics expansion. For the terms V,,G(r, R”) and V,,G(R",r) we already have
the spherical harmonics expansion (equation 5.84). The remaining required expansion is

R// Z 5l O

7

Yi(6") ZD Yi(0") (5.92)

where . i
D= / i / 40 (R, r)Yi(6)). (5.93)
0 0

Performing the spherical harmonics expansion on equation 5.91 we find

f(TaT/):Z(€_1)1< 510\/_+L2Al> (\/_%—I-Dz)

A
Yy Ly (—5170‘/? + Al) (5.94)
l

47

We can evaluate analytically evaluate this equation and equation 5.90 to lowest order in the
expansion. If we assume that the cavity is very far from the interface so that d >> L then

we find that
/ /! /! /! 47r
B, = — / dgzﬁ/d&/ dgb/d@YO Yo (0") = 5 (5.95)

If we neglect all higher order terms along with all the A; and C; (which are higher order in

4) we find ( »
e—1 1 1 e—-11
Jo= e Ar (E + €+ 12_d) (5.96)

D, can be evaluated in a similarly straightforward way in the limit that d >> L:

1 [ i Var
D, = — ! Yo (0) = — .
0 2d/o d¢/0 dg'Yy(0") 5d (5.97)

Now we take the first term in the sum in equation 5.96 (neglecting A,) and we find
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)~ =€ b (1 b 1i) (5.98)

4re? L e+12d

This is the function that appears in the expression for the solvation free energy 5.71, and if
we substitute this expression into that equation we finally have

e—11 e—1 1

% LT e(e+1)4d
The first term here is the born solvation energy for a unit point charge at the center of a
cavity with radius L, and the second term is the interaction between that charge and its
image charge. This result is often claimed to be an exact result for the cavity below the
interface [3] but we see here that it is only in fact a lowest order result. Extending this to

higher order (and to the case where the cavity is penetrating the boundary) requires some
numerical work which is not yet complete.

E(L,d) ~

(5.99)
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