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Influence of Hydrological Perturbations and Riverbed
Sediment Characteristics on Hyporheic Zone
Respiration of CO2 and N2

Michelle E. Newcomer1 , Susan S. Hubbard1 , Jan H. Fleckenstein2 , Ulrich Maier3,
Christian Schmidt2 , Martin Thullner4 , Craig Ulrich1, Nicolas Flipo5 , and Yoram Rubin6

1Climate and Ecosystem Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA, USA, 2Department of
Hydrogeology, Helmholtz-Centre for Environmental Research, UFZ, Leipzig, Germany, 3Department of Applied Geology,
Geoscience Centre of the University of Göttingen, Göttingen, Germany, 4Department of Environmental Microbiology,
Helmholtz-Centre for Environmental Research, UFZ, Leipzig, Germany, 5Geosciences Department, MINES ParisTech, PSL
Research University, Paris, France, 6Department of Civil and Environmental Engineering, University of California, Berkeley,
CA, USA

Abstract Rivers in climatic zones characterized by dry and wet seasons often experience periodic
transitions between losing and gaining conditions across the river-aquifer continuum. Infiltration shifts can
stimulate hyporheic microbial biomass growth and cycling of riverine carbon and nitrogen leading to
major exports of biogenic CO2 and N2 to rivers. In this study, we develop and test a numerical model that
simulates biological-physical feedback in the hyporheic zone. We used the model to explore different initial
conditions in terms of dissolved organic carbon availability, sediment characteristics, and stochastic
variability in aerobic and anaerobic conditions from water table fluctuations. Our results show that while
highly losing rivers have greater hyporheic CO2 and N2 production, gaining rivers allowed the greatest
fraction of CO2 and N2 production to return to the river. Hyporheic aerobic respiration and denitrification
contributed 0.1–2 g/m2/d of CO2 and 0.01–0.2 g/m2/d of N2; however, the suite of potential microbial
behaviors varied greatly among sediment characteristics. We found that losing rivers that consistently lacked
an exit pathway can store up to 100% of the entering C/N as subsurface biomass and dissolved gas. Our
results demonstrate the importance of subsurface feedbacks whereby microbes and hydrology jointly
control fate of C and N and are strongly linked to wet-season control of initial sediment conditions and
hydrologic control of seepage direction. These results provide a new understanding of hydrobiological and
sediment-based controls on hyporheic zone respiration, including a new explanation for the occurrence of
anoxic microzones and large denitrification rates in gravelly riverbeds.

Plain Language Summary River systems are important components of our landscape that help to
degrade contaminants, support food webs, and transform organic matter. In this study, we developed and
tested a model that could help reveal the role of the riverbed for these ecosystem services. We used the
model to explore how different riverbed conditions eventually control the fate of carbon and nitrogen. Our
results show that carbon and nitrogen transformations and the potential suite of microbial behaviors are
dependent on the riverbed sediment structure and the water table conditions in the local groundwater
system. The implications of this are that the riverbed sediments and the cumulative effect of water table
conditions can control hyporheic processing. Under future river discharge conditions, assuming reduced river
flows and siltation of riverbeds, reductions in total hyporheic processing may be observed.

1. Introduction

Despite their small areal extent, rivers are increasingly recognized as significant hot spots for global carbon
(C) and nitrogen (N) degradation and associated greenhouse gas emissions (Battin et al., 2016; Gomez-
Velez et al., 2015; Höpfner et al., 2012; Hotchkiss et al., 2015; Peyrard et al., 2011). The significance of biogenic
CO2 and N2 gas production due to heterotrophic microbial activity in rivers and associated hyporheic zones
to the overall carbon balance of rivers is poorly quantified, yet net heterotrophy is estimated to be
0.32 Pg C yr�1, with half of terrestrial organic carbon stored or transformed in aquatic systems (Battin et al.,
2008). While net heterotrophic conditions are common in inland waters (Escoffier et al., 2016), much less is
known about controls on hyporheic zone contributions to biogenic CO2 and N2 gas production and fate of
resulting C and N storage in subsurface biomass.
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As a zone that links the river and aquifer compartments, hyporheic zones represent a transitional region
important for a multitude of ecosystem services (J. W. Harvey & Gooseff, 2015; Larned et al., 2015).
Hyporheic zones support heterotrophic microbial aerobic respiration (AR), anaerobic denitrification (DN),
and nitrification (NI) (Gomez-Velez et al., 2015; J. W. Harvey et al., 2013), processes that transform a significant
percentage of terrestrial organic matter (Casas-Ruiz et al., 2016; Findlay, 1995; Rode et al., 2015). Here we
define the hyporheic zone as the portion of the sediment where biogeochemical conditions are influenced
by the bidirectional supply of nutrients from the stream or aquifer across steep redox gradients (Figure 1).
In addition to redox reactions, hyporheic zones can store river C and N in interstitial microbial biomass in
riverbed sediments across sharp oxic-anoxic fronts (Caruso et al., 2017). Despite the importance of rivers
and hyporheic zones for these ecosystem services, the role of the hyporheic zone and controls on the rates
of these processes still remains poorly understood across landscapes, climates, and scales within a watershed
(J. W. Harvey & Gooseff, 2015; Ranalli & Macalady, 2010).

Hyporheic zones contribute to metrics of river net ecosystem productivity (NEP) through the consumption of
O2 from AR and NI and the production of CO2 from both AR and DN. NEP is typically estimated with instream
diel oxygen metabolism methods (i.e., Escoffier et al., 2016; Hall et al., 2015; Hotchkiss et al., 2015; Odum,
1956), as a balance between gross primary production (GPP), autotrophic respiration (Ra), and river and
hyporheic heterotrophic respiration (Rh1 + Rh2) where the hyporheic heterotrophic component (Rh2) is
typically neglected in the O2 model (Figure 1). Assuming a 1:1 ratio between O2 consumption and CO2

production (dO2
dt ¼ � dCO2

dt ), and constant diffusion terms (D), hyporheic heterotrophic respiration (Rh2) is then

estimated using river CO2 mass balance closure with rates of Rh2 found to vary between 1 and 2 g/m2/d of
CO2 (Hotchkiss et al., 2015). DN rates have been estimated from hyporheic studies ranging between 0.1
and 0.4 g/m2/d of N2 (J. W. Harvey et al., 2013).

Our fundamental understanding of the controls on AR and DN within hyporheic zones is linked to the accu-
rate representation of the physical conditions of this zone (Figure 1). Physical characteristics can vary dyna-
mically with time as a function of microbial growth and infiltration within riverbed sediments representing

Figure 1. Geometry of the 1-D river, aquifer, and hyporheic zone compartment conceptual model setup. The exchange of
nutrients, water fluxes, and gases across the hyporheic zone occurs because of bidirectional flow paths and steep DO-pH
gradients. Head boundary conditions are implemented on the top and bottom of the model to represent the river and
the groundwater table. Riverbed and aquifer hydraulic conductivities are shown as Kc and Ka, respectively. NEP = net
ecosystem production; GPP = gross primary production; Ra = autotrophic respiration; Rh1 + Rh2 = river and hyporheic
heterotrophic respiration; D = diffusion.
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an internal control on AR and DN (Newcomer et al., 2016). As microbial populations increase (Rosenzweig
et al., 2014; Thullner, 2010; Yarwood et al., 2006), biofilms and cellular matter associated with their growth fill
sediment pore spaces, reducing riverbed porosity (Φ) and riverbed hydraulic conductivity (Kc) (Brovelli et al.,
2009; Thullner, Mauclaire, et al., 2002; Thullner et al., 2004; Thullner, Zeyer, & Kinzelbach, 2002) and thereby
also infiltration and the rate of substrate provision and associated residence time distributions (Aubeneau
et al., 2016; Caruso et al., 2017). This dynamic dependence of porosity upon biomass and of biomass growth
rates on porosity generates a complex, self-limiting bottom-up feedback effect whereby microbial biomass
limits the flow that initially supported its growth.

In our work, we hypothesize that the impacts of these internal bottom-up feedback on seasonal rates of bio-
genic gas production and microbial growth will vary with the physical, hydrological, and ecological condi-
tions of the riverbed at the beginning of the growing season (Marmonier et al., 2012; Power, 1992; Power
et al., 2009; Power et al., 2008; Zarnetske et al., 2011). In Mediterranean climates, for example, where mild
wet winters and long hot dry summers are common (Bonada & Resh, 2013; Inman & Jenkins, 1999), this cor-
responds with the dry, low river flow summer period after the winter and spring wet season. Mediterranean
climates occur around the world between 30 and 40° latitude and are typically found on the western edges of
continents (Deitch et al., 2017). River flow variability during the wet season in Mediterranean regions (of
which California is included) from intense precipitation events such as atmospheric rivers (Dettinger et al.,
2011) represents an external top-down impact that can shape riverbed geomorphology (Aalto et al., 2003;
Kondrashov, 2005), sediment type (Andrews & Antweiler, 2012; Cayan et al., 1999; Mutiti & Levy, 2010), and
grain size variability (Karwan & Saiers, 2012) at the beginning of the summer dry season. Since seasonally
dry climates are characterized by tremendous variability in wet season conditions, a wide suite of potential
summer initial sediment conditions and hyporheic behaviors are possible (Vico et al., 2015).

DN is one such hyporheic process where great variability has been observed across all sediment conditions.
As pointed out by Harvey et al. (2011) and Lansdown et al. (2012), studies on the role of streambed sediments
on DN rates often provide inconsistent, often conflicting rates as a function of grain sizes. Conflicting results
range from reports of higher overall respiration rates in coarse sediments (B. N. Harvey et al., 2011; Hou et al.,
2017) and greater DN in coarse gravels in the top 10 cm along stream riffles (Lansdown et al., 2012) to reports
of lower DN in coarse grain sizes (Garcia-ruiz et al., 1998) and greater microbial activity in gravels paired with
lower DN rates (Dodds et al., 1996). A variety of geomorphic, hydrodynamic, climatic, and sediment condi-
tions have emerged as factors jointly controlling DN rates, yet the fundamental role of sediment structure
in controlling respiration rates is missing (Findlay, 1995; J. W. Harvey et al., 2013; Ritz et al., 2018).

Summer dry conditions following wet winters represents a period in which Mediterranean rivers often transi-
tion from being gaining to losing rivers (Crosbie et al., 2014; Lamontagne et al., 2013; Oyarzún et al., 2014;
Sapriza-Azuri et al., 2015), particularly as groundwater levels decline (Lavers et al., 2015). As drying progresses,
losing rivers can further transition from being hydraulically connected to the groundwater through a continu-
ously saturated zone to being disconnected from the underlying aquifer by an unsaturated zone
(Lamontagne et al., 2013; A. M. McCallum et al., 2013; Rivière et al., 2014; Su et al., 2007; Treese et al.,
2009). Water table fluctuations associated with anthropogenic pumping and hydrological perturbations
can induce oscillations between conditions of gaining and losing (Baratelli et al., 2016; Pryet et al., 2015),
and disconnection/reconnection that may limit or enhance infiltration patterns and nutrient supply support-
ing increased reactive efficiencies within the hyporheic zone (Trauth & Fleckenstein, 2017).

In this study, we develop and test a model that can simulate joint riverbed biological-physical feedback. We
use themodel to explore how variations in groundwater levels, antecedent hydrological conditions, initial riv-
erbed sediment characteristics, and dissolved organic carbon (DOC) delivery influence nutrient transforma-
tions in the hyporheic zone and resulting storage or release of C and N in biomass and biogenic CO2 and
N2 to the atmosphere to quantify the hyporheic controls on NEP (Figure 1, Rh2). We hypothesize that the
initial riverbed sediment characteristics, specifically hydraulic conductivity (Kc) and porosity (Φ), exert a major
control on hyporheic bioclogging and C and N consumption through bottom-up feedback, while the prevail-
ing hydrology represents the main top-down control on C and N export in the form of CO2 and N2.

The remainder of this study is organized as follows. In section 2, we describe our assumptions, methods, and
modeling framework. Section 3 describes our modeling results for an ideal, nonlimiting system. The model-
ing results are quantified by assessing hyporheic biogenic gas production and then release of those same
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gases to the river which represents the Rh2 term in Figure 1. To the author’s knowledge, this is the first study
to quantify the hydrological and sediment controls on the hyporheic component of heterotrophic respiration
that includes microbial biomass growth as a physically constraining feedback. Section 4 then describes the
role of the hyporheic zone in river systems.

2. Methods

In this study we compare infiltration, nutrient consumption, microbial growth, subsurface storage of C and N,
and gas production feedback across multiple scenarios of hydrological and riverbed sediment conditions
using a 1-D model setup of the hyporheic-aquifer zones (Figure 1). We analyzed these feedback mechanisms
within the context of a seasonally dry semiarid gravelly river that is periodically experiencing river-aquifer
connection dynamics and that is prone to prolonged periods of drought with superimposed fluctuations
from a dynamic water table and groundwater pumping. These dynamics were investigated using bioclog-
ging, infiltration, and pumping data from the Wohler Riverbank Filtration Site located along the Russian
River, California, USA, as a representative Mediterranean site (study area and data collection described in sup-
porting information S1; Ulrich et al., 2015). In this section, we describe model development and the range of
water table and riverbed sediment characteristics imposed in our numerical study.

2.1. Model Development

One-dimensional models representing vertical flows between the Russian River and the underlying aquifer
were developed using the MIN3P reactive transport code with the two-layer sediment structure represent-
ing simple heterogeneity shown in Figure 1 (Mayer et al., 2002). MIN3P is a finite volume numerical code for
variably saturated subsurface flow and multicomponent reactive transport. A 25 m vertical model domain
was discretized with variable spacing (0.01 m–0.1 m) and two sediment layers representing the riverbed
clogging layer and underlying aquifer layer where Kc and Ka refer to saturated hydraulic conductivity of
the riverbed clogging layer and aquifer layer, respectively (Figure 1). We chose this simple, two-layer hetero-
geneity model to allow the river and aquifer to undergo disconnection following a losing-connected,
losing-transitional, and losing-disconnected sequence with periodic switches between losing and gaining
conditions (Brunner, Simmons, & Cook, 2009; Irvine et al., 2012). Within each model layer, we did not include
within-layer heterogeneity such as sublayers with different hydraulic properties or geostatistical sediment
distributions, and we assumed homogeneous hydraulic properties for each of the two layers. We acknowl-
edge that real systems have tremendous heterogeneity even within seemingly homogeneous sediment
types, and river dynamics may allow stratigraphic sequences with multiple and alternating high- and low-
permeability layers. The potential implications of this are multiple “bottlenecks” along the flow paths and
development of preferential flow paths that significantly influence flow and solute transport (Fox et al.,
2016; Hatch et al., 2010; Tang et al., 2015; Tonina et al., 2016; Zhou et al., 2014).

A 1-D modeling approach introduces major assumptions concerning the dominant direction of flow since
this is by definition unidirectional at any point in time and space and neglects multidimensional flow
paths intrinsic to hyporheic systems. In most subsurface systems, flow is not 1-D but instead a complex dis-
tribution of flow paths and directions that have wide residence time distributions at varying depths (Fox
et al., 2016; Sawyer & Cardenas, 2009) and bidirectional flow paths that are also intrinsically 3-D (Trauth
et al., 2015). We chose to use 1-D models as a preliminary exploration of the role of microbial populations
on biogeochemical cycling and to keep scenario-based complexity manageable for representing rivers
where dominant seepage directions are vertical rather than horizontal (Fleckenstein et al., 2006; Kalbus
et al., 2009).

Reactive transport conditions included pore space microbial aerobic respiration (AR), NI as an additional
source of nitrate, and pore space microbial DN. Modeling frameworks exist for microbial species across many
different terminal electron-accepting processes in the redox sequence (Azizian et al., 2017; Canfield et al.,
1993; Thullner et al., 2007). Using dual-Monod kinetics, microbial growth was specified as a function of the
concentration of nutrient substrates and the concentration of microbial mass already in the system
(Murphy & Ginn, 2000). We chose to use dual-Monod kinetics to allow the dependence of reaction rates on
biomass, O2, DOC, and NO3

� concentrations. This method assumes a single-step approach when transform-
ing organic carbon to dissolved inorganic carbon and aerobic biomass (hereafter referred to as AR biomass)
assuming a microbial yield (y) of 0.33 in equation (1) for AR (y ranges between 0.1 and 0.6 for both AR and DN)
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(Molz et al., 1986; Thullner, Zeyer, & Kinzelbach, 2002; Zarnetske et al., 2012). In this case, the molar coefficient
Y = 1 produces the yield y = Y/(2 + Y) = 0.33:

2þ Yð ÞCH2Oþ 2O2↔2CO�2
3 aqð Þ þ 4Hþ þ YCH2OARbio (1)

Organic carbon is oxidized in this reaction and assumed to be in dissolved form. Biomass growth is repre-
sented through the oxidation of organic carbon by aerobes and is expressed as the biomass term in equa-
tion (1). Aquatic organic matter with a generalized formula representing DOC was represented by the ratio
C1:H2:O1 (Matsunaga et al., 1993). We used a biomass density of 0.8 g cm�3 drymass/wet volume (800 kgm�3)
which is within the range of reported densities (0.1–1100 kg m�3) for microorganisms including bacteria,
algae, fungi, and extracellular polymeric substances (Ezeuko et al., 2011; Kildsgaard & Engesgaard, 2001;
Rockhold et al., 2005; Rosenzweig et al., 2014; Thullner, 2010; Thullner et al., 2004). Carbonate equilibrium
is assumed as a function of pH:

CO3
�2 þ 2Hþ↔Hþ þ HCO3

�↔H2CO3↔CO2 aqð Þ þ H2O (2)

Biomass growth through the anaerobic oxidation of organic carbon by denitrifying microorganisms (referred
to as anaerobic biomass or DN biomass) is considered through the following equation where nitrate is the
electron acceptor and the microbial yield is 0.17 (Kildsgaard & Engesgaard, 2001):

5þ Yð ÞCH2Oþ 4NO3
� þ 4Hþ↔5CO�2

3 aqð Þ þ 10Hþ þ 2N2 aqð Þ þ 2H2Oþ YCH2ODNbio (3)

Aerobic NI was included to represent an additional source of nitrate:

NH4
þ þ 2O2↔NO3

� þ H2Oþ 2Hþ (4)

To allow microbially induced reduction of riverbed Kc and Φ during the simulation, we implemented a novel
bioclogging feedback mechanism in the MIN3P code using the bioclogging “Colony” constitutive model
(Thullner, 2010). The Colonymodel assumes an aggregated form of biomass in the pore space. We implemen-
ted the permeability and porosity feedback in the MIN3P numerical code with published parameters to allow
the feedback between biomass growth and Kc and Φ parameter updates at each time step during the entire
model run (Thullner, Mauclaire, et al., 2002; Thullner, Zeyer, & Kinzelbach, 2002). Conceptually, as the biomass
grows, the physical size of the pore space declines, which reduces Kc andΦ. Biomass accumulation was repre-
sented in the MIN3P model as a volume fraction of biomass occupying the pore space allowing a new Φ and
the new Kc at each time step. We chose the Colony model based on field measurements of biomass growth
and simulated infiltration responses to the Colonymodel fit to the bioclogging and infiltration field data (sup-
porting information S1) (Newcomer et al., 2016). To the author’s knowledge, allowing microbial biomass to
grow and provide a feedback to sediment parameters is not yet common in modeling approaches. We ran
two biomass groups—allowing simulations with and without this feedback (hereafter abbreviated “With
Bio Feedback” and “Without Bio Feedback”), to test the impact of microbial growth on flow and transport
and to provide an estimate of how much this modeling choice impacts respiration estimates.

2.2. Boundary Conditions, Initial Conditions, and Model Parameterization

Boundary and initial conditions are presented in Table 1. Large dissolved CH2O (DOC) concentrations (0.6 and
1.6 mmol/L) were chosen for the top boundary condition of themodel. Our two choices of top DOC boundary
conditions are presented in Table 1 and represent previously published DOC values (0.6mmol/L) (Trauth et al.,
2014) and a maximum case representing highly labile autochthonous sources from benthic river systems
(1.6 mmol/L) (Acuña et al., 2004; ElBishlawi & Jaffe, 2015; Flipo et al., 2004; Flipo, Rabouille, et al., 2007;
Kaplan & Bott, 1982, 1989; Mann & Wetzel, 1995; Wyatt et al., 2012). Bottom DOC concentrations were
selected from Rivett et al. (2008). Other species included in the model and reported in Table 1 were dissolved
O2 (DO), nitrate (NO3

�), and ammonia (NH4
+). DO concentrations for the surface were taken from average

Russian River DO measurements (morning, 9 mg/L; afternoon, 13 mg/L) and bottom concentrations taken
from reported groundwater far-field conditions (1–11 mg/L) (Kolbjørn Jensen et al., 2017). Nitrate (NO3

�)
values were chosen for the top (5 mgNO3

�/L) and bottom (1 mgNO3
�/L) condition based on river and

groundwater measurements (USGS Guerneville Station #11467000). Top values for NO3
� are low compared

with other studies (Sudduth et al., 2013). While groundwater NO3
� contamination is a common condition of

growing concern around the world (Flipo, Jeannée, et al., 2007; Seitzinger et al., 2006; Spalding & Exner, 1993),
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we simplify our model to the scenario where groundwater NO3
� contamination is not present. We acknowl-

edge that this assumption may change the dynamic of DN in gaining rivers when the NO3
� source is

groundwater; however, we chose this condition to better constrain modeled sources and sinks to the river
only. Ammonia (NH4

+) concentrations were chosen frommeasured river concentrations at USGS Guerneville
Station #11467000 and assumed for the lower boundary based on measurements of urban impacted rivers
(Vilmin, Flipo, Escoffier, & Groleau, 2016).

Dual-Monod maximum growth rate coefficients for AR and DN were 1E�4 MDOC
MO2Mbios

and 1E�5 MDOC
MNO3Mbios

and

were chosen from published ranges (M = mol/L of each species and s = seconds) (Rosenzweig et al., 2014;
Thullner, Zeyer, & Kinzelbach, 2002; Trauth et al., 2015). NI was included with a maximum specific growth

rate coefficient of 1E�4
MNH4
MO2 s

. Ranges of NI rate coefficients can be found in the literature (Admiraal &

Botermans, 1989; Aissa-Grouz et al., 2015; Raimonet et al., 2015; Sheibley et al., 2003; Strauss et al., 2004).
Half-saturation constants for O2 were (3.125E�6 M), CH2O (1.0E�4 M), and NO3

� (8.064E�6 M). Aqueous
and gaseous diffusion constants were 2E�9 and 2E�5 m2 s�1, respectively. Lysis of biomass (cell decay)
and turnover back to DOC was given the rate constant of 1E�7 s�1. These parameters were chosen from
a range of published values (Dupin et al., 2001; Rockhold et al., 2005; Rosenzweig et al., 2014; Samsó
et al., 2016; Thullner et al., 2005).

Advective-diffusive transport was simulated for dissolved solutes and dissolved gases, while for the gaseous
phase, only diffusive transport was considered. Gas phase advection was neglected for our selected flow and
transport conditions because dissolved gas concentrations never reached solubility and no formation of gas
bubbles or gas continuums had to be considered. Gas phase advection could occur through continuous
pressure gradients along the continuous gas phase or by bubble formation andmovement within the liquid.
Lacking this gas phase advective pathway, however, introduces major assumptions about gas storage in
subsurface systems. In this model, gases cannot escape to the atmosphere under losing conditions or by
2-D lateral flow, and this has implications for natural systems where the gaseous-phase advectionmay move
gas in opposite directions to water flow (Cuthbert et al., 2010; Rockhold et al., 2005; Yarwood et al., 2006).
Carbonate mineral precipitation and dissolution was also included, but this was negligible relative to the for-
mation of biomass species. Each simulation covered 1,000 days with a minimum time step of 1E�8 days and
maximum time step of 0.025 days, with each time step scaling to capture the reaction kinetics adequately.

2.3. Riverbed Sediment Characteristics and Their Control on Subsurface Flow

In Mediterranean climates, weather-controlled river flow conditions shape riverbed grain size distributions
through scouring benthic sediments during energetic flows and depositing sediments during low flow con-
ditions (Vilmin et al., 2015). We conceptualized the impact of river flow conditions on the numerical model
by setting different combinations of the initial riverbed layer sediment conductivity Kc and porosity Φ at the
start of each simulation (i.e., Gray et al., 2015a, 2015b; Marcarelli et al., 2015; Mutiti & Levy, 2010; Schälchli,
1992). We identify several sediment classifications having distinct porosity and hydraulic conductivity distri-
butions associated with a simple conceptual model of semiarid riverbeds with gravelly, poorly sorted, highly
heterogeneous sediments. We assume that more energetic river flow conditions will generally lead to larger
Φ, more uniform grain size distributions, coarse packing, and larger Kc (i.e., Mutiti and Levy, 2010), whereas
hydrograph falling limbs and less energetic river flow conditions will lead to smaller Φ, poorly sorted grain
size distributions, fine packing, and smaller riverbed Kc (Figure 2) (W. Chen et al., 2013; Kamann et al., 2007;
Leonardson, 2010; Marcarelli et al., 2015). The complexity associated with sediment texture, sorting, porosity,
conductivity, and flow conditions have been extensively reported (Aalto et al., 2003; Beard & Weyl, 1973;
Boadu, 2000; X. Chen et al., 2008; Inman & Jenkins, 1999; Rosenberry et al., 2012; Shepherd, 1989; Slatt,
2006; Sneider, 1987).

Six values of riverbed Kc (2.0E�6, 5.0E�6, 9.0E�6, 1.3E�5, 2.0E�5, and 6.0E�5 m/s) were used. Values of riv-
erbed Kc were chosen at the higher end of those reported for semiarid riverbed sediments (1.0E�6 to
1E0 m/d or 1.0E�11 to 1.0E�5 m/s) which represent poorly sorted heterogeneous cobbles and gravels
(Aqtesolv, 2016; Geotechdata, 2008; Taylor et al., 2013). We chose two values for aquifer conductivity Ka
(1.0E�4 and 3E�4, m/s) based on previous estimates for our site (Su et al., 2004; Zhang et al., 2011). The
choice of Ka then constrained our choices for Kc because we had to ensure that two criteria were met: (1)
modeled seepage generally matched that found at the field site (Figure S2c), and (2) to fulfill the criteriaTa
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for disconnection (Brunner, Cook, & Simmons, 2009) since evidence for
disconnection was observed at the site from infiltration and geophysi-
cal data (Newcomer et al., 2016; Ulrich et al., 2015). Four values of
riverbed porosity Φ (0.17, 0.21, 0.28, and 0.34) were tested. A total of
96 parameter combinations was used (2 DOC, 6 Kc, 4 Φ, and 2 Ka,
2 × 6 × 4 × 2 = 96).

We classify the end-members of the sediment parameters of riverbed
hydraulic conductivity (Kc) and riverbed porosity (Φ) into categories
that are conceptually representative of current and antecedent
hydrological conditions (Figure 2). We define our end-members by
the four possible combinations of maximum/minimum Kc and
maximum/minimum porosity and conceptually link these to river flow
regime. The hydrogeologic end-members are as follows:

1. High (Figure 2, line i. A high-Kc and high-Φ sediment structure (K+

Φ+). This end-member classification is included to represent sedi-
ment characteristics of rivers with consistently high flows. High flow
is often accompanied by enhanced sediment scour (Petticrew et al.,

2007; Vilmin et al., 2015) and where additional spring storms continually loosen fine sediment leading to
high riverbed conductivities and porosities.

2. Medium (Figure 2, line ii. A high-Kc and low-Φ case (K+ Φ�). This end-member is included to represent
higher than average river flows which contribute to enhanced sediment scour, and larger grain sizes,
while dry spring conditions contribute to fine sediment deposition that increase the standard deviation
of grain sizes leading to lower Φ, and the potential for periphyton biomass to establish on the riverbed
(Flipo, Rabouille, et al., 2007).

3. Moderate (Figure 2, line iii. This end-member represents low-Kc and high-Φ sediment characteristics (K�

Φ+) with a narrow grain size distribution and lower average grain sizes shifted toward sands/silts instead
of gravels. These sediments may occur for lower than average river flow and a consistent number of
spring storms to achieve well-sorted sediments. Frequent small storms can maintain good sorting of
sandy sediments, which allow porosities to remain high, while conductivities are low because of the shift
in overall grain size distribution to small sediments.

4. Low (Figure 2, line iv. A low Kc-lowΦ sediment structure (K�Φ�). Lower than average river flow conditions
contribute to reduced total sediment scour; the lack of winter and spring storms lead to lower porosities
from enhanced sediment deposition, poorly sorted sediments, greater heterogeneity in sediment grain
size distributions, and lower conductivities.

2.4. Water Table Characteristics

Water table fluctuations from weather-controlled hydrological and engineered perturbations were included
to represent the main control on seepage flow direction and the length of time water flows down (losing)
versus up (gaining). Five different water table cases representing different seasonal perturbations and
human-based controls on hydrology are simulated (Figure 3). These represent the river-aquifer conditions
found in the center of the stream and include

1. Dry—Baseline losing case without fluctuations. This is conceptualized as a dry period where a water table
drops and never recovers the original position. In this case, the river and aquifer undergo indefinite
disconnection, and the flow direction is always downward.

2. Fluctuating—A neutral wet-dry seasonal cycle where the water table rises and falls seasonally with super-
imposed shorter-term fluctuations. The river and aquifer occasionally undergo disconnection and recon-
nection where flow direction switches from gaining→losing→gaining.

3. Average—A water table that rises and falls seasonally without short-term fluctuations. This helps to isolate
the effects of the fluctuations on redox-controlled memory effects in sediment strata as in the Fluctuating
case.

4. Wet—The water table rises and falls seasonally, but because of greater than average wet conditions,
the river is more often gaining with short periods of dry losing-disconnected conditions during the
summer.

Figure 2. Sediment grain size distributions inspired by published sediment
packing arrangements and degree of heterogeneity that contribute to com-
plex Φ and Kc end-members (Kamann et al., 2007).
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5. Atmospheric river—Atmospheric rivers are long narrow plumes of concentrated water vapor that
contribute to extreme precipitation and flooding events around the world (Waliser & Guan, 2017), with
an average of 1–10 events each year in California (Dettinger et al., 2011). We represent this as a dry
losing-disconnected period punctuated by atmospheric rivers stimulating short periods of transitional
losing→gaining conditions, which represent the impact of storm events, and resulting bank storage on
river gaining conditions (J. L. McCallum & Shanafield, 2016).

Among all cases, we also tested on average more losing or more gaining conditions (Figure 3). Since infiltra-
tion rates are a function of the hydraulic gradient, lower water tables lead to faster infiltration rates, and more
shallow water tables lead to slower infiltration rates. We tested these cases with the hypothesis that lower
water tables generally limit the number of reversals in flow direction from losing→gaining and allow trans-
port rates to generally be greater than reaction rates leading to a reaction-limited system. Conversely, we
hypothesize that more shallow water tables generally allow a greater number of flow reversals past the
neutral point (10.2 m), limit transport rates relative to reaction rates, and, on average, allow the system to
be transport limited.

We simulated daily and seasonal frequencies of water table variations to represent natural seasonal and
human-based effects on regional and local water levels (i.e., high flows, pumping, dam effects, etc.). For
the Fluctuating case, we used stochastic water level fluctuations to describe the variability in frequency
and magnitude. The approach and parameters used to construct the water table scenarios were based on
a Fourier analysis of the dominant pumping frequencies and are described in supporting information
Texts S1–S3 (Plant, 2012). We provide supporting information R code in Code S1 that reproduces the stochas-
tic water levels as from the pumping data set provided in supporting information Data Set S1. A total of 1,000
water table cases was simulated (5 water table groups × 2 more losing/more gaining cases × 100 stochastic
variations). Introducing stochastic water level fluctuations on the daily and seasonal time scale not only per-
turbs the model in a way that mimics natural and human-based effects but also introduces feedback in sub-
surface regions that experience periods of overlap between aerobic/anaerobic and wet/dry periods. In this
model setup, we neglected any variation in river level conditions to simplify model complexity. River water
levels would certainly impact the timing and strength of gaining and losing conditions, and we suggest that
this is a line of inquiry for future model-based studies.

All parameter, sediment, and water table groups were run first with the biomass module implemented
and then repeated without biomass growth to determine how the bioclogging-parameter feedback

Figure 3. Water table decline over time with superimposed fluctuations. The water table can be more gaining or more
losing, with large and small fluctuations superimposed. The water table position controls the direction of flow from the
groundwater to the river (gaining) or from the river to the aquifer (losing). Neutral seepage conditions occur at a water table
elevation of 10.2 m.
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mechanism can contribute to uncertainty in AR and DN when neglected. The 96 parameter groups × 2
biomass groups × 1,000 water table simulations provided 192,000 total MIN3P simulations and were
conducted on the UFZ EVE cluster and the LBNL Lawrencium cluster. Total infiltration fluxes; biomass
growth; carbon consumption from AR and microbial DN, CO2, and N2 gas subsurface production; C and N
subsurface storage; and CO2 and N2 release to the river were extracted from all 1-D models and compared
across the different sediment characteristics and water table groups.

3. Results
3.1. CO2 and N2 Production in the Hyporheic Zone

Production of CO2 (g/m
2/d) in the subsurface as a product of AR and DN reactions is shown across the water

table perturbation groups ranging from more losing to more gaining river conditions (Figure 4). In general,
CO2 production is always 2–3 times greater than N2 production for all sediment groups and generally
increases with sediment Φ and Kc. In the Dry case, CO2 production ranged between 1 and 7 g/m2/d, while
in the Wet case CO2 production ranged between 0.5 and 1 g/m2/d. Average and Fluctuating conditions
facilitating periods of limited nutrient fluxes appear to limit CO2 and N2 production.

Initial riverbed Kc and Φ end-members also strongly control CO2 and N2 production within the water table
groups. Cases with High (K+ Φ+) and Medium (K+ Φ�) sediment classification are associated with the most
biogenic gas production—an effect that is similar across all water table models. High initial Φ sediments
(High) and low initial Φ sediments (Medium) show vastly different mean CO2 production (4.8 versus
2.1 g/m2/d, respectively). Cases with the Low (K� Φ�) and Moderate (K� Φ+) sediment classification do not
show the same variation across the water table conditions. Across all water table models, CO2 and N2 produc-
tion is quite limited for initially Low and Moderate sediments, which have the lowest Kc values. Regardless of
the initial Φ value, these sediment classes have limited substrate provisions to deeper sediments and are the
least productive in general.

3.2. CO2 and N2 Release From the Hyporheic Zone to the River

While CO2 production in the hyporheic zone is highest for the Dry case with High sediment characteristics,
the portion of CO2 and N2 that can reemerge back to the river also varies with sediment type and water table
case (Figure 5). Release of gases from the hyporheic zone occurred from a reversal in seepage direction from
losing→gaining. Percentages of biogenic gas released to the river relative to what was produced in the
hyporheic zone are shown above the bars in Figure 5.

Figure 4. CO2 and N2 production as a function of the hydrogeologic streambed end-members defined above (High,
Medium, Moderate, and Low), and water table cases (Dry, Atmospheric River, Average, Fluctuations, Wet). Blue and
orange points show averages for the cases that allowed and did not allow pore space aerobic respiration and denitrification
biomass growth feedback, and black dots show outliers.
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As expected, Dry, more losing cases with indefinite water table declines contribute little, if any, to river hypor-
heic zone respiration NEP metrics (Rh2 term in Figure 1), contributing between 0 and 11% of gases produced.
Gaining rivers (Wet or Atmospheric river cases) allowed the greatest fraction of CO2 and N2 production to
return to the river as an external flux. Gaining cases contributed between 20 and 100% of the gases produced.
Atmospheric river cases were the most efficient, exporting 41% of the N2 produced in the subsurface during
four to five “storm events” which allowed gaining conditions only 6% of the total time period. Fluctuating
cases were the second most efficient, exporting on average 65% of the N2 produced during 10% of the total
time period. Even though Wet cases produced less biogenic gas compared with the Dry case (Figure 4), most
of the CO2 and N2 produced eventually returned to the river when provided with a hydrological opportunity.
Values of hyporheic zone respiration are comparable to results presented in studies with measurements and
estimates of hyporheic zone rates ranging between 1 and 2 g/m2/d of CO2 (Hotchkiss et al., 2015), 0.23–
0.37 g/m2/d of CO2 (Vilmin, Flipo, Escoffier, Rocher, & Groleau, 2016), and 0.1–0.4 g/m2/d of N2 (J. W.
Harvey et al., 2013).

Coupling between the overarching hydrological/seasonal fluctuating conditions and the sediment character-
istics is also evident in the results for biogenic gas release. Cases with High (K+Φ+) and Medium (K+Φ�) sedi-
ments were found to release, on average, a greater percentage of biogenic gas production relative to Low (K�

Φ�) and Moderate (K� Φ+) sediment classes. In the cases that allow fluctuations (Atmospheric river, Average,
and Fluctuating) along the spectrum of infrequent to frequent fluctuations, N2 released back to the river was
generally greater as a percentage of production relative to CO2.

3.3. Biomass Growth and Carbon Storage in the Hyporheic Zone

We define the “biomass volume” as the amount of pore space within the bulk riverbed sediment that is occu-
pied by biomass and is a dimensionless value similar to porosity. With sufficient nutrient supply, biomass
grows until it reaches the maximum volume, which is equal to the porosity. When biomass volume equals
the porosity, then the pore space is completely occupied (biomass volume/porosity = “biomass volume frac-
tion” = 1 or “biomass pore space percentage” = 100%when full). Average biomass volume from AR and DN is
shown in Figure 6a with depth, averaged across the water table cases and all DOC values. Most of the biomass
volume for both AR and DN is found within the top 10 cm of the sediment column leading to the develop-
ment of a microzone that facilitates the growth of both AR and DN microbes. We discuss the significance
of this microzone in section 4.

Figure 5. Release of CO2 and N2 to the river grouped by water table fluctuation case. Percentages refer to the average
percent of gas released to the river relative to the total gas produced in the hyporheic zone. Blue and orange points
show averages for the cases that allowed and did not allow pore space aerobic respiration and denitrification biomass
growth feedback, and black dots show outliers.
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Comparing AR and DN biomass pore space percentage after 1 year reveals a wide suite ofmicrobial behaviors
(Figure 6b). Water table cases clearly represent a significant control on the total amount of biomass that can
grow in the pore space. Dry water table cases, with highly losing conditions, represent the environment in
which maximum AR and DN biomass can grow for all sediment types. Biomass from DN contributes 1 to 2
orders of magnitude less to the clogging of the pore space than biomass from AR.

Sediment type reveals strong controls on the proportion of DN versus AR biomass based on Kc and Φ com-
binations. When comparing the high Kc group (High (K+ Φ+) and Medium (K+ Φ�) end-members) to the low
Kc group (Low (K-Φ-) and Moderate (K�Φ+)), AR biomass is larger for high Kc sediments (Figure 6b). High and
Medium sediments generally clog >50% of the pore space. Within the high Kc group, smaller porosity sedi-
ment (Medium) has a larger percent of AR biomass compared with the high porosity sediment. The Moderate
end-member shows enhanced DN biomass relative to other sediment groups across all water table cases.
Enhanced DN in these sediments is not surprising given that any opportunity for NI to proceed forward (in
competition with AR for O2) would produce additional NO3

� used for DN and additional biomass growth.

Total DOC fate between biomass, gas production, and unreacted DOC in the subsurface is shown across sedi-
ment hydrogeologic end-members and grouped by water table scenario in Figure 7. Total DOC storage as
biomass and dissolved gases in the subsurface as a percent of influx (purple line) varies quite significantly
between the water table scenario groups and shows an order of magnitude greater total storage of incoming
DOC for Dry versus Wet cases (Figure 7a). Dry cases, in general, show larger C storage in biomass alone
compared with the other water table groups. Figure 7b shows the percent distribution of DOC, and
porosity-controlled C storage trends corroborate CO2 release—high Φ sediments store less net C as biomass
but contribute to greater net AR/DN gas production. Low Φ sediments show a greater proportion of DOC
remaining as biomass.

3.4. Reaction Rates of AR and DN

Spatially averaged (over the entire model domain) AR, DN, and NI reaction rates (mol/m2 riverbed/d) are
shown in Tables 2 and 3 as Early and Late time averages (day 0 to day 100 and day 365 to day 730) during
the model simulations for the sediment and water table cases. Values are averaged for each sediment
end-member type (row averages), and for each water table case (column averages). The total average for
all cases with and without microbial biomass feedback is also shown in the bottom corner. Average rates
across all sediment and water table cases are shown in the Average column for cases With Bio Feedback
shown in green, and Without Bio Feedback shown in red. In general, all reaction rates tended to decrease
over time (DN: 0.046→ 0.030 mol/m2/d, AR: 0.035→ 0.015 mol/m2/d, NI: 0.02→ 0.008 mol/m2/d); however,
not all sediment end-members or water table groups followed this trend, and many sediment groups show
increases in rates over time.

Figure 6. (a) Biomass volume (�) from aerobic respiration (AR) and denitrification (DN) with colored bars showing the
average and standard deviation among all stochastic water table cases and dissolved organic carbon (DOC) boundary
condition values. The gray region at the top highlights the top 10 cm microzone. (b) Average biomass pore space per-
centage (percent of the pore space that is full) separated by sediment type and water table fluctuation case. Biomass values
in (b) are taken from the top 10 cm of the riverbed sediment at day 365 for Ka = 1E�4 m/s and DOC = 0.6 mmol/L.
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Trends emerge between the water table scenarios and the sediment types that favor AR or DN at some
point in time and show changes in these rates between early and late times. For example, sediments that
support large initial transport rates relative to reaction rates (High sediment end-member) generally show
large reaction rates at early times (averages of 0.051, 0.032, and 0.022 mol/m2/d for DN, AR, and NI, respec-
tively). In highly losing systems (Dry case), High sediments tend to show decreases in AR reaction rates over
time (blue cell highlight early = 0.080, late = 0.046 mol/m2/d), while DN reaction rates increase (orange cell
highlight early = 0.077, late = 0.113 mol/m2/d). When comparing the Fluctuating case to the other cases
during early times, rates were always generally smaller for the Fluctuating case. In Medium sediments,

Figure 7. (a) Dissolved organic carbon (DOC) fate of subsurface aerobic respiration (AR) or denitrification (DN) produced
gas, AR and DN biomass, biomass decay, unreacted DOC, and total DOC stored (purple dots) are shown as absolute
values inmoles. b) Percentage distribution of the total DOC fate in the subsurface (as a percent of total DOC influx) is shown
across different sediment hydrogeologic classes and water table fluctuation scenarios. Results are shown for Ka = 1E�4m/s
at day 365.
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Table 2
Early AR, DN, and NI Mean Reaction Rates (mol/m2 riverbed/d) and Standard Deviations for Each End-Member Sediment Classification and Water Table Case

Early times (day 0 to day 100)

Dry Atmospheric rivers Average Fluctuations Wet Average
Denitrification rate (mol/m2/d)

High 0.077 ± 0.009 0.077 ± 0.009 0.077 ± 0.009 0.035 ± 0.043 0.077 ± 0.009 0.068 ± 0.016

Medium 0.074 ± 0.009 0.074 ± 0.009 0.074 ± 0.009 0.045 ± 0.043 0.074 ± 0.009 0.069 ± 0.015
Moderate 0.027 ± 0.003 0.027 ± 0.003 0.027 ± 0.003 0.014 ± 0.015 0.027 ± 0.003 0.024 ± 0.006
Low 0.026 ± 0.003 0.026 ± 0.003 0.026 ± 0.003 0.015 ± 0.015 0.026 ± 0.003 0.024 ± 0.005

Average 0.051 ± 0.006 0.051 ± 0.006 0.051 ± 0.006 0.027 ± 0.029 0.051 ± 0.006
0.046 ± 0.011
0.084 ± 0.019

Aerobic respiration rate (mol/m2/d)

High 0.080 ± 0.009 0.080 ± 0.009 0.080 ± 0.009 0.034 ± 0.045 0.080 ± 0.009 0.071 ± 0.016

Medium 0.031 ± 0.002 0.031 ± 0.002 0.031 ± 0.002 0.021 ± 0.014 0.031 ± 0.002 0.029 ± 0.004
Moderate 0.028 ± 0.003 0.028 ± 0.003 0.028 ± 0.003 0.014 ± 0.016 0.028 ± 0.003 0.025 ± 0.006
Low 0.016 ± 0.001 0.016 ± 0.001 0.016 ± 0.001 0.011 ± 0.006 0.016 ± 0.001 0.015 ± 0.002

Average 0.032 ± 0.004 0.032 ± 0.004 0.032 ± 0.004 0.014 ± 0.018 0.032 ± 0.004
0.035 ± 0.007
0.024 ± 0.005

Nitrification rate (mol/m2/d)
High 0.032 ± 0.004 0.032 ± 0.004 0.032 ± 0.004 0.014 ± 0.018 0.032 ± 0.004 0.028 ± 0.007
Medium 0.032 ± 0.004 0.032 ± 0.004 0.032 ± 0.004 0.019 ± 0.019 0.032 ± 0.004 0.030 ± 0.007
Moderate 0.011 ± 0.001 0.011 ± 0.001 0.011 ± 0.001 0.006 ± 0.007 0.011 ± 0.001 0.010 ± 0.002
Low 0.011 ± 0.001 0.011 ± 0.001 0.011 ± 0.001 0.006 ± 0.007 0.011 ± 0.001 0.010 ± 0.002

Average 0.022 ± 0.002 0.022 ± 0.002 0.022 ± 0.002 0.011 ± 0.013 0.022 ± 0.002
0.020 ± 0.005
0.000 ± 0.000

Note. Values are shown as means ± standard deviations for early times (day 0 to day 100) in the simulation. Averages are shown across the sediment (blue, row
averages) and water table classes (brown, column averages). The total average for all cases is shown in the bottom right corner for simulations that include
biomass growth feedback (green) and do not include biomass growth feedback (red). AR = aerobic respiration; DN = denitrification; and NI = nitrification.

Table 3
Late AR, DN, and NI Mean Reaction Rates (mol/m2 riverbed/d) and Standard Deviations for Each End-Member Sediment Classification and Water Table Case

Late times (day 365 to day 730)

Dry Atmospheric rivers Average Fluctuations Wet Average
Denitrification rate (mol/m2/d)

High 0.113 ± 0.014 0.093 ± 0.040 0.032 ± 0.005 0.015 ± 0.019 0.028 ± 0.004 0.056 ± 0.016

Medium 0.043 ± 0.005 0.045 ± 0.024 0.025 ± 0.003 0.011 ± 0.014 0.025 ± 0.003 0.030 ± 0.010
Moderate 0.035 ± 0.004 0.028 ± 0.012 0.009 ± 0.001 0.006 ± 0.006 0.009 ± 0.001 0.018 ± 0.005
Low 0.030 ± 0.003 0.023 ± 0.012 0.009 ± 0.001 0.005 ± 0.005 0.009 ± 0.001 0.015 ± 0.004

Average 0.055 ± 0.007 0.047 ± 0.022 0.019 ± 0.002 0.009 ± 0.011 0.018 ± 0.002
0.030 ± 0.009
0.050 ± 0.004

Aerobic respiration rate (mol/m2/d)

High 0.046 ± 0.001 0.039 ± 0.015 0.021 ± 0.001 0.010 ± 0.011 0.025 ± 0.002 0.028 ± 0.006

Medium 0.007 ± 0.001 0.008 ± 0.002 0.011 ± 0.000 0.009 ± 0.002 0.011 ± 0.001 0.009 ± 0.001
Moderate 0.022 ± 0.002 0.019 ± 0.008 0.009 ± 0.001 0.005 ± 0.006 0.012 ± 0.002 0.013 ± 0.004
Low 0.010 ± 0.000 0.009 ± 0.002 0.007 ± 0.000 0.006 ± 0.002 0.007 ± 0.000 0.008 ± 0.001

Average 0.012 ± 0.001 0.011 ± 0.005 0.007 ± 0.000 0.003 ± 0.004 0.009 ± 0.001
0.015 ± 0.003
0.014 ± 0.001

Nitrification rate (mol/m2/d)
High 0.012 ± 0.001 0.011 ± 0.005 0.007 ± 0.000 0.003 ± 0.004 0.009 ± 0.001 0.008 ± 0.002
Medium 0.025 ± 0.007 0.025 ± 0.011 0.010 ± 0.001 0.005 ± 0.006 0.010 ± 0.001 0.015 ± 0.005
Moderate 0.007 ± 0.001 0.006 ± 0.003 0.003 ± 0.000 0.002 ± 0.002 0.004 ± 0.000 0.004 ± 0.001
Low 0.008 ± 0.001 0.007 ± 0.004 0.004 ± 0.000 0.002 ± 0.002 0.004 ± 0.000 0.005 ± 0.001

Average 0.013 ± 0.002 0.012 ± 0.006 0.006 ± 0.001 0.003 ± 0.003 0.007 ± 0.001
0.008 ± 0.003
0.000 ± 0.000

Note. Values are shown as means ± standard deviations for late times (day 365 to day 730) in the simulation. Averages are shown across the sediment (blue, row
averages) and water table classes (brown, column averages). The total average for all cases is shown in the bottom right corner for simulations that include bio-
mass growth feedback (green) and do not include biomass growth feedback (red). AR = aerobic respiration; DN = denitrification; and NI = nitrification.
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both AR and DN reaction rates decline in the highly losing water table cases (Dry and Atmospheric river).
Interestingly, while microbial biomass growth tended to limit average reaction rates for DN (With Bio
Feedback = 0.046, Without Bio Feedback = 0.084 mol/m2/d), NI is an example where allowing the biomass
feedback led to increased rates (0 mol/m2/d without the biomass feedback and 0.02 mol/m2/d with the bio-
mass feedback).

4. Discussion
4.1. Bioclogging-Driven Feedback on Aerobic Respiration and Denitrification

Our results reveal that microbial occupation of sediment pore spaces provides important physical and
chemical controls in driving and limiting AR and DN. Physically, biomass provides a unique constraint by
limiting transport of substrates, which then introduces a dynamic self-limiting feedback on reaction rates.
As such, different reactions can be favored at a single point in time due to variations in substrate delivery
from infiltration fluctuations or from biomass-controlled porosity and conductivity changes. An example of
this is the biomass control on NI rates, which rely on the presence of O2 to proceed. NI rates are not initially
large enough to provide competition to AR rates. As soon as AR rates decrease, even slightly, from biomass
growth, O2 becomes available for NI to proceed and provides supplementary substrate for DN. Assessment of
transient biomass community structure and microbial functional groups will be an important component of
future work.

Sediment of the High end-member classification (K+ Φ+) representing gravelly riverbeds was found to
support the largest microbial growth and initial reaction rates. Sediments of the Medium end-member
(K+ Φ�), however, were susceptible to early clogging (see supporting information for additional results) that
limited substrate delivery providing an important example of the role that initial sediment conditions may
have on fate of DOC. In general, coarser sediments provide the greatest potential for turnover without major
clogging feedback and remain poised for continual nutrient fluxes. Finer sediments, however, are prone to
nutrient and flow inhibition from greater bio-occupation of pore spaces that sufficiently limit respiration
rates. In the context of gravelly riverbeds where conflicting and confounding rates of DN have been discussed
(B. N. Harvey et al., 2011; Lansdown et al., 2012), this behavior indicates that the direct feedback between
sediment structure andmicrobial growth is a key factor in understanding respiration and DN rates from these
settings. Measurement of respiration rates must then be conducted in the context of flow and sediment
conditions to fully unravel the evolving and confounding nature of DN in gravelly riverbeds.

We found that inclusion of microbial growth in our numerical modeling framework was necessary to capture
the development of the aerobic/anaerobic microzone below the sediment water interface that facilitates
the growth of both types of microbes at the same place but at different times. Previous reports of
aerobic/anaerobic microzone development have been reported in field settings and suggest that physical
heterogeneities in sediment structure can offer an explanation for this development (Briggs et al., 2015).
Our results show that microbial growth feedback on fluctuating redox conditions can offer an additional, phy-
sical explanation for the development of thesemicrozones through the frequent switch between aerobic and
anaerobic conditions.

4.2. Impacts of Losing and Gaining Rivers

Our results show that highly losing rivers (Dry cases) that allow connected and disconnected conditions to
occur have larger total infiltration fluxes and overall greater CO2 and N2 subsurface production than more
gaining rivers. Losing conditions greatly enhanced total C and N transformations and represent significant
potential for subsurface C and N sinks. In general, while Fluctuating and Wet conditions greatly limit total
C and N transformations, they represent the only significant pathway for biogenic gas release because of
temporary gaining conditions. Contrary to losing systems, transitional losing→gaining cases (Average,
Fluctuating, and Wet cases) that allow bidirectional flow paths can switch reaction rates on and off because
of the delivery versus nondelivery of nutrients from river water. Another pathway for biogenic gas release in
natural systems is gas phase advective transport. While our numerical model includes dissolved gas
advection/diffusion and gas phase diffusion that allows for gas concentration gradients to provide an exit
pathway, our model does not include gas phase advection, which could occur when the water table, for
example, physically displaces a gas continuum. Given the possibility of this type of exit pathway, we may
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overestimate gas storage and underestimate gas release in highly losing systems and we recommend that
future numerical models explicitly account for this physical mechanism.

Our results suggest that hyporheic zone respiration behavior is fundamentally linked to losing versus
losing→gaining conditions that shift the balance between uninhibited flow paths that allow fast substrate
delivery sustaining biomass growth versus biomass feedback that limit and block those very flow paths.
Whether or not a particular system better supports DN reactions over AR reactions is then conditioned
strongly on flow directions that deliver DOC- and NO3

�-rich water from the surface or nutrient-poor
groundwater and how those sediment Kc and Φ characteristics have evolved over time. When water
table fluctuations allow a switch in the direction of flow, this halts biomass growth and respiration and
allows lysis to begin thereby limiting additional transport rate reductions in favor of larger future
reaction rates. Our results suggest that hyporheic zones are not static systems that only support one
reaction more than another. Rather, they behave in response to the initial physical conditions set by the
river hydrology at the beginning of the summer growing season and show a dynamic range of hyporheic
evolutions based on physical feedback and hydrological perturbations providing sufficient conditions for
storage or release.

4.3. Fate of DOC

Our results suggest that flow direction, flow magnitude, and sediment characteristics are a strong control on
the fate of C and N between subsurface storage as biomass and release to the river as biogenic gas. In gen-
eral, during losing conditions, between 90 and 100% of all incoming DOC ends up as indefinite storage in the
hyporheic zone. During wet conditions, the subsurface stores only 20–40% of incoming DOC. While sediment
type may control the proportioning of C to biomass or gases, it is clear that high Kc sediments are the most
impactful for large quantities of DOC transformations, with upward of 2–3 times the total amount of DOC pro-
cessed by the hyporheic zone. In losing rivers with coarse gravelly riverbeds, the hyporheic zone may provide
a significant service for total C and N storage and transformation; however, this may be temporary where
gaining conditions could quickly reverse net storage due to rare but impactful events such as atmospheric
rivers or long wet periods. Since many different field behaviors have been reported for hyporheic zones
containing a wide variety of sediment types, we suggest that future studies carefully quantify sediment grain
size distributions and water levels near rivers to accurately describe and contextualize reach scale changes in
river DOC, DO, NH4, and NO3

�.

4.4. Microbially Controlled Evolution of Reaction Rates

Allowing bioclogging to occur within the numerical framework revealed a significant hyporheic biological
control on AR and DN rates, typically reducing rates by 30–50% (average of all cases in Tables 2 and 3). If
the microbial feedback is neglected in numerical models, respiration and transport rates would never evolve
with the physical conditions of the sediment (i.e., Aubeneau et al., 2016), and respiration would continue over
time without any physical inhibition. This evolution can be conceptualized using the Damköhler number (Da)
which is the ratio of the reaction time scale to the transport time scale (time to react to completion/transport
time). Smaller reaction rates would increase the reaction time scale (0.1 s�1 = 10 s to react to completion, and
0.01 s�1 = 100 s to react to completion). In gravelly sediments where conditions are reaction limited (initialDa
number > 1, reaction time scale > transport time scale), our results support the idea that microbial growth
may increase transport times (biomass limitations on Kc) and reduce reaction rates (limited substrate delivery)
and allow the Da number to evolve toward 1 which is the most efficient state. Indeed, the “optimal” state of
hyporheic zones as an integrator for terrestrial processes is an emerging area of research, and we suggest
that the role of microbes is one to be highly considered in future numerical model development and field
studies. What emerges from the early and late behavior of reaction rates is a useful classification of sediments
based on the pulsing of reaction-limited and transport-limited conditions over time and is conceptualized in
Figure 8.

4.5. The Role of Hyporheic Zones for River Net Ecosystem Productivity

A conceptual model for the role of hyporheic zones within dry climates is shown in Figure 9 and can be
described as follows. In highly losing rivers, such as those found in dry or semiarid climates, different sedi-
ment grain size distributions and variability in DOC sources and concentration to subsurface microbes are
associated with differences in river flow characteristics during the preceding winter wet season. The fate of
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DOC between subsurface microbial biomass and biogenic gas release
then relies on year-to-year variation due to changes in the characteris-
tics of bed sediments present at the beginning of the growing season
and overarching hydrological conditions that can provide an export
pathway. Dry climate rivers provide the largest potential for C and N
subsurface storage and may contribute little to the hyporheic hetero-
trophic component in river models of NEP (Butman et al., 2016).
Future models of river NEP will need to include the transient conditions
and contributions from the hyporheic zone.

At small scales, our results can potentially explain the seemingly para-
doxical conditions of complete O2 removal and DN in gravelly rivers
whose fast residence times often confound our understanding of these
efficient conditions (Dodds et al., 1996; Findlay, 1995; B. N. Harvey et al.,
2011; Lansdown et al., 2012; Vieweg et al., 2016). We suggest that allow-
ing the effects of microbial growth through inclusion of transient
parameters in subsurface models can also potentially explain the
cumulative controlling effects on reaction rates and residence time dis-
tributions of different rivers and may help explain why some transport-
limited sediments become reaction limited over time (J. W. Harvey
et al., 2013). Accounting for top-down controls of ecology, sediments,
dominant flow direction, DOC source and lability, and microbial feed-
back on infiltration rates and sediment parameters may help resolve
this discrepancy.

At larger scales, it is estimated that a particle of water will enter the
hyporheic zone numerous times before it reaches a coastal system,
thus providing multiple opportunities for river substrates to sustain
microbial work through the production of CO2, N2 and subsurface sto-
rage of C as biomass (Flipo et al., 2014; Gomez-Velez et al., 2015; J. W.
Harvey et al., 2013). These physically small zones sustain high biogeo-
chemical gradients and perform their reactions over centimeter scales
yet contribute greatly as a major CO2 source in wet-climate rivers. In dry
climates like Mediterranean regions, however, the role of this zone is to
store C and N in diverse microbial populations as biomass and dis-
solved gases rather than release this to the river. Based on this under-
standing, whether or not the river and hyporheic zone behave as
store or source of CO2 can then be scaled up and classified based on
the probability of regional losing or gaining conditions at various loca-
tions along a catchment corridor and the sum of those conditions
within the dominant climatic regime. Upscaling these results to catch-
ments across different hydrological and climatic conditions is a neces-
sary next step to better account for the role of rivers and hyporheic
zones at larger scales, especially given multiscale aspects of river aqui-
fer interactions (Flipo et al., 2014; Pinay et al., 2015). The relative role of
these zones is still an area of large research interest and potential, espe-
cially in areas where human-based modifications largely overconstrain
climatic controls.

4.6. Assumptions and Implications

In our study, we included many major assumptions for the modeling
framework: homogeneous sediment structure, 1-D flow, lack of other
microbial functional groups (i.e., nitrifiers, sulfate reducers, methano-
gens, etc.), no groundwater contamination, and loss of gas phase by
advection, all of which have implications for model results. In real

Figure 8. Conceptual model of the evolving Damköhler number (Da) for each
sediment classification.

Figure 9. Conceptual model of the river-aquifer interactions that shape biomass
growth and reactions within sediments. Reaction rates and transport pathways
change over time as sediment microbes grow because of reductions in porosity,
conductivity, and reaction rates as flow is inhibited.
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riverbed systems, sediment geomorphic structures and heterogeneity within uniform sediment types can
induce major preferential flow paths or bottlenecks where the smallest grain size determines the overall flow
conditions. Hyporheic flow may be limited in these cases, and our model results representing clean well-
sorted gravels may overestimate respiration rates for hyporheic systems. Our assumption of 1-D flow which
does not allow more frequent bidirectional exchanges may directly underestimate hyporheic respiration for
both losing and gaining systems. Our work included two microbial functional groups as biomass term that
allowed C to be mineralized and stored. Inclusion of additional microbial groups that fix CO2 may reveal that
our estimates for storage are greatly underestimated, even for gaining systems.

5. Conclusions

The role of subsurface heterotrophic respiration in total C and N budgets within rivers is highly uncertain. This
study mechanistically simulated and assessed the factors controlling heterotrophic growth and resulting
hyporheic contributions. We conducted a numerical investigation to study the interactions, feedback, and
dependence of bioclogging, and C and N cycling across different sediment and hydrological conditions.
This work provides major insights into how coupled biological and physical processes at riverbeds influence
two critical ecosystem services: (1) aerobic respiration and DN in the subsurface and (2) hyporheic contribu-
tions to NEP in rivers. In general, carbon storage in biomass and CO2 in the subsurface is not only a function of
the initial sediment characteristics that favor biomass growth and C production but also dependent on
groundwater-surface water interactions that control whether a perturbation can effectively export that sto-
rage to the river. Figure 9 provides a conceptual summary of the role of losing versus gaining rivers on N
and C transformations that illuminates complex sediment characteristics and biomass feedback that can
change sediment Φ, Kc, and infiltration over time. Our overarching results indicate that hydrological pertur-
bations play a larger role and have a larger control on river C, N transformations, storage, and exports than
previously thought. The results also challenge previous assumptions that hyporheic zones largely serve only
as sources (rather than also sinks) of biogenic CO2.

Our numerical results provide the basis for a number of hypotheses that can be tested in future experimental
field, laboratory, or numerical research across a range of water table and sediment conditions. Potential ave-
nues of future research include rivers near aquifers with nitrate contamination, riverbeds with significant
sediment heterogeneity, microbial controls on gravel bed DN, and controls of changing microbial functional
groups in hyporheic and groundwater systems. We suggest that future studies carefully consider the choice
of initial sediment parameters and boundary conditions as well as how to represent the feedback of microbial
growth in numerical models to accurately describe field-based observations of aerobic respiration rates, see-
page, DN potential, and evolution of reaction rates and transport rates over time.
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