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Input-Output-to-State Stability Tools for Hybrid Systems
and their Interconnections

Ricardo G. Sanfelice

Abstract—We present results for the analysis of input/output properties
of a general class of hybrid systems given by a flow set, a flow map, a
jump set, a jump map, and an output map. For this class of systems, the
notion of input-output-to-state stability is introduced in the first part of
the paper. Under mild assumptions on the functions and sets defining a
hybrid system, sufficient conditions for this notion in terms of Lyapunov
functions are derived. Equivalences between Lyapunov functions for
input-output-to-state stability for asymptotic and exponential decay rates
are established. The sufficient conditions and equivalences are linked to
the existence of norm observers for hybrid systems. These results are
used in the second part of the paper to study interconnections of hybrid
systems. An interconnection result in terms of a Lyapunov-based small
gain theorem is also presented. Examples illustrate the results.

I. INTRODUCTION

Notions relating input, outputs, and the state of dynamical systems
have been widely applied to the analysis and design of nonlinear
control systems and their interconnections. The ISS concept has
been found to be of particular importance for the study of such
interconnections. Pioneering work on interconnections of ISS systems
appeared in [1], [2] for continuous-time systems in the form of
small gain theorems. In the results therein, the ISS properties of
the individual systems are expressed in terms of KL estimates and
involve a condition on the gains of the individual systems, called the
small gain condition. This line of work was followed by its output to
state counterpart, output-to-state stability (OSS) [3], which provides
a tool to establish bounds on the state in terms of the system outputs
as well as a link to detectability. The combination of ISS and OSS
notions led to the concept of input-output-to-state stability (IOSS) in
[4], where bounds on solutions are given in terms of bounds on the
inputs and outputs; see [5] for a survey.

In recent years, research on sufficient conditions for ISS in terms
of Lyapunov functions and extensions of ISS-like notions to other
classes of systems received great attention. In particular, sufficient
conditions for ISS in terms of Lyapunov functions have been shown
to be a powerful tool not only to guarantee the ISS bound but also
to systematically study interconnections. Interconnection results that
exploit ISS properties of the individual systems were presented for
continuous-time systems in [6], for discrete-time systems in [7], for
switched systems in [8], and for hybrid systems in [9]. A Lyapunov-
based small gain theorem for interconnections of ISS systems ap-
peared in [10] for continuous-time systems, and later extended to
discrete-time and hybrid systems in [11] and [12], respectively; see
also [13], [14], [15]. The former notion of OSS in [3] was extended
to hybrid systems in [16]. Among other issues about interconnections
of hybrid systems, the notion of input-to-output stability (IOS) and
its characterization in terms of Lyapunov functions were discussed
in [17]. IOSS was recently extended to discrete-time systems in [18]
and to switched systems in [19]. Lyapunov characterizations of IOSS
were reported for continuous-time systems in [20], for discrete-time
systems in [21], and for switched systems in [22]. Small gain results
in terms of KL estimates were presented for interconnections of IOSS
nonlinear continuous-time systems in [1] and for a class of systems
with jumps in [23].

R. G. Sanfelice is with the Department of Aerospace and Mechanical
Engineering, University of Arizona, 1130 N. Mountain Ave, AZ 85721. Email:
sricardo@u.arizona.edu. This research has been partially supported
by NSF under CAREER Grant no. ECS-1150306 and by the AFOSR under
YIP Grant no. FA9550-12-1-0366.

In this paper, we consider hybrid systems denoted asH and written
as

H

{
ẋ = f(x, u) (x, u) ∈ C
x+ = g(x, u) (x, u) ∈ D
y = h(x).

(1)

The state space for the state x is Rn and the space for inputs u is
the set U ⊂ Rm. The set C ⊂ Rn × U is the flow set, and defines
the set of points in Rn × U on which continuous evolution or flow
is possible. The function f : C → Rn is the flow map, and defines
the motion during flow. The set D ⊂ Rn × U is the jump set, and
defines the set of points in Rn×U from where discrete evolution or
jumps are possible. The function g : D → Rn is the jump map, and
defines the value of the state after the jump. Finally, h : Rn → Rp
is the output map and defines the output. In this framework, the data
of the hybrid system H is given by (C, f,D, g, h).

For this class of systems, the first part of this paper (Section III)
introduces an IOSS notion as well as the following key results:
1) The existence of an IOSS Lyapunov function is equivalent to
the existence of an exponential-decay IOSS Lyapunov function and
implies the existence of a state-norm estimator; 2) The existence of
an IOSS Lyapunov function implies IOSS. In the second part of this
paper (Section IV), we establish the following: 3) A Lyapunov-based
small gain theorem for interconnections of two hybrid systems with
Lyapunov functions satisfying IOSS-like bounds.

II. PRELIMINARIES

Notation: Rn denotes n-dimensional Euclidean space; R denotes real
numbers. R≥0 denotes nonnegative real numbers. N denotes natural
numbers including 0. Given a set S, S denotes its closure, ess sup S
denotes its essential supremum, and int(S) its interior. Given a vector
x ∈ Rn, |x| denotes the Euclidean vector norm. Given vectors x and
y, we write [x>y>]> with the shorthand notation (x, y). Given a set
S ⊂ Rn and a point x ∈ Rn, |x|S := infy∈S |x−y|. Id is the identity
function. A function α : R≥0 → R≥0 is said to belong to class-K
(α ∈ K) if it is continuous, zero at zero, and strictly increasing. It
is said to belong to class-K∞ (α ∈ K∞) if it belongs to class-K
and is unbounded. A function β : R≥0 × R≥0 → R≥0 is said to
belong to class-KL (β ∈ KL) if it is continuous, nondecreasing
in its first argument, nonincreasing in its second argument, and
lims↘0 β(s, r) = limr→∞ β(s, r) = 0. For a locally Lipschitz
function V , V ◦(x,w) denotes the Clarke generalized derivative of
V at x in the direction w [24], i.e., V ◦(x,w) = maxζ∈∂V (x)〈ζ, w〉,
where ∂V (x) is the generalized gradient of V in the sense of Clarke,
which is a closed, convex, and nonempty set equal to the convex hull
of all limit sequences of ∇V (xi) with xi → x taking value away
from every set of measure zero in which V is nondifferentiable. 4

In this paper, we consider hybrid systems as in [25] with solutions
that can evolve continuously (flow) and/or discretely (jump) depend-
ing on the continuous and discrete dynamics as well as on the sets
where those dynamics apply. In general, a hybrid system H is given
by data (C, f,D, g, h) and can be written in the compact form (1).
Solutions (φ, u) to H will be given on hybrid time domains, which
are denoted dom(φ, u) and are subsets of R≥0×N with the following
structure: for each (T, J) ∈ dom(φ, u), the truncation dom(φ, u) ∩
([0, T ]× {0, 1, ...J}) can be written as

⋃J−1
j=0 ([tj , tj+1], j) for some
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finite sequence of times 0 = t0 ≤ t1 ≤ t2... ≤ tJ . A solution is
a function defined on dom(φ, u) that satisfies the dynamics of H
with the property that, for each j ∈ N, t 7→ φ(t, j) is absolutely
continuous and t 7→ u(t, j) is Lebesgue measurable and locally
essentially bounded on {t : (t, j) ∈ dom(φ, u) }; see [25], [17] for
more details. The L∞ norm of φ and u – in general, of a hybrid signal
r – is given by1

‖r‖(t,j) := max

{
max
j′≤j

ess sup
t′ s.t. (t′,j′)∈dom r

|r(t′, j′)|,

sup
(t′,j′)∈Γ(r), t′+j′≤t+j

|r(t′, j′)|

}
,

where Γ(r) := {(t, j) ∈ dom r : (t, j + 1) ∈ dom r }. For nota-
tional convenience, ‖r‖ denotes limt+j→N ‖r‖(t,j), where N =
sup(t,j)∈dom r t+ j ∈ [0,+∞].

A solution pair (φ, u) to H is said to be complete if dom(φ, u) is
unbounded and maximal if there does not exist another pair (φ, u)′

such that (φ, u) is a truncation of (φ, u)′ to some proper subset
of dom(φ, u)′. Given ξ ∈ Rn, SH(ξ) denotes the set of maximal
solution pairs (φ, u) to H with φ(0, 0) = ξ and u with finite ‖u‖.
For a solution pair (φ, u) ∈ SH(ξ), when convenient, we denote
by φ(t, j, ξ, u) its value at (t, j) ∈ dom(φ, u), i.e., the third entry
corresponds to the initial condition for the state and the fourth entry
denotes the input.

The following mild conditions on H will be imposed in some of
the results of this paper.

Assumption 2.1: The data (C, f,D, g, h) of the hybrid system H
is such that

(A1) C and D are closed sets;
(A2) f : C → Rn, g : D → Rn, and h : Rn → Rp are

continuous.

In addition to enabling the developments in this paper, the conditions
in Assumption 2.1 assure several good structural properties of the
solution set of H; see [25] for more details.

III. IOSS FOR HYBRID SYSTEMS

Below, X denotes the projection of the closure of C∪D∪(g(D)×
U) onto Rn and it is assumed that, given a nonempty compact set
A ⊂ Rn, the output h : Rn → Rp is such that h(A) = {0}.

A. IOSS definitions and results
Input-output-to-state stability is a property that guarantees that

the internal state components of the system are bounded when it is
known that its output and input are bounded [4], [18]. The following
definition introduces the property of IOSS for hybrid systems H. It
does not insist on all maximal solutions to be complete.

Definition 3.1 (input-output-to-state stability): Given a compact set
A ⊂ Rn, the hybrid system H is input-output-to-state stable (IOSS)
if there exist β ∈ KL and γ1, γ2 ∈ K such that, for each ξ ∈ Rn,
each (φ, u) ∈ SH(ξ) satisfies, for each (t, j) ∈ dom(φ, u),
|φ(t, j, ξ, u)|A ≤

max
{
β(|ξ|A, t+ j), γ1(‖u‖(t,j)), γ2(‖y‖(t,j))

}
. (2)

IOSS Lyapunov functions for hybrid systems H are given by
locally Lipschitz functions; see [26] for their use in invariance
principles and stability, and [27], [28] for their use in ISS/IOS.

1The use of ess sup allows for hybrid signals r such that t 7→ r(t, j) is
only Lebesgue measurable for each j. Note that ess sup is first evaluated
over [tj′ , tj′+1] for each fixed j′ ≤ j, and then the max over each such
j′ is computed. Since, when j′ is fixed, hybrid signals t′ 7→ r(t′, j′) are
defined on subsets of the real line, using the Lebesgue measure space, the
standard definition of ess sup over a set E ⊂ R can be used, namely,
ess supt′∈E |f(t′)| = inf{M ∈ R≥0 : µ{t′ ∈ E : |f(t′)| > M} = 0},
where µ is the Lebesgue measure.

Definition 3.2 (IOSS Lyapunov function): Given a compact set A ⊂
Rn, a locally Lipschitz function V : Rn → R≥0 is an IOSS Lyapunov
function for the hybrid system H if there exist α1, α2, α3 ∈ K∞ and
σ1, σ2 ∈ K, such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ X, (3)
V ◦(x, f(x, u)) ≤ −α3(|x|A) + σ1(|u|) + σ2(|h(x)|)

∀(x, u) ∈ C, (4)
V (g(x, u))− V (x) ≤ −α3(|x|A) + σ1(|u|) + σ2(|h(x)|)

∀(x, u) ∈ D.(5)
Remark 3.3: IOSS Lyapunov functions are defined in a dissipative

form (cf. the strict form in Proposition 3.4). In this way, this definition
reduces to the one for continuous-time systems in [4, Definition 2.2]
when C := Rn × Rm and D := ∅, that is, only flow of the hybrid
system H is possible. It also reduces to the one for systems in [18,
Definition 3.7] when C := ∅ and D := Rn × Rm.

Proposition 3.4: Given a hybrid system H satisfying Assump-
tion 2.1, a C1 function V : Rn → R≥0 satisfies (3)-(5) with
α̃1, α̃2, α̃3 ∈ K∞ and σ̃1, σ̃2 ∈ K if and only if there exist
α1, α2, α3 ∈ K∞ and χ1, χ2 ∈ K such that (3) holds and

V ◦(x, f(x, u)) ≤ −α3(|x|A)

∀(x, u) ∈ C, V (x) ≥ max{χ1(|u|), χ2(|h(x)|)}; (6)
V (g(x, u))− V (x) ≤ −α3(|x|A)

∀(x, u) ∈ D,V (x) ≥ max{χ1(|u|), χ2(|h(x)|)}. (7)

Proof: Let α̃1, α̃2 ∈ K∞ satisfy (3), and α̃3 ∈ K∞ and σ̃1, σ̃2 ∈
K satisfy (4) and (5) for the given function V . It is left to show that
(6) and (7) hold for some χ1, χ2 ∈ K and α3 ∈ K∞. Let χ̂1 :=
α̃−1

3 ◦ (4σ̃1), χ̂2 := α̃−1
3 ◦ (4σ̃2). Note that with the definitions of

χ̂1 and χ̂2, we have that |x|A ≥ max{χ̂1(|u|), χ̂2(|h(x)|)} implies
that σ̃1(|u|) ≤ 1

4
α̃3(|x|A) and σ̃2(|h(x)|) ≤ 1

4
α̃3(|x|A). Then, from

inequalities (3)-(5), we have that (6) and (7) hold with α3 := 1
2
α̃3,

χ1 := α̃2 ◦ χ̂1, and χ2 := α̃2 ◦ χ̂2.
We now prove the other direction. Let V , K∞-functions

α1, α2, α3, and K-functions χ1, χ2 satisfying (3), (6), and (7) be
given. If |x|A > max{α−1

1 ◦ χ1(|u|), α−1
1 ◦ χ2(|h(x)|)} then,

using (3), we have that (6) and (7) hold. Then, (4) and (5) hold
with α3 and any σ1, σ2 ∈ K. Now, consider the case |x|A ≤
max{α−1

1 ◦ χ1(|u|), α−1
1 ◦ χ2(|h(x)|)}.

a) If α−1
1 ◦ χ1(|u|) > α−1

1 ◦ χ2(|h(x)|), then
|x|A ≤ α−1

1 ◦ χ1(|u|). For each r ≥ 0, if the value θc =
max {V ◦(x, f(x, u)) + α3(|x|A) : (x, u) ∈ C, |u| ≤ r,
|x|A ≤ α−1

1 ◦ χ1(|u|)
}

exists, then define
σc,1(r) := max{θc, 0}; otherwise σc,1(r) =
0. For each r ≥ 0, if the value θd =
max {V (g(x, u))− V (x) + α3(|x|A) : (x, u) ∈ D, |u| ≤ r,
|x|A ≤ α−1

1 ◦ χ1(|u|)
}

exists,
then define σd,1(r) = max{θd, 0}; otherwise σd,1(r) = 0.

b) If α−1
1 ◦ χ1(|u|) ≤ α−1

1 ◦ χ2(|h(x)|), then χ−1
2 ◦ χ1(|u|) ≤

|h(x)| and |x|A ≤ α−1
1 ◦ χ2(|h(x)|). For each r ≥ 0, if the

value θc = max {V ◦(x, f(x, u)) + α3(|x|A) : (x, u) ∈ C,
χ−1

2 ◦ χ1(|u|) ≤ r, |x|A ≤ α−1
1 ◦ χ2(r)

}
exists, then define

σc,2(r) = max{θc, 0}; otherwise σc,2(r) = 0. For each r ≥ 0,
if the value θd = max {V (g(x, u))− V (x) + α3(|x|A) :
(x, u) ∈ D,χ−1

2 ◦ χ1(|u|) ≤ r, |x|A ≤ α−1
1 ◦ χ2(r)

}
exists,

define σd,2(r) = max{θd, 0}; otherwise σd,2(r) = 0.
Since χ1, χ2, and α1 are strictly increasing, we have that χ−1

2 ◦ χ1

and α−1
1 ◦ χ2 are strictly increasing, which in turn implies that, for

each i = 1, 2, σc,i and σd,i are nondecreasing. From the definitions
of σd,1 and σd,2 above, σd,1(0) = 0 and σd,2(0) = 0 if (x, 0) 6∈ D.
If (x, 0) ∈ D then, from the definitions of σd,1 and σd,2, we have
that r = 0 implies |x|A = 0 and, since h(A) = 0, using (7), we
have V (g(x, 0)) ≤ V (x)−α3(|x|A) = V (x). Then, using the upper
bound in (3), we have that V (g(x, 0)) = 0. Then, σd,1(0) = 0 and
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σd,2(0) = 0. The continuity of g and V implies that σd,1 and σd,2 are
continuous. Then, since σd,1 and σd,2 are continuous, zero at zero,
and nondecreasing, we can majorize them by class-K∞ functions
σ̃d,1 and σ̃d,2, respectively. Then, for each (x, u) ∈ D such that
|x|A ≤ α−1

1 ◦ χ1(|u|):

σd,1(|u|) ≥ V (g(x, u))− V (x) + α3(|x|A)

⇒ V (g(x, u))− V (x) ≤ −α3(|x|A) + σd,1(|u|);

while for each (x, u) ∈ D such that |x|A ≤ α−1
1 ◦ χ2(|h(x)|):

σd,2(|h(x)|)≥V (g(x, u))− V (x) + α3(|x|A)

⇒ V (g(x, u))− V (x) ≤ −α3(|x|A) + σd,2(|h(x)|).

Proceeding similarly for flows, the proof follows by combining these
bounds.

An IOSS Lyapunov function that guarantees an exponential decay
in the IOSS bound (2) is called exponential-decay IOSS Lyapunov
function.

Definition 3.5: Given a compact set A ⊂ Rn, a locally Lipschitz
function V : Rn → R≥0 satisfying (3) for some α1, α2 ∈ K∞, and
for some σ1, σ2 ∈ K and ε ∈ (0, 1] the following:

V ◦(x, f(x, u)) ≤ −εV (x) + σ1(|u|) + σ2(|h(x)|)
∀(x, u) ∈ C, (8)

V (g(x, u))− V (x) ≤ −εV (x) + σ1(|u|) + σ2(|h(x)|)
∀(x, u) ∈ D (9)

is said to be an exponential-decay IOSS Lyapunov function for the
hybrid system H.

The following result shows an equivalence between the existence
of IOSS and exponential-decay IOSS Lyapunov functions for hybrid
systems.

Proposition 3.6: Let A ⊂ Rn be a compact set and H be a hybrid
system satisfying Assumption 2.1. The hybrid system H admits an
IOSS Lyapunov function if and only if it admits an exponential-decay
IOSS Lyapunov function.

Proof: The ⇐ direction is trivial and omitted for brevity. The
other direction follows from (4) and (5) by appropriately combining
the ideas in [4], [18]. Suppose that the IOSS Lyapunov function
V satisfies (3) with α1, α2 and (4)-(5) with α3. Following [29],
there exists a K∞ function κ such that dκ

ds
(r)α3(r) ≥ 2κ(r) for

all r ≥ 0, with s 7→ κ(s) such that r 7→ dκ
ds

(r) is nonnegative and
nondecreasing. Let W := κ ◦ V . Using (4), [4, Lemma 5.2] implies
the existence ofK∞ functions σ̂1 and σ̂2 for which W satisfies, for all
(x, u) ∈ C, W ◦(x, f(x, u)) ≤ −W (x)+σ̂1(|u|)+σ̂2(|h(x)|). Using
(5), [18, Section C.2] implies the existence of K∞ functions σ̃1 and
σ̃2 for which W satisfies, for all (x, u) ∈ D, W (g(x, u))−W (x) ≤
− 1

2
W (x)+σ̃1(|u|)+σ̃2(|h(x)|). It follows that W is an exponential-

decay IOSS Lyapunov function for H with ε = 1
2

, α1 = κ ◦ α1,
α2 = κ ◦ α2, σ1 = max{σ̂1, σ̃1}, and σ2 = max{σ̂2, σ̃2}.

The next result establishes that, under mild assumptions on H and
for a compact set A, the existence of an IOSS Lyapunov function
implies IOSS; see Section III-B for a proof.

Theorem 3.7: Let H satisfy Assumption 2.1 and A ⊂ Rn be
compact. If there exists an IOSS Lyapunov function for H then H is
IOSS.

Example 3.8: Consider a hybrid system H with state x =
(x1, x2) ∈ R2, output y ∈ R, input u = (u1, u2) ∈ R2 =: U ,
and data f(x, u) := (x2,−γ − bx2 + u1), g(x, u) := (x1 +
ax2

2, e|x2|+u2), h(x) := x1, C := {(x, u) : x1 ≥ u1, u1 ≥ 0 },
D := {(x, u) : x1 = u1, u1 ≥ 0 }, X := R≥0 × R, γ, b, a > 0,
e ∈ [0, 1). It is straightforward to check that H satisfies Assump-
tion 2.1.

Consider the C1 function V (x) = γx1 + 1
2
x2

2 and A = {0} ∈ R2.

Then, (3) holds with α1(s) = min{s2/4, γs/
√

2}, α2(s) = 1
2
s2 +

γs, for all s ≥ 0. For each (x, u) ∈ C we have

〈∇V (x), f(x, u)〉 = −bx2
2 + x2u1 ≤ −bx2

2 +
b

2
x2

2 +
1

2b
u2

1

≤ − b
2
V (x) +

1

2b
u2

1 +
bγ

2
h(x).

For each (x, u) ∈ D we have
V (g(x, u))− V (x) ≤ γ(1− e2 − 2γa− ε)h(x)

−(1− e2 − 2γa− ε)V (x) + 1
2

(
1 + e2

ε

)
u2

2

where ε > 0. Then, (4) and (5) hold with
α3(s) := min

{
b
2
, 1− e2 − 2γa− ε

}
s, σ1(s) :=

max
{

1
2b
, 1

2

(
1 + e2

ε

)}
s2, σ2(s) :=

γmax
{
b
2
, 1− e2 − 2γa− ε

}
s for all s ≥ 0 and parameters

such that 1− e2 − 2γa− ε > 0. By Theorem 3.7, H is IOSS. 4
B. State-norm estimators

State-norm estimators are useful for the purposes of control when
the full state is not available for measurement, but rather, a function of
the state defining an output. As shown in the literature (see, e.g., [3],
[4] and the references therein), their existence is linked to the OSS
and IOSS properties of the system. Here, a state-norm estimator for a
hybrid systemH is given by a hybrid system that has flow map f◦ and
jump map g◦, and has a state ζ ∈ Rn◦ that flows and jumps when the
state ofH flows and jumps, respectively. The interconnection between
the hybrid system and the norm observer results in the hybrid system
H,H◦

ẋ = f(x, u)

ζ̇ = f◦(ζ, u, y)

}
(x, u) ∈ C,

x+ = g(x, u)
ζ+ = g◦(ζ, u, y)

}
(x, u) ∈ D,

(10)

where C and D are the flow set and jump set associated toH, respec-
tively.2 The input to this interconnection is given by u. Solutions to
H,H◦ are given by pairs ((φ, ζ), u) ∈ SH,H◦(ξ, z), where (φ, ζ) is
the state part of the solution starting from (ξ, z) = (φ(0, 0), ζ(0, 0)),
while u is the input part.

Definition 3.9: Given a compact set A ⊂ Rn, a state-norm estima-
tor for a hybrid system H consists of a function ψ : Rn◦ ×Rp → R
and a hybrid system with state ζ ∈ Rn◦ and input (u, y) leading to
H,H◦ as in (10), for which
• There exist ρ̂1, ρ̂2 ∈ K and β̂ ∈ KL such that, for every (ξ, z) ∈

Rn × Rn◦ , every solution pair ((φ, ζ), u) ∈ SH,H◦(ξ, z)
satisfies, for all (t, j) ∈ dom((φ, ζ), u),3

|ψ(ζ(t, j), y(t, j))| ≤ β̂(|z|, t+ j) + ρ̂1(‖u‖(t,j)) + ρ̂2(‖y‖(t,j)); (11)

• There exist ρ̃ ∈ K and β̃ ∈ KL such that, for every (ξ, z) ∈
Rn × Rn◦ , every solution pair ((φ, ζ), u) ∈ SH,H◦(ξ, z)
satisfies, for all (t, j) ∈ dom((φ, ζ), u),

|φ(t, j)|A ≤ β̃(|ξ|A + |z|, t+ j) + ρ̃(|ψ(ζ(t, j), y(t, j))|). (12)
Input-output-to-state stability and the existence of a state-norm

estimator are related as follows.
Proposition 3.10: Given a compact set A ⊂ Rn and a hybrid

system H, the following hold:
1) If H satisfies Assumption 2.1 and admits an exponential-decay

IOSS Lyapunov function then H admits a state-norm estimator.
2) If H admits a state-norm estimator then H is IOSS.

Proof: To prove item 1, let ε ∈ (0, 1], σ1, σ2 ∈ K satisfy
(8) and (9) for a given exponential-decay IOSS Lyapunov function

2In terms of (x, ζ, u), these sets are given by {(x, ζ, u) : (x, u) ∈ C }
and {(x, ζ, u) : (x, u) ∈ D }, respectively.

3For simplicity, we write φ(t, j) instead of φ(t, j, (ξ, z), u) (same for ζ)
and y(t, j) instead of h ◦ φ(t, j, (ξ, z), u).
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V . Consider the candidate state-norm estimator H◦ with n◦ = 1,
ψ(ζ, y) := ζ, f◦(ζ, u, y) := −εζ + σ1(|u|) + σ2(|y|), and
g◦(ζ, u, y) = (1 − ε)ζ + σ1(|u|) + σ2(|y|). Given a solution pair
(φ, u) to H, the state ζ of the norm estimator satisfies

ζ̇(t, j) = −εζ(t, j) + σ1(|u(t, j)|) + σ2(|y(t, j)|)
∀t ∈ (tj , tj+1)× {j},

ζ(t, j + 1) = (1− ε)ζ(t, j) + σ1(|u(t, j)|) + σ2(|y(t, j)|)
∀(t, j) ∈ Γ(φ).

(13)

Condition (11) holds since the jumps of ζ are triggered externally
(when (φ, u) ∈ D), and the continuous and discrete dynamics of ζ
are linear and, when the inputs (φ, u) are zero, ζ(t, j) exponentially
converges to zero.

Now, we show that (12) holds. By construction, jumps of ζ and x
occur simultaneously. For any given (ξ, z) ∈ Rn × Rn◦ , evaluating
(8) and (9) along an arbitrary solution pair ((φ, ζ), u) ∈ SH,H◦(ξ, z)
we have that, for each j ∈ N and for almost all t such that (t, j) ∈
dom((φ, ζ), u), d

dt
V (φ(t, j)) ≤ V ◦(φ(t, j), φ̇(t, j)) (see [24] and

[26, Section IV.B]), and, consequently,

d

dt
(V (φ(t, j))− ζ(t, j)) ≤ −ε (V (φ(t, j))− ζ(t, j)) .

For each (t, j) ∈ dom((φ, ζ), u) such that (t, j + 1) ∈
dom((φ, ζ), u), we have that

V (φ(t, j + 1))− ζ(t, j + 1) ≤ (1− ε)(V (φ(t, j))− ζ(t, j)).

Using the upper bound in (3), it follows that, for all
(t, j) ∈ dom((φ, ζ), u), V (φ(t, j)) ≤ ζ(t, j) + exp(−εt)(1 −
ε)j (α2(|ξ|A)− z). Assuming, without loss of generality, that
α2(s) ≥ s for all s ≥ 0 gives (12) since we have

V (φ(t, j)) ≤ |ζ(t, j)|+ 2(max{exp(−ε), (1− ε)})t+jα2(|ξ|A + |z|).

We now show item 2. Let ψ and H◦ define the generic state-
norm estimator for H. Let (φ, u) ∈ SH(ξ) and denote y(t, j) =
h(φ(t, j, ξ, u)). Then, for any ξ ∈ Rn and every solution pair
(ζ, (u, y)) ∈ SH◦(z), (11) for z = 0 implies that, for all (t, j) ∈
dom(ζ, (u, y)),

|ψ(ζ(t, j, 0, (u, y)), y(t, j))| ≤ ρ̂1(‖u‖(t,j)) + ρ̂2(‖y‖(t,j)).(14)

Since ((φ, ζ), u) is also a solution to SH,H◦(ξ, z), using
(14) in (12), we get the IOSS bound |φ(t, j, ξ, u)|A ≤
max

{
2β̃(|ξ|A, t+ j), 2ρ̃ ◦ (2ρ̂1)(‖u‖(t,j)), 2ρ̃ ◦ (2ρ̂2)(‖y‖(t,j))

}
.

With Proposition 3.10 in place, we are ready to prove Theorem 3.7.
Proof of Theorem 3.7: Since H admits an IOSS Lyapunov

function, by Proposition 3.6, it admits an exponential-decay IOSS
Lyapunov function. Then, IOSS follows from Proposition 3.10: under
the assumptions, item 1 implies that H admits a state-norm estimator,
from where item 2 implies that H is IOSS. �

IV. SMALL GAIN THEOREM FOR THE CONSTRUCTION OF IOSS
LYAPUNOV FUNCTIONS

We consider hybrid systems H with state x, input v, and output y
that can be written as

ẋ1 = f1(x1, h2(x2), v1)
ẋ2 = f2(x2, h1(x1), v2)

}
(x, v) ∈ C,

x+
1 = g1(x1, h2(x2), v1)
x+

2 = g2(x1, h2(x2), v1)

}
(x, v) ∈ D,

(15)

with output y = (h1(x1), h2(x2)), where x := (x1, x2), xi ∈ Rni ,
i = 1, 2, n := n1 + n2, v := (v1, v2) ∈ V1 × V2 =: V , and
yi ∈ Rpi , p := p1 + p2. The data of H is (C, f,D, g, h), where
f=(f1, f2), g=(g1, g2), and h=(h1, h2). In particular, appropriate
decompositions of hybrid systems H as in (1) can be written as (15).
Interconnections of two hybrid systems H1 = (C1, g1, D1, g1, h1)
and H2 = (C2, g2, D2, g2, h2) with the property that jumps of the

individual systems and of the interconnection coincide can be written
as (15).4 Example 4.4 illustrates such a situation. The interconnec-
tions of two hybrid systems considered in [12] for the study of ISS
properties as well as the systems with jumps considered in [23] can
also be written as in (15).

Before we introduce a Lyapunov-based small gain result for hybrid
systems in the form (15), we present a lemma that follows from [27,
Section 3.3] establishing the existence of two K∞ functions and their
general properties. As a difference to [10, Lemma A.1], it assures the
existence of class-K∞ functions that are continuously differentiable
on [0,+∞), rather than on (0,∞), which is key in defining a locally
Lipschitz Lyapunov function for (15).

Lemma 4.1: Let χ1, χ2 ∈ K∞ satisfy χ1 ◦ χ2(s) < s ∀s > 0.
Then, ∃ ρ1, ρ2 ∈ K∞ such that

1) χ1(s) < ρ−1
1 ◦ρ2(s) ∀s > 0; 2) χ2(s) < ρ−1

2 ◦ρ1(s) ∀s > 0;

3) ρ1, ρ2 are continuously differentiable on [0,∞), and
dρ1

ds
(s) >

0 and
dρ2

ds
(s) > 0 ∀s > 0.

Proof: The following result is a consequence of [27, Lemma
A.6] that follows from the arguments in the proof of [31, Lemma
4.3].
Claim 1: Suppose ρ ∈ K∞ is C1 on (0,∞) and has strictly positive
derivative on (0,∞). Then, there exists a C1 function σ ∈ K∞ such
that: 1) σ has strictly positive derivative on (0,∞); 2) σ◦ρ is C1 and
of class K∞; and 3) σ ◦ ρ has strictly positive derivative on (0,∞).
4

Now, from χ1 ◦ χ2 < Id, we have χ2(s) < χ−1
1 (s) ∀s ∈ (0,∞).

Using [10, Lemma B.1], we have the existence of ρ̃ ∈ K∞ that, on
(0,∞), satisfies the following: is C1, has strictly positive derivative,
and χ2(s) < ρ̃(s) < χ−1

1 (s). Now, use Claim 1 with ρ̃ to get σ.
Then, we have σ ◦ χ2(s) < σ ◦ ρ̃(s) < σ ◦ χ−1

1 (s) ∀s ∈ (0,∞).
Using the properties of σ, ρ̃, and the identity function, the claim
follows with ρ1 = σ ◦ ρ̃ and ρ2 = σ.

Let X1, X2, and X◦ be the projection of C ∪D ∪ (g(D)× V)
onto Rn1 , Rn2 , and Rn, resp.

Theorem 4.2: Consider the hybrid systemH in (15). Suppose there
exist locally Lipschitz functions Vi : Rni → R≥0, i = 1, 2, such that:
A) There exist functions αi1, αi2 ∈ K∞ and φi1, φi2 : Rni → Rpi

such that for all xi ∈ Xi
αi1(|φi1(xi)|) ≤ Vi(xi) ≤ αi2(|φi2(xi)|). (16)

B) There exist functions χi ∈ K∞, γi, ϕi, λi, νi ∈ K, and positive
definite functions αi s.t.

– For all (x, v) ∈ C, if V1(x1) ≥
max{χ1(V2(x2)), γ1(|v1|), ϕ1(|h1(x1)|)} then

V ◦1 (x1, f1(x1, h2(x2), v1)) ≤ −α1(V1(x1)); (17)
– For all (x, v) ∈ C, if V2(x2) ≥

max{χ2(V1(x1)), γ2(|v2|), ϕ2(|h2(x2)|)} then
V ◦2 (x2, f2(x2, h1(x1), v2)) ≤ −α2(V2(x2)); (18)

– For all (x, v) ∈ D, if V1(x1) ≥
max{χ1(V2(x2)), γ1(|v1|), ϕ1(|h1(x1)|)} then
V1(g1(x1, h2(x2), v1))− V1(x1) ≤ −α1(V1(x1)), (19)
otherwise

V1(g1(x1, h2(x2), v1)) ≤ max{λ1(V1(x1)), ν1(|v|), ν1(|h(x)|)};(20)

4System (15) can be interpreted as the interconnection of H1 with
input u1 = (w1, v1) and H2 with input u2 = (w2, v2) via
the assignment w1 = y2 and w2 = y1. Then, the flow set
for the interconnection between H1 and H2 is given by C :=
{(x, v) : (x1, h2(x2), v1) ∈ C1, (x2, h1(x1), v2) ∈ C2 }, while the flow
map is given by the stack of the flow maps f1 and f2, i.e., (f1, f2). When
the jumps of the individual systems and of the interconnection coincide,
i.e., (x1, h2(x2), v1) ∈ D1 if and only if (x2, h1(x1), v2) ∈ D2, then
the jump set for the interconnection between H1 and H2 is given by
D := {(x, v) : (x1, h2(x2), v1) ∈ D1, (x2, h1(x1), v2) ∈ D2 } and the
jump map is given by (g1, g2); see [30] and [17].
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– For all (x, v) ∈ D, if V2(x2) ≥
max{χ2(V1(x1)), γ2(|v2|), ϕ2(|h2(x2)|)} then
V2(g2(x2, h1(x1), v2))− V2(x2) ≤ −α2(V2(x2)), (21)
otherwise

V2(g2(x2, h1(x1), v2)) ≤ max{λ2(V2(x2)), ν2(|v|), ν2(|h(x)|)}.(22)
– For all s > 0

χ1 ◦ χ2(s) < s (23)

and, with ρ1, ρ2 ∈ K∞ generated by Lemma 4.1 using
χ1, χ2, for all s > 0 5

λ1 ◦ χ1 ◦ ρ−1
2 (s) < ρ−1

1 (s), λ2 ◦ χ2 ◦ ρ−1
1 (s) < ρ−1

2 (s). (24)

Then, the locally Lipschitz function
V (x) := max{ρ1(V1(x1)), ρ2(V2(x2))} ∀x ∈ X◦ (25)

is such that the following hold:
1) There exist functions α̃1, α̃2 ∈ K∞ such that, for all x ∈ X◦,
α̃1(|(φ11(x1), φ21(x2))|) ≤ V (x) ≤ α̃2(|(φ12(x1), φ22(x2))|);

(26)
2) There exist a positive definite function α, and functions γ̃, ϕ̃ ∈ K

such that
V ◦(x, f(x, v)) ≤ −α(V (x))

(x, v) ∈ C, V (x) ≥ max{γ̃(|v|), ϕ̃(|h(x)|)}; (27)
V (g(x, v))− V (x) ≤ −α(V (x))

(x, v) ∈ D,V (x) ≥ max{γ̃(|v|), ϕ̃(|h(x)|)}.(28)
Proof: Item 1) follows from the fact that (16) im-

plies that, for all x ∈ X◦, ρ1 ◦ α11(|φ11(x1)|)/2 + ρ2 ◦
α21(|φ21(x2)|)/2 ≤ V (x) ≤ max{ρ1 ◦ α12(|φ12(x1)|), ρ2 ◦
α22(|φ22(x2)|)}. Let S1 = {(x, v) : ρ1(V1(x1)) < ρ2(V2(x2)) },
S2 = {(x, v) : ρ1(V1(x1)) > ρ2(V2(x2)) },
S3 = {(x, v) : ρ1(V1(x1)) = ρ2(V2(x2)) }. Consider the case
(x, v) ∈ S1. Then, V (x) = ρ2(V2(x2)) and, using (23), we have that
item 2 in Lemma 4.1 implies V2(x2) > χ2(V1(x1)). From (18) and
(25), (x, v) ∈ C and V (x) ≥ max{ρ2 ◦γ2(|v2|), ρ2 ◦ϕ2(|h2(x2)|)}
imply

V ◦(x, f(x, v)) ≤ −dρ2

dr
◦ ρ−1

2 (V (x)) α2 ◦ ρ−1
2 (V (x))

=: −α̂2(V (x)).

Proceeding similarly for the case (x, v) ∈ S2, we ob-
tain (x, v) ∈ C and V (x) ≥ max{ρ1 ◦ γ1(|v1|), ρ1 ◦
ϕ1(|h1(x1)|)} imply V ◦(x, f(x, v)) ≤ − dρ1

dr
◦ ρ−1

1 (V (x)) α1 ◦
ρ−1

1 (V (x)) =: −α̂1(V (x)). Finally, for the case (x, v) ∈ S3,
using [12, Proposition 1.1] and the computations above, (x, v) ∈
C and V (x) ≥ max{ρ1 ◦ γ1(|v1|), ρ1 ◦ ϕ1(|h1(x1)|), ρ2 ◦
γ2(|v2|), ρ2 ◦ ϕ2(|h2(x2)|)} =: max{γ̃1(|v|), ϕ̃1(|h(x)|)} imply
V ◦(x, f(x, v)) ≤ −min{α̂1(V (x)), α̂2(V (x))}. Note that for
every (x, v) ∈ D we have, using (19)-(20) and (21)-(22), respectively,

V1(g1(x1, h2(x2), v1)) ≤ max{(Id− α1) (V1(x1)), λ1◦
χ1(V2(x2)), λ1 ◦ γ1(|v1|), λ1 ◦ ϕ1(|h1(x1)|), ν1(|v|), ν1(|h(x)|)},

V2(g2(x2, h1(x1), v2)) ≤ max{(Id− α2) (V2(x2)), λ2◦
χ2(V1(x1)), λ2 ◦ γ2(|v|), λ2 ◦ ϕ2(|h(x)|), ν2(|v|), ν2(|h(x)|)}.

Then, from the definition of V in (25) and using the inequalities right
above, for all (x, v) ∈ D we have
V (g(x, v)) = max{ρ1(V1(g1(x1, h2(x2), v1))),

ρ2(V2(g2(x2, h1(x1), v2)))}
≤ max{%̃(V (x)), γ̃2(|v|), ϕ̃2(|h(x)|)},

where %̃ = max{ρ1◦(Id−α1)◦ρ−1
1 , ρ1◦λ1◦χ1◦ρ−1

2 , ρ2◦(Id−α2)◦
ρ−1

2 , ρ2◦λ2◦χ2◦ρ−1
1 }, γ̃2 = max{ρ1◦λ1◦γ1, ρ2◦λ2◦γ2, ρ1◦ν1, ρ2◦

ν2}, ϕ̃2 = max{ρ1◦λ1◦ϕ1, ρ2◦λ2◦ϕ2, ρ1◦ν1, ρ2◦ν2}. Since ρi ∈

5In particular, condition (24) holds when functions λ1, λ2 are given by the
identity function (Id).

K∞ and λi, γi, ϕi, νi ∈ K, for each i = 1, 2, we have that γ̃2, ϕ̃2 ∈
K. With [7, Lemma B.1] we have that (Id−αi) ∈ K for each i = 1, 2.
Using (24), %̃(s) < s for all s > 0 and %̃ ∈ K. Then, we have that
(x, v) ∈ D and V (x) ≥ max{%̃−1◦γ̃2(|v|), %̃−1◦ϕ̃2(|h(x)|)} imply
V (g(x, v))−V (x) ≤ −(Id− %̃)(V (x)). It follows that (27) and (28)
hold with α = min{α̂1, α̂2, Id − %̃}, γ̃ = max{γ̃1, %̃

−1 ◦ γ̃2}, and
ϕ̃ = max{ϕ̃1, %̃

−1 ◦ ϕ̃2}.
Remark 4.3: The proof of Theorem 4.2 combines ideas from the

proof of [10, Theorem 3.1] for ISS continuous-time systems, from
results in [11] for ISS discrete-time systems, and from [12, Theorem
2.1] for ISS hybrid systems. By following the construction and results
from [27, Section 3.3], the function V in (25) is locally Lipschitz,
while the constructions in [10], [12] do not have such a property
at points where V vanishes. Then, when |(φ11(x1), φ21(x2))| and
|(φ12(x1), φ22(x2))| vanish on a compact subset A of Rn, 6 and
α ∈ K∞, Theorem 4.2 implies that V satisfies (6)-(7). The additional
property on α is guaranteed when the assumptions are strengthened
so that α1, α2 ∈ K∞ and the function Id− %̃ constructed in the proof
is of class K∞ – Example 4.4 illustrates this point.7 Moreover, the
following special cases are of interest: i) For each i = 1, 2, φi,1 =
φi,2 and ϕi ≡ 0; ii) For each i = 1, 2, φi,1 = φi,2 = Id; iii) For each
i = 1, 2, φi,1 = hi and φi,2 = Id. The special case i) coincides with
[12, Theorem 2.1]. The conditions in Theorem 4.2 for the ii) case
are in terms of IOSS Lyapunov functions in (strict) inequality form
(see (6)-(7)), with the additional boundedness conditions (20),(22) at
jumps, which are required in Lyapunov-based small gain results for
discrete-time systems [11]. The conditions for case iii) are related to
IOS Lyapunov functions for hybrid systems; see [17]. 4

Example 4.4: Consider the hybrid system H1, as given in
Example 3.8, with state ξ = (ξ1, ξ2) ∈ R2, output y1 ∈
R, input for interconnection w1 ∈ R and additional exoge-
nous input v1 = (v11, v12) ∈ R2, and data f1(ξ, w1, v1) :=
(ξ2,−γ − bξ2 + v11), g1(ξ, w1, v1) := (ξ1 + a1ξ

2
2 , e1|ξ2| +

v12), h1(ξ) := ξ1, C1 := {(ξ, w1) : ξ1 ≥ w1, w1 ≥ 0 },
D1 := {(ξ, w1) : ξ1 = w1, w1 ≥ 0 }, where γ, b, a1 > 0,
e1 ∈ [0, 1). Consider also the hybrid system H2 with state
η = (η1, η2) ∈ R2, output y2 ∈ R, input w2 ∈ R
and v2 = (v21, v22) ∈ R2, and data f2(η, w2, v2) :=
(η2,−η2 + v21), g2(η, w2, v2) := (η1 − a2|η2|,−e2|η2| + v22),
h2(η) := η1, C2 := {(η, w2) : η1 ≤ w2, η1 ≥ 0 }, D2 :=
{(η, w2) : η1 = w2, η1 ≥ 0 }, where a2 > 0, e2 ∈ [0, 1). We
apply Theorem 4.2 to the hybrid system H as in (15) resulting from
the assignment8 w1 = y2, w2 = y1. Let V1(ξ) = γξ1 + 1

2
ξ2
2 and

V2(η) = 1
2
η>η. Then, for each i ∈ {1, 2}, condition (16) holds

with φi1(s) = φi2(s) := s, α11(s) = min
{
s2/4, γs/

√
2
}

,
α12(s) = 1

2
s2 +γs, α21(s) = α22(s) := 1

2
s2 for all s ≥ 0. Now

consider V1 along the flows of H1 and V2 along the flows of H2.
Following the computations in Example 3.8, for each (ξ, η) ∈ C we
have

〈∇V1(ξ), f1(ξ, h2(η), v1)〉 ≤ − b
2
V1(ξ) + max

{
bγh1(ξ),

1

b
v2

11

}
〈∇V2(η), f2(η, h1(ξ), v2)〉 ≤ −1

2
V2(η) + max

{
5

2
h2(η)2, 2v2

21

}
.

6Such is the case, e.g., when φ11 = φ12 = |·|A1 and φ21 = φ22 = |·|A2

with A1 and A2 compact and A = A1 ×A2.
7With the properties of V guaranteed by Theorem 3.7 and associated

functions, it might be possible to pass to a new locally Lipschitz function V
for which (4)-(5) hold for some functions α1, α2, α3 ∈ K∞ and σ1, σ2 ∈ K.

8This interconnection resembles the vertical interaction between a ball,
which is modeled by H1 (with ξ1 being the position and ξ2 the velocity),
and a moving arm, which is modeled as H2 (with η1 being the position and
η2 the velocity), evolving for positive height η1. In this setting, γ denotes
the gravitational constant, b captures the viscous friction due to air, a1, a2

the compression effect and e1, e2 the restitution at impacts. The exogenous
signals v11, v21 and v12, v22 represent disturbances.
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With the chosen input assignment, it follows that (ξ, η) ∈ D if
and only if (ξ, η1) ∈ D1 and (η, ξ1) ∈ D2. Then, following the
computations in Example 3.8, for each (ξ, η) ∈ D we have

V1(g1(ξ, h2(η), v1)) ≤ (e2
1 + 2γa1 + ε1)V1(ξ)

+γ(1− e2
1 − 2γa1 − ε1)h1(ξ) +

1

2

(
1 +

e2
1

ε1

)
v2

12

where ε1 > 0. For each (ξ, η) ∈ D we also have

V2(g2(η, h1(ξ), v2)) ≤ (e2
2 + a2

2 + ε2)V2(η) +
1

2

(
1 +

e2
2

ε2

)
v2

22

+
h2(η)2

2
,

where ε2 > 0. Combining the computations above,
conditions 1)-3) of Theorem 4.2 hold with α1(s) =
min

{
b
4
, 1

2
(1− e2

1 − 2γa1 − ε1)
}
s, ϕ1(s) = 4γs,

γ1(s) = max

{
4
b2
,

2(1+e21/ε1)
(1−e21−2γa1−ε1)

}
s2,

λ1(s) = 2(e2
1 + 2γa1 + ε1)s, ν1(s) =

max
{

2γ(1− e2
1 − 2γa1 − ε1)s,

(
1 +

e21
ε1

)
s2
}

,
α2(s) = min

{
1
4
, 1

2
(1− e2

2 − a2
2 − ε2)

}
s, ϕ2(s) = 10s2, γ2(s) =

max

{
8,

2(1+e22/ε2)
(1−e22−a

2
2−ε2)

}
s2, λ2(s) = 2(e2

2 + a2
2 + ε2)s, ν2(s) =(

1 +
e22
ε2

)
s2, parameters satisfying e2

1 +2γa1 +ε1 < 1, ε1 > 0, e2
2 +

a2
2 + ε2 < 1, ε2 > 0, functions χ1, χ2 satisfying (23) and such that,

for ρ1, ρ2 generated via Lemma 4.1, (24) holds. In particular, the con-
ditions hold for χ1(s) = k1s, χ2(s) = k2s, ρ1(s) = k3s, ρ2(s) =

k4s with ki > 0, i = 1, . . . , 4, k1 < min
{
k4
k3
, k4

2(e21+2γa1+ε1)k3

}
,

k2 < min
{
k3
k4
, k3

2(e22+a22+ε2)k4

}
, k1k2 < 1. From the proof of

Theorem 3.7, we have that %̃(s) = k5s with k5 = max{1 −
min{b/4, (1 − e2

1 − 2γa1 − ε1)/2}, 2k1k3
k4

(e2
1 + 2γa1 + ε1), 1 −

min{1/4, (1− e2
2−a2

2− ε2)/2}, 2k2k4
k3

(e2
2 +a2

2 + ε2)}, which, with
the above bounds on the constants, is less than one, in turn, implying
that α ∈ K∞. Using the definition of φi1, φi,2, A = {0} ∈ R4, the
fact that Id − α1 and Id − α2 are of class K∞, the conditions of
Theorem 4.2 are satisfied. 4

V. CONCLUSIONS
For a general class of hybrid systems, we presented an input-

output-to-state stability notion, sufficient conditions, and a small
gain result for the study of an interconnection of two hybrid sys-
tems systems. The nature of the results and the general hybrid
systems framework under study, which cover classical continuous and
discrete-time systems, and the mild assumptions imposed in the data
suggest wide applicability of the results. Moreover, the conditions for
IOSS of the individual systems and their interconnection are given
in terms of Lyapunov functions and involve conditions that can be
checked without knowledge of solutions of hybrid systems.
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