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Significance

 Numerical abilities are widespread 
across taxa, but the underlying 
neural basis is poorly understood. 
The anuran auditory system, 
which has neurons that count 
temporal intervals, is particularly 
well suited for investigating the 
numerosity sense. Here, we 
combined whole-cell recordings, 
in vivo, with focal pharmacological 
manipulations and estimation of 
excitatory and inhibitory 
conductances to show that 
counting is achieved when 
excitation, augmented over 
successive pulses, occurs within 
the temporal interval between the 
onset and offset phases of 
inhibition. Further, nonlinear 
shunting inhibition shaped the 
amplitude and selectivity of 
excitation, thereby contributing to 
interval counting. This work 
advances our mechanistic 
understanding of counting and 
sheds light on the origins of 
interval-based numerical abilities 
in animals.
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NEUROSCIENCE

How auditory neurons count temporal intervals and decode 
information
Rishi K. Alluria,1 , Gary J. Rosea, Jamie McDowellb , Anwesha Mukhopadhyaya , Christopher J. Learyc, Jalina A. Grahamd,  
and Gustavo A. Vasquez- Opazoe

Affiliations are included on p. 11.

Edited by Earl Miller, Massachusetts Institute of Technology, Cambridge, MA; received February 27, 2024; accepted July 5, 2024 by Editorial Board 
Member Peter L. Strick

The numerical sense of animals includes identifying the numerosity of a sequence of 
events that occur with specific intervals, e.g., notes in a call or bar of music. Across 
nervous systems, the temporal patterning of spikes can code these events, but how this 
information is decoded (counted) remains elusive. In the anuran auditory system, tem-
poral information of this type is decoded in the midbrain, where “interval- counting” 
neurons spike only after at least a threshold number of sound pulses have occurred 
with specific timing. We show that this decoding process, i.e., interval counting, arises 
from integrating phasic, onset- type and offset inhibition with excitation that augments 
across successive intervals, possibly due to a progressive decrease in “shunting” effects 
of inhibition. Because these physiological properties are ubiquitous within and across 
central nervous systems, interval counting may be a general mechanism for decoding 
diverse information coded/encoded in temporal patterns of spikes, including “bursts,” 
and estimating elapsed time.

Counting | numerical abilities | time perception | burst decoding | neural mechanisms

 Animals across taxa, ranging from insects to primates, possess numerical abilities ( 1     – 4 ). In 
contrast to the familiar “label-based,” i.e., symbolic, counting process employed by humans, 
many animal species possess innate, nonsymbolic mechanisms for assessing the numerical 
value (“numerosity”) of a set of objects. While short-term, abstract pattern recognition 
processes may underlie some forms of spatial numerosity, identifying the number of scanned 
objects or events that occur sequentially with a particular timing, e.g., acoustic elements, 
must involve memory and tallying of past events ( 5 ,  6 ). This interval-specific numerical 
ability is critical for the acoustic communication of many animals and may represent a 
phylogenetic precursor for the musical sense of humans. Although numerical abilities have 
been extensively studied, the mechanisms that underlie “innate counting” processes and, 
therefore, the “number sense” of animals are incompletely understood.

 Neurons that respond most strongly for values of spatial numerosity, i.e., the number 
of objects in a scene, have been identified in telencephalic regions of human ( 7 ) and 
nonhuman ( 8 ,  9 ) primates and birds ( 10 ,  11 ). Neural substrates of interval-specific numer-
ical abilities, however, are less well characterized. Neurons have been recorded in the 
anuran inferior colliculus (ICan ) that respond only after at least a threshold number of 
precisely timed sound pulses (notes) have occurred ( 12       – 16 ) ( Fig. 1 A  and B  ). Pulse-number 
thresholds (PNTs) result from a counting process, not simply stimulus energy ( 12 ,  17 ); 
correspondingly, a single aberrantly long interval between successive pulses can completely 
reset the counting process ( 12 ,  13 ). These “interval-counting neurons” (ICNs) selectively 
count the number of pulses that have biologically relevant intervals ( 18 ); in northern 
leopard frogs, ICNs are selective for pulse rates largely in the 30 to 90 pulses/s range, as 
found in natural vocalizations such as “grunts” and “chuckle” calls. ICNs, therefore, 
constitute temporal selectivity filters and counters. In vision, this process may bear simi-
larity to counting the number of objects of a particular shape in a complex scene that 
comprises many different types of objects.        

 More generally, ICNs could be important for decoding information represented in tem-
poral patterns of spiking. For example, sequences of precisely timed spikes, i.e., “bursts,” 
have been postulated to encode salient information, including memories ( 19 ,  20 ). Information 
may even be encoded in the number of spikes in a burst that occur with particular timing 
( 21 ). ICNs could decode information in these bursts and provide a temporal-to-“place” (site 
of activity) transformation of encoding ( Fig. 1C  ). Further, ICNs could be used to estimate 
elapsed time. Interval counting is an essential, but poorly understood, component of D
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“pacemaker-accumulator” models for estimating the time that has 
elapsed from some starting event. In these models, unspecified neu-
ronal processes count pacemaker pulses and compare them to stored 
reference values. Recently, Zemlianova et al. ( 22 ) have constructed 
a neuronal instantiation of this model that can count events and 
estimate elapsed time ( Fig. 2A  ). This model uses feedforward excita-
tion to encode the number of events in the position of activity 
within a spatial network.        

 As these examples illustrate, it is of considerable interest and 
importance to understand the computational mechanisms that 
underlie interval counting. An important question is whether 
interval counting is mechanistically rooted in basic circuit prop-
erties that are present across a wide range of brain structures and 
nervous systems. While some progress has been made, the mech-
anisms that underlie interval counting have remained elusive. 
Initial whole-cell patch recordings from ICNs, in vivo, revealed 
an interplay between excitation and inhibition ( 13 ). The long time 
course of inhibitory postsynaptic potentials (IPSPs) to individual 
pulses ( Fig. 1A  ), along with persistent hyperpolarization following 
a series of pulses, suggested that rate-dependent augmentation of 
excitation was required to overcome this inhibition ( Fig. 2B  ). From 
modeling experiments, however, Naud et al. ( 23 ) postulated that 
a more complex constellation of activity-dependent plasticity, 
including rate-dependent depression of inhibition (“dis-inhibition”) 
and offset inhibition ( Fig. 2C  ), is required to effectively generate 
temporal patterns of hyperpolarization and depolarization that 
matched those observed in some whole-cell patch recordings. In 
the independent Zemlianova et al. model of counting ( 22 ), a pro-
cessing unit switches to a high activity state when the excitation 

from a preceding unit sums with the input excitation from a pace-
maker or the output of the previous layer. Although, as in other 
models, inhibition is present and ensures that the representational 
activity is sparse, it is not required for counting; nevertheless, the 
feedforward excitation structure could contribute to the 
interval-counting properties of ICNs. To further evaluate these 
models and elucidate the mechanisms that underlie this counting 
process, we took advantage of recent advances in combining 
whole-cell patch recordings with focal pharmacology, in vivo, and 
conductance reconstructions ( 24 ); this methodological approach 
has provided deep insights into mechanisms of neural processing 
( 25 ,  26 ). We utilized the anuran auditory system, which provides 
the opportunity to perform these experiments in mechanically 
stable (attributable to cutaneous respiration), unanesthetized ani-
mals. We made whole-cell patch recordings from ICNs at several 
levels of negative current “clamp” (SI Appendix, Fig. S1 ) and then 
mathematically estimated (Methods , Eqs.  1      – 4  ) the time courses of 
excitatory and inhibitory conductances across a range of pulse 
numbers. We also attenuated inhibition pharmacologically to 
directly assess its role in interval counting. Results of these exper-
iments reveal that interval counting in most cases arises from inte-
grating phasic, onset-type and offset inhibition with excitation that 
is augmented with successive intervals–potentially because of a 
progressive decrease in “shunting” effects of inhibition. Because 
these physiological properties are ubiquitous within and across 
central nervous systems, this interval counting mechanism could 
potentially underlie interval-specific numerosity, decoding infor-
mation encoded in spike bursts and neuronal estimation of elapsed 
time. 
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Fig. 1.   Electrophysiological characteristics of interval- counting neurons (ICNs), burst decoding, and mechanistic models. (A). Whole- cell membrane potential 
recordings from an ICN with pulse- number threshold of 14; shown are single (gray traces) and averaged (black traces) responses to stimuli in which pulse rate 
was held at 60 pulses/s and pulse number was varied. Spikes were removed for averaging. (B) 3- d line plots of the number of spikes per stimulus presentation 
(SPS) vs the number of pulses in the stimulus, for 8 cells in the anuran (R. pipiens) inferior colliculus that represent the observed range of pulse number selectivity. 
Neurons that required 2 to 3 (light gray), 4 to 7 (medium gray), or 8 to 12 (black) pulses to reach threshold response levels are shown. (C) Schematic depicting 
coding or encoding information in the temporal discharge patterns ("bursts”) of central neurons, which ICNs then decode to create a “place code” of information.
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Results

 ICNs respond only after a threshold number of sound pulses have 
occurred with cell-specific intervals. To investigate the mechanisms 
that underlie this counting process, we made recordings from 63 
ICNs (49 whole-cell and 14 extracellular recordings), in vivo, in 
the anuran inferior colliculus (ICan ); PNTs (eliciting spikes on ≥50% 
of stimulus presentations) ranged from 2 to 14 (median = 5), e.g., 
 Fig. 1B  . We were able to record sufficient data to estimate stimulus-
elicited excitatory (Δge ) and inhibitory (Δgi ) conductances for 27 
of these cells. We first show representative recordings and estimates 
of excitatory and inhibitory conductances for neurons that mostly 
span this range of PNTs.

 Recordings and conductance traces for a neuron that had a PNT 
of 2 are shown in  Fig. 3A  ; that is, this cell spiked in response to 
stimuli that had 2 or more pulses, broadcast with interonset intervals 

of 16.67 ms. This neuron, which represented 3 others in this study, 
showed short-latency (~20 ms) excitation and delayed inhibition; 
this onset disparity resulted in early, relatively transient, net excita-
tion (filled, red region; (Δge  − Δgi ) > 0) that was suprathreshold for 
stimuli with more than 1 pulse. Excitation and inhibition increased 
in amplitude and duration with increasing pulse number; as a result, 
the net excitation (net Δge ) was substantially less than the gross 
excitation (mean Δge ) (filled vs striped, red histogram bars), indi-
cating that, across stimuli, inhibition counteracted all but the early 
phase of excitation. Inhibition appeared to limit the duration of 
stimulus-elicited depolarizations in this and the 3 other cases that 
had PNTs of 2 to 3.        

  Fig. 3B   shows recordings and conductance estimates for a cell 
that had a PNT of 5 to 6 pulses, presented at 30 pulses/s (pps). 
In this and 4 other cases, e.g., SI Appendix, Fig. S1 , the pulse 
periodicity was reflected in a corresponding periodicity of con-
ductance fluctuations. In contrast to neurons with PNTs of 2 to 
3, the onsets of inhibition and excitation in this cell were more 
coincident. Importantly, the inhibitory conductance had both 
early (onset) and late (offset) components, which were particularly 
evident for stimuli that had 4 or more pulses; the onset inhibition 
depressed in amplitude, resulting in a clear temporal separation 
between these phases of inhibition. In this temporal “window”, 
inhibition minimally opposed excitation. The net Δge  (red, filled 
traces and histogram bars), therefore, increased nonlinearly, rela-
tive to the mean Δge , as pulse number was increased from 1 to 6. 
Spike responses more closely followed the net excitation. In con-
trast, there was comparatively little change in net Δgi  over this 
range in pulse number, likely because stimuli having few pulses 
elicited both onset and offset inhibition; note that the duration 
of Δgi  for 2 pulses was substantially greater than that of the onset 
phase of inhibition at PNT. For the case shown in  Fig. 3C  , full 
separation between onset and late phases of inhibition, i.e., onset 
inhibition reached its fully depressed level, occurred at ~10 pulses, 
presented at 90 pulses/s. For the 10-pulse stimulus, the late phase 
of the inhibition began ~13 ms before the end of the stimulus, 
possibly resulting from rebound of the onset inhibition; this prop-
erty was observed in 5 other cases. Between 8 and 10 pulses, the 
transition to spiking, mean (gross) and net Δge  increased 77% 
and 82%, respectively. In contrast, in changing pulse number from 
5 to 8, mean and net Δge  increased 169% and 771%, respectively. 
This nonlinear increase in net excitation from 5 to 8 pulses cor-
responded with the separation of onset and late phases of inhibi-
tion and contributed, along with the large increase in mean Δge , 
to the high PNT of this neuron. Because excitation increased 
nonlinearly over this range in pulse number, net Δgi  increased less 
than mean Δgi . Similar dynamics of inhibition and nonlinear 
increases in net excitation with pulse number are evident in the 
case shown in SI Appendix, Fig. S1 , which had a PNT of 7 to 8; 
this case, however, showed a particularly strong nonlinearity in 
mean Δge  with pulse rate. From 2 to 8 pulses, net Δgi  increased 
only ~50%, whereas net Δge  increased ~20 fold. Thus, for these 
ICNs, inhibition was strong and differentially opposed excitation 
across pulse numbers; inhibition counteracted excitation to stimuli 
with few pulses but, near PNTs, excitation largely fell in the tem-
poral window between onset and offset inhibition. Net Δgi , there-
fore, continued to increase with pulse number. The increase in net 
Δgi  with pulse number was largely due to the unopposed late/
offset inhibition, which we will next show is important for reset-
ting the interval counting process. 

Lengthening a Single Interval Reinstates Inhibition and Resets 
Counting. Onset- type inhibition appears to depress with pulses 
repeated at sufficiently fast rates and additional inhibition occurs 
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Fig. 2.   Models of interval counting. (A) A sequentially activated hierarchical- 
place model (Zemlianova et al., 2022) that reads temporal patterns of input 
spikes. Each layer consists of circularly connected Wilson–Cowan (WC) units; 
each unit supplies feedforward excitation and, in turn, receives feedback 
inhibition. Successive layers count in multiples of the preceding layer’s 
output count. (B) Rate- dependent augmentation of excitation (Edwards et al., 
2007) and (C) dis- inhibition (Naud et al., 2015) models for generating interval 
selectivity and counting. Neurons that show selectivity for long intervals (LINs) 
provide inhibition (blue projections) to ICNs; some excitatory inputs (red) show 
augmenting- type short- term plasticity (STP).
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following stimulus offset. Lengthening a single interval in a 
series of pulses might, therefore, elicit additional inhibition and, 
thereby, reset the interval- counting process (12). To investigate 
the mechanistic basis of this resetting phenomenon, in 3 cases 
we calculated excitatory and inhibitory conductance responses to 
pulse sequences in which the middle interval (interpulse onset) 
was progressively increased. An exemplar, shown in Fig. 4, had a 
PNT of 13 to 14 pulses, and responded strongly to a series of 25 
pulses presented at 70 pulses/s. Consistent with the results shown 
in Fig. 3, this ICN showed onset and offset inhibition. The onset 
inhibition depressed to baseline level within ~170 ms after stimulus 
onset, enabling the tonic excitation to elicit suprathreshold 
depolarization and ~2.9 spikes per stimulus presentation. Offset 
inhibition at the end of the pulse sequence then counteracted 
the excitation and hyperpolarized the cell. Increasing the interval 
between onsets of the 12th and 13th pulses to 20 ms (from ~14.3 
ms) resulted in a small increase in the inhibitory conductance 
above its baseline level. The amplitude of this “gap inhibition” 

increased and the excitation decayed as this middle interval was 
progressively lengthened and, at 50 ms, reached the level of the 
onset inhibition. For this 50 ms condition, the pulse sequences 
that preceded (12 pulses) and followed (13 pulses) the long interval 
rarely elicited spikes and at approximately the same level (1 spike 
in 9 presentations of the stimulus), indicating that the interval- 
counting process had been reset. Across cases, the inhibition that 
occurred during these gaps appeared, therefore, to counteract 
excitation, evident as a progressive decrease in net Δge (filled, red 
bars in histogram) as the duration of the gap was increased; this 
process resulted in a repolarization of the membrane and reset the 
interval- counting process. The decay in excitatory conductance 
during the longer intervals was also observed in a case that showed 
little or no inhibition (SI Appendix, Fig. S2). Unexpectedly, the 
overall mean Δge also decreased as the duration of the middle 
interval was increased; this apparently anomalous result may be 
related to shunting effects of inhibition, which was elucidated only 
after pharmacologically attenuating inhibition (see below).
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Fig. 3.   Patterns of excitation and inhibition to ICNs across their interval- counting range: The importance of dis- inhibition. Whole- cell membrane potential 
recordings and estimates of excitatory ( Δge , red) and inhibitory ( Δgi , blue) conductances, along with area plots of their difference, for interval- counting neurons 
(ICNs) with PNTs of 2 (A), 5 (B), and 10 (C) pulses; stimulus pulse rates were 60, 30, and 90 pulses/s, respectively. Recordings show single (black traces) and 
averaged (gray traces) responses to stimuli with pulse numbers shown; spikes were removed for averaging. Slight decreases in Δgi below baseline are artifactual 
(see Methods). Bar plots (Right) show mean excitatory ( Δge, red striped) and inhibitory ( Δgi , blue striped) conductances, net Δge (filled red, see Methods) and 
net Δgi (filled blue), and spike rate measured as spikes per stimulus presentation (SPS; black line with solid circles) in response to stimuli with pulse numbers 
shown. (A)–(C): Resting potentials = −68, −82, and −51 mV; carrier frequencies = 1,600, 210, and 700 Hz; stimulus amplitudes = 67, 78, and 76 dB SPL, respectively.

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 U
C

 L
os

 A
ng

el
es

 o
n 

Fe
br

ua
ry

 2
6,

 2
02

5 
fr

om
 I

P 
ad

dr
es

s 
14

9.
14

2.
10

3.
21

7.

http://www.pnas.org/lookup/doi/10.1073/pnas.2404157121#supplementary-materials


PNAS  2024  Vol. 121  No. 35 e2404157121 https://doi.org/10.1073/pnas.2404157121 5 of 12

A Temporal Window Through Inhibition and Nonlinear Increase 
in Excitation Contribute to Interval Counting. Across ICNs 
that showed clear inhibition, PNTs were strongly related to the 
pulse number at which full separation of onset and late phases 
of inhibition occurred (r2 = 0.65, P < 0.001, n = 13) (Fig. 5A); 
inhibition counteracted excitation most strongly for pulse 
numbers well below threshold. For many of these ICNs the net 
Δge, therefore, changed (% drop from PNT to 1 pulse, see Methods 
Eq. 5) at a greater rate than did the mean Δge (Fig. 5B), i.e., data 
points fell below the 1:1 line (drop in mean Δge = drop in net 
Δge)–particularly over the range in pulse number for which onset 
and offset inhibition dissociated. Cases that appeared to have little, 
if any, inhibition (open circles) fell along the 1:1 line. Across all 
cells, the amplitude of mean Δge to single pulses, relative to that at 
PNT (Fig. 5C, Eq. 6), was negatively related to PNTs (r2 = 0.39, 
P < 0.001, n = 26); that is, ICNs tended to have higher PNTs 
if excitation to single pulses was weak. Nevertheless, ICNs for 
which excitation to single pulses was weak varied considerably in 
PNTs (Fig. 5C). As shown in Fig. 5A, the pulse number at which 
onset and offset components of inhibition separated accounted 
for much of this variation. Nonlinear increases of excitation 
with pulse number also played a critical role in determining 
PNTs (Fig. 5D), even for some ICNs that exhibited prominent 
inhibition, e.g., Fig. 3C, S1; in these cases, the drop in mean and 
net excitation were similar (fall along the 1:1 line). The pulse 
number at which the change in mean Δge (slope, Eq. 7, Methods) 
was greatest, i.e., largest change in mean Δge per unit increase 
in pulse number, strongly predicted PNTs (r2 = 0.63, P < 0.001,  
n = 26). Adding to the model the normalized Δge to 1 pulse accounted 
for only an additional ~6% of the variation in PNTs (r2

adj = 0.69,  
P < 0.001, n = 26).

 Cells that showed prominent inhibition and weak excitation 
that increased nonlinearly only after many pulses had occurred, 
e.g.,  Fig. 3C   and SI Appendix Fig. S1 , tended to have high PNTs, 
even if temporal separation of onset and offset inhibition occurred 
at lower pulse numbers (e.g., light-green square,  Fig. 5A  ); that is, 
the opening of a window between onset and offset inhibition was 
necessary, but not always sufficient for achieving a threshold 
response. The temporal “window” through the inhibition was 
critical, however, for ICNs that had mid- to high PNTs and strong 
excitation that increased rather linearly with pulse number, e.g., 
 Fig. 3B  . Notably, the temporal window in the inhibition largely 
determined the PNTs of ICNs that showed maximal increase in 
excitation at 2 pulses and accounted for the substantial variation 
in their PNTs ( Fig. 5D  ). The outlier point (PNT=10 pulses, max-
imum slope of mean Δge  at 2 pulses) in  Fig. 5D   was an ICN that 
showed little or no inhibition and spikes were elicited only at the 
asymptote of excitation, i.e., excitation was marginally sufficient 
for triggering spikes (SI Appendix, Fig. S2 ).

 Nonlinear increases in excitation with pulse number, were crit-
ical in determining the interval-counting properties of ICNs that 
showed little or no inhibition (fell along the 1:1 line in  Fig. 5B  ), 
as is evident in the representative case shown in  Fig. 6 . The mean 
excitation (Δge ) to this cell was subthreshold, i.e., no spikes were 
elicited, for stimuli with fewer than approximately 6 to 7 pulses 
and increased 135% and 150% for responses to 4 vs 6 pulses and 
6 vs 8 pulses, respectively. The PNT for this neuron was 9 pulses.        

 To further investigate the role of excitation in determining PNTs, 
we iontophoresed NBQX (antagonist of AMPA-type glutamate 
receptors) to pharmacologically attenuate excitation (n = 3). 
Increases in excitation with pulse number might be important for 
determining PNTs; that is, excitation at PNT may be only slightly 
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suprathreshold. In this case, PNT should increase appreciably if 
excitation is attenuated. Alternatively, however, excitation may be 
suprathreshold (without inhibition) even for pulse numbers well 
below threshold. In this case, PNT should not change appreciably 
following moderate attenuation of excitation; spiking should occur 
if the number of pulses exceeds that required for onset and offset 
phases of inhibition to separate. For the case shown in  Fig. 7 , single 
pulses elicited excitation that was only ~9 % that to 5-pulse stimuli 
(0.02 nS vs. 0.22 nS), i.e., excitation increased nonlinearly with 
pulse number, and inhibition largely countered this weak excita-
tion. Following iontophoresis of NBQX to attenuate excitation 
(~50% of baseline), PNT increased from approximately 4 to 8. 
This cell showed onset and offset inhibition that opposed excita-
tion primarily for stimuli that had few pulses. Over all 3 cases, 
PNT increased by ~91% after NBQX. The large increase in 
pulse-number threshold following NBQX, therefore, most strongly 
supports the hypothesis that, at least in this and the other two 
cases, excitation to stimuli with near-threshold numbers of pulses 
does not greatly exceed that required for eliciting spikes. These 
results support the conclusion that interval counting, in many 
cases, results from excitation that increases nonlinearly with pulse 
number and inhibition that shows phasic onset and offset 
components.          

Pharmacologically Attenuating Inhibition to ICNs Decreases 
PNTs and Increases Excitatory Conductance: The Role of 
“silent” Inhibition. The analyses of excitatory and inhibitory 
conductances, presented above, suggest that inhibition plays an 
important role in the interval- counting properties of most ICNs. 

To directly test this hypothesis, we made whole- cell recordings and 
iontophoresed either antagonists of GABAA receptors (bicuculline, 
n = 2 or gabazine, n = 7) extracellularly or fluoride (block 
chloride channels) intracellularly (n = 5) to attenuate inhibition. 
Both methods of attenuating inhibition decreased the PNTs of 
ICNs (Fig. 8; Wilcoxon Signed Rank Test, P < 0.001, n = 14), 
but to varying degrees across cases. With GABAA antagonists, 
baseline negative current- clamp recordings can be made prior to 
blocking inhibition to the cell, which is potentially reversible. 
For KF, recording with negative current- clamp progressively 
loads the cell with fluoride, thereby limiting the duration of 
baseline recordings. A disadvantage of bicuculline or gabazine 
iontophoresis, however, is that inhibition to other neurons near the 
recorded cell might also be attenuated, and possibly influence local 
circuit properties. This issue surfaced in an earlier study, in which 
excitation to “long- interval neurons” was increased after gabazine 
was iontophoresed to attenuate inhibition (26). In the present 
experiments, we acquired sufficient current- clamp data before and 
after iontophoresing GABAA antagonists to estimate excitatory 
and inhibitory conductances in 3 cases. Across these cells, mean 
excitation increased ~77% for responses to stimuli that had near- 
threshold numbers of pulses. For one ICN, PNT decreased from 
3 to 4 (baseline) to 1 following gabazine iontophoresis and the 
mean excitation (Δge) increased 136% and 61% for 1- pulse 
and 4- pulse stimuli, respectively (SI Appendix, Fig. S3). In the 
second case, mean excitation to 6- pulse stimuli increased 45.6% 
following bicuculline iontophoresis and PNT decreased from 4 to 
2. These large increases in mean excitation following iontophoresis 
of GABAA antagonists raised the possibility that inhibition to 
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local- circuit excitatory afferents might have been blocked. To 
address whether increases in mean Δge occur following attenuating 
inhibition to only the recorded neuron, we now present results of 
conductance analyses for ICNs recorded with KF in the pipette.

  Fig. 9  shows 2 of the 5 cases in which we made whole-cell record-
ings from ICNs while using KF to attenuate inhibition selectively 
to the recorded neuron. The neuron displayed in  Fig. 9A   showed 
prominent onset and offset inhibition, manifest as IPSPs, e.g., 
 Fig. 3 B  and C  , weak excitation to 1- and 2-pulse stimuli and had 
a PNT of 4. The amplitude of onset IPSPs decreased from ~11 mV 
(baseline) to <1 mV after loading the cell with Fluoride (−0.1 nA 
ejection current for ~5 min) and, with 4- or 6-pulse stimuli, the 
mean Δgi  decreased 78% and 77% from baseline, respectively. As 
was seen with GABAA  receptor antagonists, the mean Δge  increased 
following KF; mean Δge  increased ~40% and 94% for 1- and 
2-pulse stimuli, respectively. Nevertheless, despite the augmented 
excitation, these stimuli still did not elicit spikes, and the PNT 
decreased only marginally to 3 pulses. Thus, inhibition appeared 
to shunt excitatory current, particularly for 1 and 2-pulse stimuli. 
Prior to KF, the mean Δge  at PNT was 8-fold greater than the mean 
Δge  for 1 pulse; after KF, this ratio decreased to 4. Although the 
mean excitation to the 4-pulse stimuli was similar before and after 
KF, the net excitation increased ~20% after KF and appeared to 
account for the PNT decreasing minimally from 4 to 3 pulses. In 
this case, therefore, inhibition opposed and appeared to shunt 
excitation for 1 and 2-pulse stimuli that was subthreshold.        

 The neuron shown in  Fig. 9B   had a pulse-number threshold of 
~6 to 7 pulses and represents ICNs that appeared to have little 
stimulus-driven inhibition. Mean and net excitation were similar 
and increased proportionately from 1 to 10 pulses. Nevertheless, 
following loading with fluoride, the stimulus-driven mean Δge  of 
this cell increased ~147%, 31%, and 49% for 1, 5, and 10 pulse 

stimuli, respectively; the disproportionately larger increase for the 
1-pulse stimuli contributed to the PNT decreasing to 1 pulse. Thus, 
despite seeing little evidence of inhibition, fluoride markedly altered 
the interval-counting properties of this neuron. These results fur-
ther establish that inhibition is important for determining the 
PNTs of ICNs and suggest that it may include a “silent” compo-
nent, i.e., has a reversal potential near the resting potential, that 
shunts excitation to the cell.   
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Discussion

 Our results provide analyses of excitatory and inhibitory conduct-
ances in neurons that perform counting functions. We also com-
bined, in vivo, whole-cell recording with focal pharmacological 
manipulation of inhibition to investigate its role in counting pro-
cesses. We have shown that inhibition has onset and offset compo-
nents and plays a prominent role in interval counting. PNTs, i.e., 
the number of pulses, presented at the optimal rate, required for 
eliciting a threshold spike response, generally corresponded to the 
number of pulses required for full temporal separation of onset and 
offset phases of inhibitory conductances; the increase in net excita-
tion during this “window” in the inhibition enabled suprathreshold 
depolarization. A single long interval, embedded in a sequence of 
optimal intervals, elicited offset inhibition and reset the interval-
counting process. Similarly, behavioral experiments with gray tree-
frogs showed that a long interval reduced the attractiveness of calls 
to females ( 27 ). ICNs that had PNTs of 2 to 3 showed inhibition 
that was delayed in its onset, relative to that of excitation. 
Pharmacological results reinforced the conclusion that inhibition 
plays an important role in generating interval counting; attenuating 
inhibition reduced the PNTs of ICNs, and in several cases resulted 
in responses to single pulses, i.e., abolished their interval-counting 
properties. We also found that ~31% of the ICNs for which con-
ductance analyses were made showed little, if any, apparent inhibi-
tion. The interval-counting properties of these neurons were evident 
in the progression of mean excitation with pulse number. Like most 
ICNs that showed strong inhibition, single pulses elicited little, if 
any, excitation, which increased nonlinearly with increasing pulse 
number. Iontophoresis of gabazine, a GABAA -receptor antagonist, 
attenuated inhibition as expected, but stimulus-driven increases in 
excitatory conductances were augmented as well–even in cases that 
appeared to have little inhibition. These increases in excitation 
strength could result from indirect effects of gabazine blocking 
inhibition on neighboring neurons that might provide excitatory 
input to the recorded cell. Alternatively, inhibitory inputs might 
shunt excitatory current from reaching the soma ( 26 ,  28 ); attenu-
ating inhibition could decrease this shunting and increase excitatory 

current that reaches the soma. To distinguish between these possi-
bilities, we loaded neurons with fluoride to attenuate inhibition 
solely to the recorded neuron. As in a previous study ( 26 ) we found 
that excitatory conductances were also elevated after fluoride load-
ing, suggesting that some shunting inhibition was present in these 
ICNs. Because this shunting was greatest when excitation and inhi-
bition overlapped temporally, e.g., for stimuli with subthreshold 
pulse numbers, excitation to these cells appeared more selective 
than was the case. Despite these increases in excitation, in most 
cases responses to 1- and 2-pulse stimuli, while elevated, remained 
subthreshold. Shunting effects of inhibition could also account for 
the decreases in mean Δge  that occurred as the duration of a middle 
interval was increased, thereby recruiting additional inhibition.

 Our results best support the Naud et al. “dis-inhibition” model 
of interval counting, which incorporates onset-type inhibition 
that depresses and offset inhibition ( 23 ). In this model, ICNs 
receive inhibitory inputs from neurons that are selective for long 
intervals, i.e., slow pulse rates. These long-interval neurons (LINs, 
 Fig. 1F  ) spike to individual pulses, thereby providing inhibition 
at each pulse to the ICNs. For a sequence of pulses presented at 
fast pulse rates, however, the model proposes that spike responses 
of LINs quickly decrease due to delayed inhibition to these cells, 
releasing the ICN from inhibition. Tonic excitation can then depo-
larize the ICN to threshold. At the end of the stimulus, postin-
hibitory rebound excitation in the LINs results in a strong 
offset-type inhibition to the ICN, which contributes to the reset-
ting of the interval-counting process. This model differs substan-
tially from that proposed earlier ( 13 ) in which inhibition was 
postulated to be tonic. Rate-dependent augmentation of excitation 
was postulated to shift the balance in its favor as pulses were 
repeated at optimal intervals; a long interval was presumed to reset 
the strength of the excitation to its low, baseline level. While our 
present results generally support the disinhibition model, they 
also indicate that some refinements may be needed. First, LINs 
showing postinhibitory rebound excitation have not been recorded 
thus far. Several lines of evidence suggest that onset and offset 
phases of inhibition may have different sources. One ICN was 
recorded that had a PNTs of 2 to 3 and showed only offset inhi-
bition ( Fig. 3A  ). The offset inhibition may, therefore, not result 
from postinhibitory rebound in the neurons that cause the inhi-
bition at stimulus onset. Second, conductance analyses suggest 
that even single pulses elicit both onset and delayed, offset inhi-
bition. Alternatively, onset and offset phases of inhibition may be 
mediated by conventional LINs ( 26 ) and neurons that show 
short-pass duration selectivity ( 25 ,  29 ), respectively. Third, many 
ICNs with high PNTs showed nonlinear increases in excitatory 
conductance following several pulses. Decreasing excitation 
strength increased PNTs, consistent with models of interval selec-
tivity in which changes in the relative strengths of excitation and 
inhibition can alter interval tuning ( 30 ,  31 ). ICNs with high PNTs 
showed positive inflections in Δge  for near-threshold numbers of 
pulses. Several origins of these inflections are possible. Excitation 
could gain strength as shunting inhibition (see above) decreases 
with successive pulses. The increase in Δge  for subthreshold num-
bers of pulses following attenuation of inhibition (particularly for 
KF experiments) supports this mechanism; however, the nonlin-
earity and interval counting were not eliminated. Another, not 
mutually exclusive, possibility is that ICNs may receive inputs 
from cells that already show interval-counting properties, i.e., 
hierarchical processing, as is seen in the model of Zemlianova et al. 
( Fig. 2A  ). Fourth, enhancement of presynaptic release could con-
tribute to augmented excitation with successive pulses and, there-
fore, selectivity for high numbers of pulses. Neurons that respond 
after 2 sound pulses with specific timing have been recorded in 
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crickets ( 32 ); however, the mechanism that appears to underlie 
this interval “counting” and selectivity differs from that of ICNs. 
A first pulse elicits subthreshold excitation and strong inhibition; 
for an optimal interpulse interval, rebound depolarization then 
summates with excitation from a second pulse and elicits spiking. 
A similar mechanism could also underlie the interval selectivity 
of “delay-tuned” neurons in echolocating bats ( 33   – 35 ).

 Numerical processes encompass a wide spectrum, ranging from 
learned, label-based counting to innate numerosity. The latter 
comprises abilities to identify the approximate number of like 
elements in a scene or that occur over time and is limited in its 
scope. In acoustic communication or music, it is most relevant to 
identify the number of sound elements that occur with specific 
timing. This temporal information can be represented in the dis-
tribution of activity in an array of ICNs. The subset of neurons 
in the array that are active reflects the number of sequential pulses 
that occurred with intervals that match values typical of specific 
communication signals; these cells can, therefore, constitute both 
sensory temporal filters and numerical processors. This combined 
function is to be expected given the biologically important roles 
of these neurons in call recognition. Neurons with low PNTs can 

show strong interval selectivity, raising the question of why ICNs 
that require greater numbers of pulses exist. These cells may under-
lie the preferences of many anurans for longer calls (more pulses). 
Pulse number can also be a critical temporal feature that frogs use 
to discriminate between calls of males from different conspecific 
populations, e.g., in chorus frogs populations that are undergoing 
speciation ( 36 ). It is also important to note that male frogs can 
match the number of brief calls in a sequence (analogous to notes 
in a “phrase” of birdsong) emitted by a neighboring male ( 37       – 41 ); 
once matched, the other male generally adds an additional “pulse” 
to its next sequence, i.e., “one-ups” its competitor ( 15 ). This call 
number matching extends to as many as 7 to 8 calls in a sequence 
and demonstrates the numerical abilities of anurans. It remains 
to be seen whether ICNs exist that integrate over these longer 
intervals (~100 to 200 ms) ( 15 ).

 The ability to accurately count intervals in a series of regularly 
spaced events is crucial for estimating elapsed time. For auditory 
neurons, this temporal information is present in the acoustic stim-
uli and coded in the timing of spikes in auditory-nerve fibers. Our 
results show that ICNs are selective to elapsed time, i.e., number 
of interpulse onset intervals. Specifically, the onset and offset 
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phases of inhibition approximately track the duration of the pulse 
train; the window in inhibition is accompanied by interval-count 
dependent ramping up of excitation that depolarizes the neuron 
to threshold. Furthermore, these ICNs exhibit a broad spectrum 
of pulse number thresholds, enabling them to measure elapsed 
time ranging from several milliseconds to at least 1 s.

 More generally, interval-specific counting processes are poten-
tially of great significance in enabling central nervous systems to 
decode information that is encoded in the number of spikes in 
bursts. Properties such as stimulus identity, salient information 
associated with location of an animal in its environment, and 
memories have been theorized to be encoded in bursts of spikes 
that have specific spike number and timing ( 19   – 21 ). Thus, interval 
counting neurons could operate generally to decode this informa-
tion and represent it in “place” codes ( 22 ). In addition, counting 
intervals is a mechanism for estimating elapsed time and, there-
fore, time perception. The events that are counted can be external 
stimuli that occur at regular intervals and are coded in the timing 
of spikes, or internally generated discharges from a pacemaker 
( 22 ). The general utility of ICNs decoding and/or time perception 
depends on how specialized the mechanisms are that underlie 
interval counting processes. Our results indicate that interval 
counting and selectivity results from integration of excitation and 
inhibition that has onset and offset components; these parameters 
are governed by time constants that dictate the interval dimensions 
over which the counting occurs. The mechanisms that underlie 
interval counting in anurans bear similarity to those that mediate 
short-interval selectivity in midbrain neurons in mormyrid electric 
fish ( 42 ). While not ICNs per se, these electrosensory neurons 
receive inhibition that depresses quickly at fast pulse rates and 
excitation that, in some cases, temporally summates. Similarly, 
hippocampal neurons show a rate-dependent shift in the balance 
of excitation and inhibition, with inhibition depressing at fast 
stimulation rates ( 43 ). In both systems, neurons could, therefore, 
perform counting functions. Thus, interval counting appears to 
utilize general properties of central nervous systems, which could 
be implemented across neural structures and brains to underlie 
numerosity, decode information coded/encoded in bursts of spikes 
and to estimate elapsed time.  

Methods

Experimental Model and Subject Details. Wild- caught male and female 
northern leopard frogs (Rana pipiens) were group- housed at the University of 
Utah in a 3′ × 2′ × 1′ plastic container with 1” of water at the bottom, situated in 
a room with a 12:12 h light/dark cycle. Frogs were fed live crickets twice a week. 
All care adhered to protocols approved by The University of Utah Animal Welfare 
Committee and followed NIH guidelines.

Method Details.
Surgical Preparation. Frogs were anesthetized by immersion in 3% urethane 
or 0.1% MS- 222 and by topical application of 2% lidocaine hydrochloride to the 
skin of the dorsal surface of the head, where a small craniotomy was performed 
to expose the optic tectum. After a recovery period, frogs were immobilized by 
intramuscular injection of pancuronium bromide (4 µg/g) for electrophysiolog-
ical recordings. Whole- cell patch recordings were made from neurons in the 
ICan, in  vivo, according to methods described previously (13, 44). Recordings 
were made in an audiometric chamber that was maintained at 18 to 20 °C. All 
procedures were conducted in compliance with the Society for Neuroscience’s 
Policy on the Use of Animals in Neuroscience Research and the NIH guidelines 
and were approved by The University of Utah’s Institutional Animal Care and 
Use Committee.
Electrode Construction. Patch pipettes were constructed from high- borate 
borosilicate capillary glass [Schott #8250, A- M Systems #5960; 1 mm outer 
diameter (OD), 0.58 mm inner diameter (ID)] using a Flaming/Brown type 

puller (Sutter Instruments, model P- 97). These pipettes had outside tip diam-
eters of approximately 1.1 to 1.3 μm. Electrode tips were back- filled with a 
solution (pH = 7.4) consisting of (values in mM) 100 potassium gluconate, 
2  KCl, 1 MgCl2, 5 EGTA, 10 HEPES, 20 KOH, and 20 biocytin. Biocytin was 
replaced by mannitol (20 mM) in the solution used to fill pipette shanks. These 
pipettes had resistances between 8 and 20 MÎ©. To block chloride channels, 
K+ gluconate and KCl were replaced with potassium fluoride (KF). Extracellular 
recording pipettes were manufactured from the same glass used for making 
patch pipettes, but had tip diameters of 2 to 3 μm and were filled with 2 M 
NaCl; resistances varied between 0.7 and 1.0 MΩ.
Whole- Cell Recording Procedure. “Whole- cell” recordings were made with 
patch- type pipettes, as described previously (13, 44). Briefly, recording pipettes 
were advanced into the brain using an “inch- worm” microdrive (Burleigh Corp., 
model 6,000 Controller) or a 3- axis microdrive (Scientifica PLC, model IVM- 3000) 
while applying positive pressure to the pipette fluid. After reaching the location 
for whole- cell recording, the pipette was advanced in 1.5 μm increments while 
maintaining positive pressure and passing -  0.1 nA square- wave pulses (500 ms) 
to monitor resistance; cell contact was indicated by a small increase (10%) in the 
voltage change. Negative pressure was then applied to the pipette to increase the 
seal resistance to giga- ohm levels. Subsequent to seal formation, negative current 
(~−0.5 nA) was applied to rupture the patch and attain a whole- cell recording. Seal 
resistances were typically greater than 1.5 GÎ©. Reported resting potentials are 
uncorrected for liquid junction potential. Recordings were made in “current- clamp” 
vs. voltage- clamp mode. Computer simulations (45, 46) and direct experimental 
measurements (47) have demonstrated that it is not possible to accurately control 
the voltage in dendritic compartments using the somatic voltage- clamp method. 
Stimulus- driven changes in excitatory and inhibitory conductances could be esti-
mated (described below) using recordings at several levels of constant, negative 
current injection (48). While both methods can estimate synaptic conductances 
only as they affect changes in the somatic membrane potential, the current- clamp 
method has several advantages: Compensations for voltage drops across series 
resistances (electrode and patch) at the time of the recording are not required 
and injection of positive current, which is used in voltage- clamp experiments and 
activates voltage- dependent conductances, is avoided.
Pharmacological Procedure. We delivered drugs iontophoretically, using 3-  to 
5- barrel micropipettes, as described previously (26). Individual barrels were filled 
with L- glutamate (100 mM, pH = 8.0), NaCl (150 mM) for current balance, gab-
azine (3 mM in 150 mM NaCl, pH = 4.0) or bicuculline methiodide (20 mM in 
150 mM NaCl, pH = 3.0) to block GABAA receptors, 5 mM NBQX (1,2,3,4- tetrahy
dro- 6- nitro2,3- dioxo- benzo [f]quinoxaline- 7- sulfonamide) (pH 9.0 in 150 mM  
NaCl) to block AMPA/Kainate. Each barrel of the assembly was connected via an  
Ag/AgCl wire to a constant- current iontophoresis device (Dagan Corp., model 
6400). Approximately 50 to 100 nA constant current was used to iontophoret-
ically deliver pharmacological compounds (negative for glutamate, NBQX and 
CPP, positive for gabazine). We iontophoresed glutamate to activate recorded cells 
and to assess whether the multibarrel pipette was sufficiently close for conducting 
pharmacological manipulations (24). To minimize leakage of agents, retention cur-
rents of approximately 5 nA (opposite the polarity used to deliver the agents) were 
applied to barrels that contained drugs. Multibarrel pipettes were advanced into 
the brain using a single- axis hydraulic manipulator (Siskiyou Corporation, model 
MX610). For experiments involving intracellular fluoride, potassium gluconate in 
the intracellular solution was replaced by potassium fluoride. Baseline recordings 
were made as soon as cell access was achieved; current- clamp levels of 0 to −0.06 
nA were used. Attenuation of inhibition from injection of KF was marked by an 
increase in spike rate or strength of depolarizations. These effects were clearly 
observed on average approximately 3 mins after baseline recordings were com-
pleted and KF was delivered (~−0.1nA); recordings with KF- attenuated inhibition 
were, on an average, approximately 13 mins after achieving access to the cell.
Stimulus Generation and Delivery. Acoustic stimuli were generated using an 
auditory stimulus generator (Tucker Davis Technologies, systems II & III) and 
custom software developed in Matlab environment (MathWorks, Inc.). Search 
stimulus carrier frequencies were systematically varied from 150 to 1,600 Hz 
with modulation frequencies (in the case of sinusoidal amplitude modulation, 
SAM) ranging from 10 Hz to 100 Hz. To test for interval selectivity, pulse duration 
and number were held constant and only pulse rate was varied, usually from 5 to 
80 pulses/s. Stimuli were presented free- field and contralateral to the recording 
site in an audiometric room (17).D
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Data Acquisition. Recordings were acquired and digitized at 10 kHz using a 
data acquisition interface (Cambridge Electronic Design, Model: Power 1401), 
then stored, and analyzed using Spike2 software, also from the same supplier.
Conductance Reconstruction. Estimates of excitatory and inhibitory conduct-
ances were determined according to methods described previously (26). Spike 
threshold Et was approximated across responses for repeated stimulus presenta-
tions. The subthreshold (V < Et) membrane potential changes consisted of two 
parts: 1) linear changes in synaptic currents and membrane potential and 2) 
nonlinear changes due to voltage- dependent activation of synaptic and/or intrin-
sic currents. We define the boundary between linear and nonlinear variations 
(near- threshold) as the activation potential (Eact). The subthreshold linear changes 
in V (≤ Eact) can be accurately modeled using Eq. 1; however, this is not the case 
for nonlinear subthreshold variations (49) (Priebe and Ferster, 2008).

[1]
C
dV (t)

dt
= Iinj(t)−Δge(t)

(

V (t)−Ee
)

−Δgi(t)
(

V (t)−Ei
)

−gleak(V (t)−Er ),

where C is the cell capacitance, Ei and Ee are the reversal potentials of the inhibitory 
and excitatory conductances, V is the membrane potential (expressed as a function of 
time), gleak =1/Rinput (represents the sum of conductances responsible for holding the 
cell at its resting potential, Er), and Iinj is the current injected into the cell through the 
patch pipette (electrode). The input resistance (Rinput) and time constant (τ) of the cell 
were estimated (double exponential curve fit, in Spike- 2) from brief negative current 
pulses delivered to the neuron; the voltage drop across the electrode and access resist-
ances, which had a faster time course, was subtracted from the total voltage change 
produced by these current injection steps; Rinput = V/Iinj. In addition to measuring 
this voltage drop and subtracting it from the apparent membrane potential, we used 
a spike- threshold based method of determining V (50). This approach is based on 
the assumption that spike threshold for a particular neuron should, on average, be 
constant across current clamp conditions. Thus, to determine the actual membrane 
potential following current injection, the spike threshold drop was subtracted from the 
apparent membrane potential change. The mean input resistance of neurons in this 
study was approximately 420 MΩ. The capacitance of each neuron was calculated as 
C = τ/Rinput. The inhibitory reversal potential for each cell was estimated to be the V at 
which IPSPs reversed from hyperpolarizations to depolarizations; in some cases, carrier 
frequencies that elicited primarily inhibition were used for determining these rever-
sal potentials. The excitatory reversal potential was based on measurements where 
EPSPs were reversed from depolarizations to hyperpolarizations. While the relative 
magnitudes of changes in excitation (Δge) and inhibition (Δgi) changed slightly for 
different values of these reversal potentials, the time courses of these conductances 
were not affected. The computed Δge and Δgi values represent estimates of stimulus- 
related changes in conductances relative to prestimulus baseline levels; background 
(no stimulus present) excitatory and inhibitory conductances contributed to the “leak” 
conductance, gleak. Recordings without current injection and at small levels of current 
clamp in some cases showed evidence of active membrane properties that amplified 
depolarizations. For these cases, we performed analyses in which a nonlinear term, 
based on the hybrid model suggested by Izhikevich (51), was added to the above Eq. 1.

 

[2]C
dV (t)

dt
=�

(

V (t)−Et
) (

V (t)−Er
)

+ �
(

V (t)−Er
)

+ Iinj(t)

− Δge(t)
(

V (t)−Ee
)

− Δgi(t)
(

V (t)−Ei
)

− gleak (V (t)−Er )

where

 

[3]� =
gl

2(Eact − Er )
,

 

 

[4]� =
gl

2
(

Eact − Er
) (Et − Er ).

Details of this method can be found in ref. 26.

We used a least- squares approach to estimate the changes in excitatory (Δge) 
and inhibitory (Δgi) conductances of a neuron in response to stimuli. This minimiza-
tion process involved overdetermining the system, i.e., using recordings at multiple 
levels of negative current clamp (injected current) to obtain more equations than 
the number of unknown parameters (in this case, Δge and Δgi). We approximated 
Δge and Δgi at each sample point in time (0.1 ms) as the values that provided the 
best fit, i.e., minimized the difference between measured and calculated changes 
in membrane potential, for the recordings across all current clamp levels (25).
Mean and Net Conductances. For comparing excitatory and inhibitory con-
ductance amplitudes across pulse rates, mean values of responses of cells to 
each stimulus were computed over the time period of the conductances for the 
longest stimulus used in the analyses. To quantify Δge and Δgi, we computed 
the mean of their time courses for the duration of response, i.e. sum of values 
at every time sample divided by the total number of samples. Net Δge is the 
mean of positive values and net Δgi is the absolute mean of negative values of 
the difference (Δge – Δgi) at each time point. Therefore, net Δge represents the 
resultant excitation that is not counteracted by inhibition and net Δgi represents 
the resultant inhibition that is not counteracted by excitation.

The percentage drop in the means and net conductances across pulse number 
(ΔN) were calculated as:

 [5]

%drop in Δg across ΔN pulses

=
Δg at N pulses−Δg at (N−ΔN)pulses

Δg at N pulses
∗100.

The normalized conductance means were computed as:

 
[6]normalized Δg at N pulses =

Δg at N pulses

Δg at PNT

The mean/net Δg slope was calculated using the difference in Δg over the 
change in pulse number (ΔN).

 
[7]slope of Δg =

Δg at N pulses − Δg at (N − ΔN) pulses

ΔN pulses

where N >= 1 pulse and N <= PNT.
For most cases with pulse increments greater than one, the pulse number for 

the peak mean Δg slope was determined through interpolation.
Regression. Linear regression was executed in Matlab, followed by the Lilliefors 
test for assessing the normality of the regression residuals. The hypothesis that 
the residuals were derived from a normal distribution could not be rejected for 
any of the regressions presented in this paper. Prior to regression, data pertaining 
to pulse number thresholds were transformed logarithmically. To examine mul-
ticollinearity, the Variance Inflation Factor (VIF) was calculated for each variable, 
with all VIFs found to be less than 3, indicating no significant multicollinearity.

Data, Materials, and Software Availability. The datasets generated and/or ana-
lyzed during the current study and the data & code required for analysis were depos-
ited in the UHive repository: http://doi.org/10.7278/S5d-0ndd-9r1n (52). All other 
study post- analysis data are included in the article and/or Supporting Information.
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