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ABSTRACT OF THE DISSERTATION

Molecular-scale Simulations of Dynamic DNA nanostructures

by

Ze Shi

Doctor of Philosophy in Nanoengineering

University of California San Diego, 2018

Professor Gaurav Arya, Chair

Structural DNA nanotechnology, the assembly of rigid 3D structures of complex yet

precise geometries, has recently been used to design dynamic, mechanically-compliant nanos-

tructures with tunable equilibrium conformations and conformational distributions. Introduction

of additional stimuli-responsive behavior in such dynamic nanostructures should further widen

the possible applications of DNA nanotechnology. The overarching goal of this dissertation is to

explore the potential of coarse-grained molecular modeling and simulations as a design tool for

predicting the mechanical properties, the free energy landscape, and stimuli-responsive responsive

behavior of dynamic DNA nanostructures. In the first part of this dissertation, coarse-grained

molecular dynamics simulations are used to provide insights into the conformational dynamics of

xiii



a set of mechanically compliant DNA nanostructures, namely, DNA origami hinges. An approach

is also proposed for rapidly predicting equilibrium hinge angles from individual force-deformation

behaviors of their single- and double-stranded DNA components. In the second part, molecular

basis for the mechanism of salt-actuation of such DNA hinges is provided by computing their free

energy landscape with respect to the hinge angle using a novel methodology. A simple analytical

statistical-mechanical model is also introduced to model the actuation response curves obtained

experimentally. This work provides some of the first molecular-scale insights into the confor-

mational dynamics and ion-activated actuation of mechanically compliant DNA nanostructures,

which should help guide the design and optimization of new nanodevices.
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Chapter 1

Introduction

1.1 Structural DNA nanotechnology

In the early 1980s, Nadrian Seeman proposed the concept of the 4-way junction of DNA

(1) that would spawn the field of DNA nanotechnology (Figure 1.1a). Indeed, because of its many

advantageous features including programmability, self-assembly, and molecular recognition,

DNA serves as a promising building block for nanofabrication. Based on such DNA 4-way

junctions, a variety of more complex nanostructures including DNA cube (2) (Figure 1.1b),

double-crossover tile-based 2D DNA crystal (3) (Figure 1.1c), triple-crossover tile-based 2D

DNA crystal and DNA nanotube (4), 3D DNA crystals (5) (Figure 1.1d), DNA sheets based

on programmed self-assembly (6), and DNA octahedron (7) (Figure 1.1e) have been fabricated.

Generally, the only design input in such DNA nanostructures is the sequence of DNA strands

used for hybridizing them and folding the resulting skeleton into the desired geometry. For small

structures and relatively large structures self-assembled from small DNA motifs, the sequence

design is fairly intuitive. However, it becomes tedious to design large and complicated structures

with such a basic design strategy.

Therefore, towards achieving more programmable large structures, a breakthrough design

1



Figure 1.1: DNA nanostructures based on 4-way junction. a:4-way junction of DNA with
sticky-ends (1). b: DNA cube (2). c:2D DNA crystal, adapted from (5), with permission from
Nature Publishing Group. a–c are adapted from (8), with permission from Nature Publishing
Group. d:3D DNA octahedron, adapted from (5), with permission from Nature Publishing
Group.e:DNA octahedron, adapted from (7), with permission from Nature Publishing Group.

strategy, DNA origami, was proposed by Paul Rothemund in 2006 (9) (Figure 1.2a). In DNA

origami, a long scaffold strand passing through the entire structure is employed and a periodic

array of staple strands are incorporated to connect DNA duplex bundles. Instead of decomposing

the sequence design into design of binding sites on DNA tiles, the DNA origami strategy simplified

the sequence design to the design of the connections between DNA duplex strands, and converting

them to space relationships between different parts of the scaffold strands. In this way, researchers

could design more complex structures compared to structure designs based on DNA tiles. In

the past decade, structures including DNA origami sheets (9; 10) (Figure 1.2b), DNA origami

capsules (11; 12; 13) (Figure 1.2c), lattice-based 2.5D DNA origami (14) (Figure 1.2d) and its

2



Figure 1.2: DNA nanostructures based on DNA origami. a:Design of DNA origami (9), adapted
from (9), with permission from Nature Publishing Group. b: 2D DNA origami sheet (9),
adapted from (9), with permission from Nature Publishing Group. c:DNA origami capsules,
(11), adapted from (11), with permission from Nature Publishing Group. d:2.5D DNA crystal
(14), adapted from (23), with permission from Nature Publishing Group. e:twisted 2.5D DNA
origami structure (15), adapted from (15), with permission from American Association for the
Advancement of Science. f: wire-frame-based 3D DNA origami shells (16), adapted from (16),
with permission from Nature Publishing Group. g: superorigami (19), adapted from (19), with
permission from American Chemical Society.

modified version with curvature through insertion and deletion of DNA bases (15) (Figure 1.2e),

wire-frame-based 3D DNA origami shells (16; 17; 18; 13) (Figure 1.2f), and superorigami (19)

(Figure 1.2g). In practice, the size of DNA origami nanostructures is always limited by the length

of the scaffold; Recent efforts (20; 21; 22) on extending the length of scaffolds have enabled the

bottom-up fabrication of micron-sized DNA structures, though this strategy also introduces a

larger number of defects into the structure.

Apart from structures fabricated according to the strategies introduced above, researchers

have also developed variants or combinations of these methods as a possible way of fabricating

3



large DNA structures, such as 2D origami lattice (24), DNA brick crystal (25), and self-assembly

through staking interaction between blunt ends exploiting weak interactions in DNA self-assembly

(26; 27).

1.2 Dynamic DNA nanostructures

Apart from static structures fabricated with the above mentioned design strategies, dy-

namic DNA nanostructures are also coming into the forefront due to the many additional ap-

plications they may potentially promise, for instance in sensing and actuation, drug delivery,

robotics, and nanomanufacturing. Designs of dynamic nanostructures can be put into several

categories according to the stimuli that induces the conformational change or motion in the DNA

nanostructure.

1.2.1 Stimuli based on DNA strands

Most dynamic DNA nanodevices are based on DNA-DNA interactions, especially small

DNA structures like DNA walkers (28; 29; 30; 31; 32). The toe-hold mediated strand displacement

(TMSD) method (33) (Figure 1.3a), which is a base-pairing based method using externally added

DNA strands to change the hybridization status of DNA within the DNA structure, is one of the

main actuation methods used for actuating dynamic DNA nanostructures. Apart from hybridizing

and dissociating two DNA strands, TMSD also enables conformation and stiffness changes of

DNA strands in DNA origami structures.

By controlling the hybridization states of certain DNA strands with TMSD, a series

of two-state dynamic DNA devices have been achieved, such as DNA containers (34; 35; 36)

(Figure 1.3b), rotary DNA origami device (37), DNA origami beacon (38), and DNA origami

machines capable of large conformational changes (39; 40; 41; 42; 43; 44; 45; 46; 47)(Figure 1.3c

and d). Such conformation changes can then be translated into linear or rotary motion of DNA

4



Figure 1.3: Dynamic DNA nanostructures. a:TMSD method (33), adapted from (33), with
permission from Nature Publishing Group. b: Two-state DNA container (35), adapted from (35),
with permission from American Chemical Society. c:DNA tensegrity structure capable of large
conformational change (39), adapted from (39), with permission from Nature Publishing Group.
d: DNA pinston (40), adapted from (40), with permission from American Chemical Society.
e: DNA nanostructure actuated by ion concentration (43), adapted from (43), with permission
from American Association for the Advancement of Science. f: DNA nanostructure actuated
by aptamers targeting (44), adapted from (44), with permission from Nature Publishing Group.
g: DNA nanostructure actuated by light stimuli (50), adapted from (50), with permission from
Nature Publishing Group.

devices through clever strategies involving precisely placed DNA binding sites on appropriate

templates such DNA origami. DNA origami has provided an excellent template for controlling

the direction and movement of such dynamic nanostructures (48; 46; 43). Recently, Ketterer et al

(49) also introduced a tight-fitting DNA components-based rotary apparatus with random motion.

1.2.2 Other stimuli

For stimuli involving DNA strands, a hybridization and dissociation process is always

required for actuating the DNA structures. Therefore, two main shortcomings of this method are

the relative long time scales of actuation and waste strands generated in such process. Recently,

5



weaker interactions such as base stacking of blunt-ended double-stranded DNA segments have

been used to latch components together in a tunable manner based on ion concentration (43)

(Figure 1.3e). Apart from the effect on base stacking, varying effects of ion concentration on

the stability of Hoogsteen interactions in triplex DNA (51) and on the hybridization energy of

short DNA strands (52) have also been considered as actuation strategies for dynamic DNA

nanostructures.

Apart from DNA-DNA interactions, interactions between DNA and other molecules have

also been considered for actuation (Figure 1.3f); These include binding of small moieties like

miRNA, G-quadruplexes, and ATP molecules (44; 53), DNA aptamers targeting (44; 53; 54; 55)

and protein-protein interactions (56; 57). In addition, stimuli such as light (58; 50) (Figure 1.3g),

as well as electrical (59) or magnetic (60) actuation methods have also been utilized, which have

the added advantage of being noninvasive.

For most of these dynamic structures, the mechanical properties of DNA are extremely

important in determining the magnitude of conformational fluctuations or the motion path of such

nanostructures. To this end, several studies have begun to examine the mechanical properties of

DNA components based on classical mechanics theories, e.g, Euler elastic beams (61; 62). How-

ever, analytical models based on classical mechanics have various limitations as described further

below, and therefore, computer-aided design strategies incorporating more detailed biophysics of

DNA structures may provide more accurate design approaches.

1.3 Computer-aided design

Due to the complexity of assigning sequence to DNA strands that fold uniquely into the

desired geometry and topology, the design tools are typically developed at the same time a new

design strategy of DNA nanostructures is proposed. The computer-aided design tools generally

have two functions: interpretation of a high-level design input into DNA sequence, and prediction

6



of various properties of the designed structure (e.g., shape, stability) to give feedback on the

input design. The first function always updates with the development of a new structural design

strategy, while the second one is typically a simplified version of a computer simulation of the

input structure.

1.3.1 Design interface

The design interface, usually a software package, is always based on implementing

design rules using some type of algorithm that operates on the input design parameters. In

DNA nanostructures, the input design parameters, in general, are the shape and function of the

structures.

After Nadrian Seeman proposed the four-way junctions, a design tool named GIDEON

(63) was developed in 2006 by his lab. The package has a simple interface, and simple design

rules including hybridization of double-stranded DNA and assembly of four-way junctions. What

GIDEON provides is an interface necessary for bottom-up design of simple wire-frame and

tile-based DNA nanostructures.

After Paul Rothemund invented the DNA origami design strategy, Andersen et al (64)

developed the SARSE toolbox to provide an interface for designing 2D DNA origami structures.

The top-down concept of a structure shape input is incorporated in this package as it accepts a

bitmap file input for the 2D shape of targeted structure. Furthermore, this package also provides

an atomic structure output, which can be directly used to perform all-atom simulations.

caDNAno developed by Douglas et al. (14) is a widely used bottom-up design package

for 3D DNA origami design. This package is based on a 2.5 dimension lattice frame to define

the helix bundle and highlight possible connection points. Although caDNAno offers enough

freedom within the DNA origami lattice framework for designing nonlinear structures such as

circular gears, it is still inconvenient for designing complex 3D structures because of the 2.5D

strategy inherent in their source code.
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Tiamat (65) developed by Hao Yan’s lab is essentially an updated version of GIDEON. It

offers a platform for freely drawn small DNA structure design.

VHelix (16) is a package developed by Högberg lab with a top-down method that converts

a 3D design input into a DNA mesh grid. Compared to SARSE, the design input is evolved

from 2D to 3D and works as a plug-in of Autodest Maya, which would be an ideal design input

for complex structures as it takes the advantage of 3D modeling platform. However, the design

strategy is limited to polyhedral 3D mesh, which would not be suitable for most applications

of DNA origami. Combining different design strategies into this package could be a potential

improvement of the package.

DAEDALUS (13) is similar to vHelix, but the design strategy is more optimized. Also,

it takes a CAD file as an input, which is closer to macroscopic structure design. However, this

approach still suffers from the same limitations vHelix, that is, it only creates 3D DNA meshes

instead of a combination of bricks, shells and wire frames. For designs with other applications

like drug delivery or mechanical objects, DAEDALUS is not the best choice.

Apart from design strategies, simple thermodynamics relaxation procedure for obtaining

rough predictions of the 3D shape of the structures are also typically incorporated in many design

interfaces. For caDNAno, because of the relatively large structure and the inconvenience of 2.5D

lattice structure, a simulation package implementing a finite-elements model, CanDo (23; 66) has

been developed together with the design interface. The simple relaxation simulation incorporated

in the design tools will give a gist of the shape and the structure of the design input, but for

molecular- and energetics-level understanding of DNA nanostructures, performing computational

simulations at different level of detail would be an ideal choice.

1.3.2 Molecular simulation of DNA nanostructures

In the past, the nearest-neighbor model of DNA base-pairing (67) has been used to predict

the native secondary structure, and the associated free energy, of DNA nanostructures or their
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motifs (7; 68). To predict 3D tertiary conformations, methods have been developed that impose

geometrical restraints on DNA nucleotides which are minimized using relaxation algorithms to

yield conformations with minimal mechanical, planar, and torsional strains (63). Continuum

mechanics formulations treating DNA base-pairs as finite elements of an elastic rod, connections

between dsDNA helices as rigid crossovers, and ssDNA components as nonlinear springs have

also been developed to predict conformations of DNA origami structures designed with typical

honeycomb or square lattice cross-sections. (23; 66). Recent extensions to this approach (69; 70)

account for lattice-free structures with multiway junctions, topologically-closed structures, and

Brownian dynamics of the structures.

While these continuum-mechanics-based approaches enable rapid predictions of the global

conformations of rigid to semi-flexible structures, they do not possess the resolution required to

capture molecular-scale effects, such as inelastic deformation and partial unzipping of dsDNA

components, and conformational flexibility, steric interactions, and secondary-structure formation

of ssDNA components. Such effects likely become important in dynamic structures like the DNA

hinges discussed earlier that contain long, flexible ssDNA connections and strongly deformed

dsDNA components. These approaches are also unable to model structures with complex energy

landscapes that exhibit multiple stable conformational states. Lastly, the approaches cannot

capture structural “dynamics”, that is, the real-time molecular-scale motions accompanying

conformational fluctuations and transitions across states. While these motions are mostly restricted

to near-harmonic oscillations in the case of rigid structures, they may become large and lead to

more complex, coupled motions in compliant structures

All-atom models provide an ideal resolution for capturing the conformation and mechanics

of the single- and double-stranded components of DNA nanostructures, and molecular dynamics

(MD) simulations provide a powerful approach for simulating their conformational dynamics.

Indeed, all-atom MD simulations has increasingly being used to study DNA nanostructures

(72; 73; 74; 70; 75; 76; 77). However, many of these structures contain thousands of nucleotides,
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Figure 1.4: Model interaction sites and double helix structure of oxDNA. Adapted from (71),
with permission from American Institute of Physics.

which equates to simulation systems containing millions of atoms in explicit solvent. Despite

rapid advances in computing power, simulating such structures with all-atom models remains

highly computationally demanding.

To overcome this challenge, a number of coarse-grained (CG) models have been developed

that provide simpler representations of DNA while still retaining enough details to reproduce its

key properties (78). OxDNA (71) is one such CG model that was recently developed specifically

for DNA nanotechnology and reproduces various thermodynamic and conformational properties

of ssDNA and dsDNA (Figure 1.4). This model represents each nucleotide as a rigid body

with three interaction sites and accounts for Watson-Crick base pairing, base stacking, excluded

volume, and backbone connectivity. OxDNA has already been successfully used to study a variety

of DNA nanostructures (79; 80; 81; 82; 83; 84; 85; 86), including those built via DNA origami

(87; 88; 89).

In this model, each DNA strand is treated as a chain of rigid bodies representing nu-

cleotides, and the surrounding solvent and ions are treated implicitly. Each nucleotide is repre-

sented by three interaction sites—one site for each pair of phosphate and sugar groups and two

sites for each base. The noncollinearity of the three interaction sites enables the model to capture

the asymmetric shape of the dsDNA helix with distinct major and minor grooves. Each nucleotide
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is also represented by a vector perpendicular to the notional plane of each base whose direction

enables the model to capture the orientational dependence of base-stacking and Watson-Crick

base-pairing interactions.

The total potential energy of a multi-strand system is given by the sum of eight pairwise

interaction terms:

Utot = ∑
nearest neighbors

(
Ubb +Ustack +U ′ev

)
+ ∑

other pairs
(UHB +Ucs +Uev +Ucoax +UDH) , (1.1)

where the first sum accounts for interactions between adjacent nucleotides on the same strand, and

contains Ubb, Ustack, and U ′ev terms that describe the connectivity between adjacent backbone sites,

stacking interactions across neighboring base sites, and excluded volume interactions between

neighboring nucleotide sites, respectively. The second sum accounts for interactions between

all other pairs of nucleotides in which UHB describes hydrogen-bonding interactions between

complementary bases, Ucs describes cross-stacking interactions between bases on opposite DNA

strands, Uev describes excluded volume interactions, Ucoax describes coaxial stacking of non-

neighboring bases on the same strand, and UDH describes salt-screened electrostatic interactions

between non-neighboring backbone sites. All interaction potentials, except the excluded volume,

backbone, and electrostatic terms, depend on the relative orientations of the nucleotides, in

addition to depending on distances between interaction sites. The interaction-potential parameters,

such as the location and depth of energy minima, force constants, and charges, were fitted to

reproduce experimentally measured properties of DNA: the stacking transition of ssDNA; length-

and salt-dependent melting transition curves and melting temperature of short dsDNA duplexes;

persistence lengths of ssDNA and dsDNA; and elastic torsional and stretching moduli of dsDNA.

Further details on model development, parameterization, and application are provided elsewhere

(71; 90; 87).
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1.4 Motivation and Outline of Dissertation

As discussed above, the past few decades have witnessed a rapid growth in the field of

DNA nanotechnology, both in the development of new design strategies to increase the size and

complexity of DNA nanostructures and in the development of automated design software. One of

the main visions of this field is to create dynamic, functional devices that mimic the exquisite

complexity and efficiency of biomolecular machines that exist in nature (e.g., polymerase, ribo-

somes), but also macroscopic machines that are part of our daily lives (e.g., automobile engine).

The work in this dissertation focuses on an emerging class of dynamic, mechanically compliant

DNA nanostructures developed over the last few years (91; 47; 46; 92; 40; 39).

These structures exploit differences in the mechanical properties of single- and double-

stranded DNA, as well as bundles of interconnected double-stranded DNA helices to create

mimics of joints and links found in macroscopic machines. Some unique aspects of these devices

are the large fluctuations that they exhibit about an equilibrium conformation, and high tunability

of their equilibrium conformation as well as the size of these fluctuations. The fact that these

structures exhibit fluctuations typically in a specific direction makes them useful for mechanical

sensing and actuation. However, as discussed above, current design tools are either not well

suited to modeling such dynamic and compliant nanostructures, or are limited to the modeling

small-scale hybridization processes (93).

One of the goals of this dissertation is to investigate the viability of molecular-scale model-

ing and simulations in reproducing the conformational dynamics of such dynamic, mechanically-

compliant structures and to provide insights into their mechanical properties. Because of the

relatively large size of these nanostructures, a coarse-grained representation of these structures

is required. While a rigorously-developed coarse-grained model of DNA nanostructures has

recently become available, this model has not so far been tested on large, mechanically compliant

DNA nanostructures.
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Another goal is to develop simple design rules based on molecular-scale and statistical

models for predicting the conformational dynamics of these nanostructures and their actuation

response to potential stimuli such ion concentration. The sample structures studied in this

dissertation could be also counted as part of a database of dynamic DNA nanostructure designs,

which could in the future serve as a strong design tool for complex mechanical nanodevices made

from DNA.

The rest of this dissertation is organized as follows. Chapter 2 investigates the potential

of predicting the conformational dynamics of a set of DNA origami hinge designs with coarse-

grained modeling and simulations. A force- balanced method is also proposed to enable rapid

prediction of such dynamics for studying large sets of designs in a high-throughput manner.

Chapter 3 introduces a modified DNA origami hinge that can be actuated by changes in

ion concentration. A simple statistical mechanical model is described to explain the actuation

response profiles obtained experimentally and to elucidate the role of various hinge design

parameters.

The analytical model developed above, however, involves two fitting parameters, which

makes the model less predictive. Therefore, in Chapter 4, a thorough study of the free energy

landscape of the modified DNA origami hinge is presented, yielding important molecular-level

understanding of the behavior of the hinges under different salt conditions and also providing

guidance for design optimization for possible future applications.

Apart from these research projects on the DNA origami hinges, other systems studied

during my graduate study are presented in Chapter 5, including stretching mechanics of the

Holliday junction in a DNA origami and all-atom molecular dynamics simulation of a DNA

crystal.

Finally, Chapter 6 summarizes the work presented in this dissertation and provides several

possible directions for future research.
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“DNA hairpins destabilize duplexes primarily by promoting melting rather than by inhibiting
hybridization,” Nucleic Acids Res., vol. 43, pp. 6181–6190, jul 2015.

[87] J. P. K. Doye, T. E. Ouldridge, A. a. Louis, F. Romano, P. Šulc, C. Matek, B. E. K. Snodin,
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Chapter 2

Conformational Dynamics of

Mechanically-Compliant DNA

Nanostructures from Coarse-Grained

Molecular Dynamics Simulations

2.1 Abstract

Structural DNA nanotechnology, the assembly of rigid 3D structures of complex yet

precise geometries, has recently been used to design dynamic, mechanically-compliant nanos-

tructures with tunable equilibrium conformations and conformational distributions. Here we

use coarse-grained molecular dynamics simulations to provide insights into the conformational

dynamics of a set of mechanically compliant DNA nanostructures—DNA hinges that use single-

stranded DNA “springs” to tune the equilibrium conformation of a layered double-stranded

DNA “joint” connecting two stiff “arms” constructed from DNA helix bundles. The simulations

reproduce the experimentally measured equilibrium angles between hinge arms for a range of
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hinge designs. The hinges are found to be structurally stable, except for some fraying of the open

ends of the DNA helices comprising the hinge arms and some loss of base-pairing interactions

in the joint regions coinciding with the crossover junctions, especially in hinges designed to

exhibit a small bending angle that exhibit large local stresses resulting in strong kinks in their

joints. Principal component analysis reveals that while the hinge dynamics are dominated by

bending motion, some twisting and sliding of hinge arms relative to each other also exists. Forced

deformation of the hinges reveals distinct bending mechanisms for hinges with short, inextensible

springs versus those with longer, more extensible springs. We also introduce an approach for

predicting equilibrium hinge angles from individual force-deformation behaviors of its single-

and double-stranded DNA components. Such an approach that provides rapid, quantitative predic-

tions could find applications in the design of compliant structures with programmed mechanical

behavior. Taken together, these results demonstrate that coarse-grained modeling is a promising

approach for designing, predicting, and studying dynamic DNA nanostructures, where conforma-

tional fluctuations become important, multiple deformation mechanisms exist, and continuum

approaches may not yield accurate properties.

2.2 Introduction

The concept of scaffolded DNA origami (1) has accelerated the progress in DNA nan-

otechnology by enabling faster and more efficient design of structures with complex geometries.

An exquisite array of 2D and 3D nanostructures have been created by DNA origami that include

templated nanotubes (2; 3), nanoribbons(4), nanopores (5), nanoparticles (6; 7), nanoscale molds

(8) and drug delivery vehicles (9; 10), just to name a few. With the advent of computer-aided

design tools like caDNAno (11), Tiamat (12), CanDo (13; 14), and DAEDALUS (15), the design

and fabrication of such DNA nanostructures is now a relatively fast and well-developed process.

Though a majority of structures built via DNA origami are mechanically rigid, researchers have
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Figure 2.1: Coarse-grained (CG) modeling of DNA origami hinges. (a) Schematic of the hinge
illustrating its three main components: a compliant “joint” (blue) composed of 6×1 layer of
interconnected 84-base long dsDNA helices; a pair of stiff “arms” (gray), each composed of a
stacked 6×3 bundle of interconnected dsDNA helices arranged in a honeycomb lattice; and six
flexible ssDNA “springs” (red). Altering the length of the ssDNA springs from 0 to 74 bases
leads to an increase in the hinge angle Φ (defined as the angle subjented by two arms) from
∼55o to ∼130o. (b) CG model of a hinge (with 32-base long springs) used for simulating its
conformational dynamics; also shown are closeup views of the joint and the springs. The model
was rendered using the UCSF Chimera program (20).

begun to create “dynamic structures” that exhibit large-scale thermal fluctuations about a stable

conformational state or transitions across multiple stable states, features synonymous with biolog-

ical molecular motors and enzymes. For instance, by exploiting differences in the mechanical

properties of single-stranded DNA (ssDNA), double-stranded DNA (dsDNA), and bundles of

interconnected dsDNA helices, researchers have created a new class of nanostructures such as

hinges and pistons whose equilibrium conformational distributions and mechanical compliance is

determined by the competition between tension in the ssDNA components and compressive or

bending resistance of the dsDNA components (16; 17; 18). These structures can be designed to

exhibit specific conformational changes with tunable energy landscape and mechanical stiffness

(17; 18; 19).

Much like compliant mechanisms have expanded the functional scope of macroscopic ma-

chines, these dynamic structures can be used as the building blocks of next-generation nanodevices

and nanomachines with programmed response to physical interactions with the local environment.
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Critical to this vision is the availability of modeling tools that would allow researchers to predict

the molecular-scale conformation, dynamics, structural stability, and mechanical behavior of

structural designs. Due to the large size of the system, we choose oxDNA as the modeling tool

for investigating the behavior of the hinge.

In this study, we investigate the ability of the oxDNA model and MD simulations to predict

the conformational dynamics of mechanically compliant DNA devices. For our analysis, we

chose the set of compliant DNA origami hinges designed, fabricated and studied experimentally

by Castro and coworkers (18). The hinges exhibit an angular bending degree-of-freedom ubiqui-

tous in macroscopic machines, especially in compliant mechanisms, and therefore they are an

excellent prototype for dynamic, functionally-relevant nanodevices. In particular, the hinges are

composed of stiff “arms”, comprised of a bundle of interconnected dsDNA helices, connected by

a compliant dsDNA “joint” and flexible ssDNA “springs”, and the angle between the arms could

easily be tuned by changing the length of the springs (see Figure 2.1 and caption). The hinges

were extensively characterized, providing a wealth of experimental data for comparison. Our

results demonstrate excellent agreement between the predicted hinge angles and those measured

experimentally, suggesting that CG modeling and simulations could be an effective predictive

tool for designing dynamic DNA nanostructures. We also used the model to elucidate the confor-

mational fluctuations, global dynamics, base-pairing stability, and large-deformation behavior

of the DNA hinges, revealing useful nanoscopic insights into the properties of mechanically

compliant DNA devices. Lastly, we demonstrate how macroscopic machine design principles

could be coupled with microscopic behavior of individual DNA components obtained from CG

models to make rapid predictions about the equilibrium behavior of dynamic nanodevices, a

key advantage to speeding up the design process. More broadly speaking, this work establishes

a methodology for the quantitative analysis of nanomechanical DNA devices and the rational

design of next-generation dynamic DNA nanomachines with programmed mechanical behavior.
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2.3 Results

2.3.1 Equilibrium conformations

We first tested whether our MD simulations of the five DNA-origami hinge designs

(with different spring lengths) based on the oxDNA model (Figure 2.1b) could predict the

equilibrium angle distributions obtained from transmission electron microscopy (TEM) images

of the experimental hinges (18). Representative snapshots of the hinges captured from the

simulations are shown in Figure 2.2a. The “hinge angle” Φ was calculated as the angle subtended

between linear fits through the two hinge arms in accordance with the experimental definition (18).

Using this definition we computed the distribution of bending angles exhibited by each hinge

design (Figure 2.2b). The angle distributions exhibit roughly Gaussian shapes with a standard

deviation that seems to increase as the length of the spring increases from 0 to 74 bases, consistent

with experiments. Furthermore, a clear shift towards larger Φ with increasing spring length

is observed, also consistent with experiments. A qualitative comparison of these distributions

against those gathered from experiments reveals good agreement (Figure 2.11).

To more quantitatively compare the simulated and experimental hinge angle distributions,

we determined Gaussian fits of each distribution and obtained: the location of their peaks Φ0,

denoting hinge “equilibrium” angles, and their full-width-at-half-maximum (FWHM), character-

izing the size of bending fluctuations exhibited by each hinge. The equilibrium angles obtained

from simulations show excellent agreement with the corresponding angles obtained from experi-

ments (Figure 2.2c), except for the 0b hinges, where simulations overpredict the experimentally

observed angle by roughly 10◦. The FWHM values obtained from simulations also show good

overall agreement with the experimentally obtained values, though the simulations seem to always

underpredict experiments by 1◦ to 8◦ (Figure 2.2c inset). We also investigated whether the

CanDo software (13; 14) could predict the equilibrium hinge angles based on an underlying

finite elements description of rigid components and a worm-like-chain description of flexible
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Figure 2.2: Hinge angles Φ predicted from MD simulations. (a) Representative snapshots of
CG DNA hinges captured from simulations of the five hinge designs (with springs of lengths 0,
11, 32, 53, and 74 bases). (b) Normalized distribution of hinge angles obtained from simulations.
Red lines represent Gaussian fits to the distributions. (c) Comparison of the equilibrium hinge
angle Φ0 and the size of angle fluctuations for the five designs obtained from simulations versus
those measured experimentally. Statistical uncertainties in Φ0 and FWHM are smaller than the
symbol size.

components. While the computed angles reproduce the experimental trend of increasing Φ0 with

spring length, the angle predictions are much smaller than the experimental angles (Figure 2.12).

Thus, for dynamic DNA nanostructures such as the DNA hinges examined here, CG modeling
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and simulations seems to be a viable approach for predicting both equilibrium conformations and

their fluctuations.

The slight discrepancy in the predicted and experimentally measured bending angle of

0b hinges (Figure 2.2c) is likely related to the especially strong deformation exhibited by these

hinges. Specifically, in these hinges, the three lowermost springs connecting the two hinge arms

are effectively dsDNA helices harboring a single nick in the middle (see Figure 2.13 or the

origami designs provided in Supporting Information). To yield the small bending angles, these

nicked dsDNA connections have to undergo a large deformation over a short ∼10bp stretch. We

speculate that the experimental hinges accommodate this large deformation by forming a sharp

kink at the nick, which is likely facilitated by the rearrangement of internal bond and torsional

angles of the nucleotides and/or by the formation of non-canonical base pairing and stacking

interactions. These finer-scale effects are not properly captured in the oxDNA model due to its

low resolution and the rigid nature of its nucleotides. We therefore propose that some of the strong

bending in these connections is achieved by other deformations, most likely by their bending

at the exit points of the hinge arms, where the connections are not directly connected to other

dsDNA helices of the hinge arms (see Figure 2.13). Such bending increases the effective length of

the connections, leading to a slight increase in the hinge angle of the oxDNA model as compared

to experiments. The reason for the smaller angular fluctuations exhibited by simulations as

compared to experiments (Figure 2.2c inset) is even less clear. We speculate that such difference

may arise from minor defects in the experimentally assembled hinges or from effects arising from

their surface deposition for imaging that might affect the hinge angle distributions.

2.3.2 Structural stability

We evaluated the structural integrity of each hinge design by computing its internal

structural fluctuations from the MD simulations, specifically, the root mean square fluctuation
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Figure 2.3: Stability of DNA base-pairing interactions within the origami hinges. (a–b) DNA-
backbone representation of the hinges with (a) 0b-long springs and (b) 74b-long springs, colored
according to the fraction of time their nucleotide bases remain bonded to their complementary
bases (H-bond occupancy). Cyan-, red-, and white-colored regions indicate unpaired, weakly
paired, and strongly paired bases. (c) Two-dimensional map showing H-bond occupancy of base
pairs of the dsDNA helices comprising the hinge joints of all five hinge designs.

(RMSF) of the entire hinge as well as of its stiff components (hinge arms) alone. The results,

shown for the 0b hinge in Figure 2.14, demonstrate that the stiff components of the hinges exhibit

small structural deviations from the “mean” structure (RMSF ≈ 5Å) and even the entire hinge

exhibit relatively small fluctuations (RMSF ≈ 10Å) primarily arising from fluctuations in their

dsDNA joints and ssDNA springs. These results suggest that the two hinge arms can be essentially

treated as rigid bodies, and therefore the hinge angle Φ could indeed be robustly defined based on

the angle subtended between the two arms.

To investigate the local stability of the hinges, we computed the fraction of time each

nucleotide base remains paired to another base within the hinge across all simulations; bases are

considered as “paired” when their mutual interaction energy is negative and has a magnitude

greater than the thermal energy kBT , where kB is the Boltzmann constant and T is the temperature.

This fraction termed “H-bond occupancy” provides a local measure of the stability of double-
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stranded portions of the hinge (arms and joint), and it also provides a measure of potentially

disruptive non-specific interactions between single-stranded portions of the hinge (springs). The

H-bond occupancies of the 0b and 74b hinges are shown mapped onto their corresponding

structures in Figure 2.3a and 2.3b, and the occupancies of the remaining three designs are

provided in Figure 2.15. Apart from some fraying observed at the open ends of the hinge arms,

as indicated by red and cyan spots in the figure, the dsDNA helices of the arms in all five hinge

designs remain base-paired most (> 95%) of the time, as noted from the uniformly white color

of the arms in the figures. We also observe that the hinge joints remain fully base-paired in

most hinges except the 0b-hinge, where some unpairing of bases is observed at locations where

the joint undergoes sharp bending. The ssDNA springs, whose sequences were designed to

exhibit minimal interactions amongst each other, remain largely unpaired as expected, except for

some base-pairing at intermittent locations along the springs, likely due to self-folding of ssDNA

strands. Also as expected, the 4- and 18-bases long ssDNA loops lining the inner ends of the two

hinge arms (as required by DNA origami) remain unpaired. Figure 2.3c provides a more detailed

base-wise map of H-bond occupancy in each of the six dsDNA helices making up the joints in

the five hinge designs. The maps confirm the stronger unpairing of bases in the 0b hinge joint,

and to some extent the 11b hinge joints. The maps further reveal streaks of base unpairing, albeit

small, at 7-base intervals in all five hinge designs whose locations correspond to the crossover

junctions. These locations naturally lead to weak stacking interactions between adjacent bases on

the DNA backbone (Figure 2.14). Taken together, all hinge designs are structurally stable and do

not seem to contain any obvious unstable regions that could trigger more global instabilities.

To further investigate differences in the conformation of the joints across the different

hinge designs, we evaluated the local bending of the dsDNA helices comprising the joints.As

depicted in Figure 2.4a, the local bending was characterized in terms of the angle θi (at each

base i) subtended by the displacement vectors (ri− ri−1) and (ri+1− ri) connecting positions

ri−1, ri, and ri+1 of the center of masses of three adjacent base pairs along a DNA helix. The
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Figure 2.4: Local bending of the hinge joints. (a) Schematic illustrating the calculation of
basewise bending angle of the dsDNA helices comprising the joints. (b) Bending-angle profiles
of the six dsDNA helices comprising hinge joints, plotted for the five hinge designs. (c)
Schematic of the 6-helix joint design showing helix numbering and the position of crossovers
between dsDNA helices as marked by red lines.

resulting bending angle profiles for each of the six dsDNA helices comprising a joint are plotted in

Figure 2.4b. The profiles reveal a uniform bending angle of∼ 12◦ interspersed with near-periodic,

sharp peaks suggesting strong bending (kinking) of dsDNA helices at specific locations along
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the joint helices. Examination of the topology of the layer of 6 helices in the joint (Figure 2.4c)

reveals that these kinks occur at the locations of the crossover junctions, where the staple ssDNA

strands cross over from one dsDNA helix to another. These inter-helix connections effectively

result in nicks in the joint, making those locations easier to bend; These junctions are also

responsible for the near-periodic streaks of base unpairing observed in Figure 2.3c. We also note

that the bending angle peaks are especially large for the 0b and 11b hinges close to the middle

of the joint, obviously occurring due to the more constricted hinge angle Φ exhibited by these

two hinges with short springs (Figure 2.2c). As discussed in other studies (21), dsDNA subjected

to strong bending forces can more effectively relax (minimize its free energy) by forming sharp

kinks rather than bending uniformly across its entire length. Similar kinks were also observed

experimentally in the case of 0b hinges (18). Interestingly, as the joints become increasingly

bent (due to springs becoming shorter), the “baseline” bending angle of ∼ 12◦ remains largely

constant, suggesting that all the bending deformation is essentially accommodated at such kinks,

especially those in the middle of the joints.

2.3.3 Global motions

To reveal the most important, large-scale (collective) motions exhibited by the DNA

hinges, we carried out principal component analysis (PCA) of the hinge trajectories obtained from

MD simulations. This approach decomposes the complex motion of a large molecule such as the

hinge into principal components, or modes, each of which is specified by an eigenvector describing

the direction of translational motion of that mode and a corresponding eigenvalue describing the

amount of structural variance of the molecule captured by that mode. By projecting the simulated

conformational dynamics of the hinge onto the eigenvector defined by the few largest principal

components, one can obtain a lower-dimensional description of the conformational dynamics of

each hinge design.
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Figure 2.5: Principal component analysis (PCA) of the five hinges. Visualization of the four
essential motions exhibited by the hinges revealed by PCA: (a) bending mode, (b,c) two twisting
modes, and (d) sliding mode. The hinges are represented by lines joining the center of masses
of the DNA bases with the largest and the smallest projections along the principal components
depicted in white and red lines. The left and right columns show the front and side views of the
four modes. (e) Bar chart showing the relative contribution of each mode towards the dynamics
exhibited by each of the five hinges.
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The PCA analysis reveals that over 70% of the internal variance of the hinges can be

described by four principal components (Figure 2.5e). We confirmed that these dominant modes

are relatively uncoupled from each other by computing correlations across them; Representative

correlation plots for the 74b-hinge are provided in Figure 2.17. The most dominant principal

component is the bending mode (Figure 2.5a), contributing about 38% of the hinge variance,

followed by two twisting modes (Figure 2.5b,c) and a sliding mode (Figure 2.5d), each of which

contribute about 5–12% of the variance. Visualization of the four modes, via projection of

hinge dynamics along the eigenvectors corresponding to each mode, reveals that the bending

mode represents in-plane, flexion-extension of one arm relative to the other while maintaining

the end-to-end extension of the springs or the joint fixed, and it thus represents the mode most

responsible for altering the hinge angle Φ. The two twisting modes are visualized as off-centered

clockwise orbiting of a hinge arm relative to the other about different centers, motions that lead

to only minor changes in Φ and in the joint and spring extensions. Finally, the sliding mode is

visualized as a diagonal shift in the position of one arm relative to the other, with some change in

the length of the springs and the joint but minor changes in Φ. These mode projections further

reveal that the stiff arms preserve their internal structure across all four modes, consistent with

our earlier RMSF analysis (Figure 2.14). The projections also reveal that, on average, the springs

belonging to the 74b-hinge extrude out much more significantly as compared to those of the

0b-hinge, evidently due to strong electrostatic and entropic repulsive interactions between the

longer springs (Figure 2.18). We also note that the net proportion of variance accounted by

these four modes is smaller for the long-spring hinges compared to the hinges with short springs,

which is also consistent with fact that hinges with longer springs have higher flexibility in general

(Figure 2.5e).

Given that the bending mode is most responsible for the variations in hinge angle Φ,

the PCA projections of hinge dynamics along this mode provide an excellent opportunity to

more extensively study the bending of the joints; Such projections also have the potential to
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Figure 2.6: Local bending of 0b hinge joint from projections of hinge conformations along the
bending-mode principal component (PC). (a) Maps of the basewise bending angle as a function
of the hinge bending angle for the six joint helices numbered 1 through 6. (b) Hinge cross
section showing the numbering scheme of the six joint helices (gray), and their connections
amongst themselves and with the remaining helices comprising the hinge arms (black). (c)
Minumum (white) and maximum hinge angle (red) projections along the bending mode PC
illustrating the formation of a sharp kink in the joint. Only the dsDNA axes are shown for clarity.

reveal trends that are often difficult to glean from the raw MD trajectories where large thermal

fluctuations mask subtle variations in global conformations and motions. We therefore carried

out bending-angle calculations on these bending mode projections similar to those carried out

earlier on the hinge conformations obtained from MD simulations. The results for 0b hinges are

plotted in Figure 2.6a and show that the locations of the kinks coincide with those of the crossover

junctions (Figure 2.4c) and relate well to the results obtained from MD trajectories (Figure 2.4b).

Accordingly, the middle-four joint helices, which carry more crossover junctions than the two

end helices (Figure 2.4c), exhibit a larger number of kinks. Since the bending deformation is

now distributed over a larger number of kinks, the kinks in the middle helices are expectedly

weaker than those in the end helices. Among the two end helices numbered 1 and 6, helix 1

exhibits a smaller increase in the bending angle as compared with helix 6. The reason is that the

former is connected to two neighboring helices, while the latter is connected only to a single
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neighboring helix, making the conformation of helix 1 somewhat more restricted compared to

helix 6 (Figure 2.6b). Interestingly, this analysis could also reveal that the kinks in the joint

helices become sharper with decreasing hinge angle Φ, as noted from the increase in the bending

angles of several of the kinks in going from large to small angles. This effect is easily visualized

in Figure 2.6c, which displays two extreme projections of the 0b-hinge, where one of the kinks

is found to become extremely sharp at small hinge angles. Finally, we note subtle differences

in local bending deformations across the six helices composing the hinge joints, also observed

in local bending angle profiles Figure 2.4b, which likely arise from the additional twisting and

sliding degrees of freedom exhibited by the hinges.

Large deformation behavior. Our MD simulations indicate that all hinge designs undergo

relatively small fluctuations in the hinge angle at equilibrium, with full-width-at-half-maximum

(FWHM) values in the range ∼ 10–20◦. However, it is conceivable that future applications of

such structures may require them to be subjected to strong external forces that considerably

deform them beyond their equilibrium conformations. To investigate the behavior of the hinges

under larger deformations that result in more strongly bent or flexed arms (beyond equilibrium

fluctuations), we performed “restrained” MD simulations. In these simulations, the deformations

were enforced by applying a stiff harmonic potential to the two hinge arms that strongly con-

strained their center-of-mass separation distance. By performing multiple such simulations, each

constraining the hinge arms to different distances, we were able to obtain hinge conformations

at different extents of deformation, spanning both smaller and larger hinge angles Φ than the

equilibrium angle. We then monitored how the ensuing equilibrated end-to-end distances of the

joint and the springs varied with respect to the enforced hinge angle (Figure 2.7a).

Figure 2.7b presents these variations in the joint and spring end-to-end distances as a

function of hinge angle for the five hinge designs. We observe several kinds of behaviors: In the

case of the 0b hinge, an increase in hinge angle results in a visible decrease in the joint end-to-end

distance and a marginal decrease in the spring end-to-end distance. For the 11b hinges, the spring
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Figure 2.7: Hinge bending behavior under large deformations. (a) CG hinge highlighting the
end-to-end distances djoint and dspring of the joint (blue) and the springs (red). (b) Variations in
djoint (blue) and dspring (red) with hinge angle for each of the five hinge designs. (c-e) Schematics
explaining differences in the bending behavior of (c) 0b, (d) 11b, and (e) 32b, 53b, and 74b
hinges. Blue and red arrows depict direction of changes in djoint and dspring in response to the
increase in hinge angle depicted by the curved black arrows; Small arrows imply minor changes.
Dashed and solid lines show initial and final configurations of the hinge for increasing hinge
angle.

end-to-end distance increases with increase in hinge angle, but the joint end-to-end distance

shows a biphasic response, where the distance shows a rising trend with increasing angle for

small angles (Φ < 80◦) but a decreasing trend for larger angles. For the remaining hinges (with

longer 32b, 53b, and 74b springs), both the joint and spring end-to-end distances increase with an

increase in the hinge angle.

The above differences in hinge-bending behavior are intrinsically related to the length of

ssDNA springs and the hinge angle. When the springs are sufficiently long, as in the case of the

32b, 53b, and 74b hinges, the hinge arms behave like two rigid bodies rotating about the center

of the joint, as shown schematically in Figure 2.7e, which leads to the simultaneous extension

(or compression) of the springs and joints observed in Figure 2.7b. The joint helices are weakly

bent in these hinges and hence the joint is expected to bend uniformly like a Euler elastic beam,

as suggested earlier (18). Moreover, the springs undergo appreciable stretching with increasing

angle, which suggests that the springs in these hinges exhibit a somewhat loose conformation at
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the equilibrium bending angle, as confirmed by the representative structures shown in Figure 2.2a.

The situation is fundamentally different in 0b hinges, where the springs are entirely double-

stranded and thereby effectively incapable of stretching or shrinking. Consequently, all changes

in hinge angle occur though rotation of the hinge arms about these dsDNA springs, and hence an

increase in Φ leads to shrinkage in the joint end-to-end distance, as depicted schematically in

Figure 2.7c. Such end-to-end compression of the joint, along with the additional constraint on the

tangential emergence of joint helices from the hinge arms, leads to strong kinking of the joint

helices that are already significantly bent as a result of the short springs. Such strong kinking of

the joint helices cannot be treated using continuum mechanical Euler elastic beam model.

Lastly, the 11b hinges behave intermediate to the above two sets of hinges in that they

exhibit a switch from one bending behavior to the other (Figure 2.7b). At small hinge angles, the

springs are relatively loose and are capable of some stretching and the increase in bending angle

occurs through rotation of hinge arms through the joint center, leading to simultaneous increase

in both joint and spring distances. However, at large angle, the springs become taut and incapable

of stretching further, leading to the rotation of hinge arms through the springs rather than the joint

center and a subsequent decrease in the joint distance, as depicted in Figure 2.7d. This also leads

to introduction of a kink in the joint, albeit of smaller magnitude than that observed in 0b hinges.

2.3.4 Hinge angle predictions from force-balance

In classical mechanics, a multicomponent system is considered to be at mechanical

equilibrium when the net force and torque acting on all components is zero. The equilibrium

conformation of the system can then be determined from “force-balance” and “torque-balance”

conditions, that is, the force and torque one component exerts on another component through their

connection point(s) is equal and opposite to the force and torque the second component exerts on

the first component. We examined if such a force- and torque-balance formalism could be used to
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predict the equilibrium conformations of our nanoscopic DNA hinges, that is, the equilibrium

bending angles plotted in Figure 2.2c denoted by Φ0. To this end, we divided the hinge into two

components: (i) the six ssDNA springs that connect the lower portions of the two hinge arms,

and (ii) the rest of the hinge without springs consisting of the joint and the rigid hinge arms

(Figure 2.8a). The first component, the springs, experience outward-pointing forces (tension) at

their ends due to the bent joint attempting to straighten out the hinge arms. Though electrostatic

repulsion between the arms may also contribute to this force, our calculations suggest that the

repulsion is minimal (Figure 2.19), likely due to the high salt concentration used in simulations

and experiments that essentially screens most electrostatic interactions. The second component,

the springless hinge, experiences inward-pointing forces (compression) on the hinge arms at

locations of spring attachment due to stretching of the springs. Interestingly, the torque-balance

condition is automatically satisfied as the two components exert zero torque on each other due to

symmetry: the springs exert equal and opposite forces on the two hinge arms at exactly apposite

points and the springless hinge also exerts equal and opposite forces to the ends of the springs.

Hence, only the force-balance condition is required, and the equilibrium angle Φ0 of the hinges

may be determined from the individual force-deformation behavior of the two hinge components,

regardless of the origin of the forces, as the angle at which the corresponding deformations of the

two components yield exactly the same force.

The force-deformation behavior of the springless hinges were determined by substituting

each spring with a pair of forces applied to the DNA bases on the two hinge arms connected to

the springs in the original design (Figure 2.8a top). However, all springs are not alike, as the

three springs connected to the upper set of hinge arm helices are 24 bases longer than the three

connected to the lower set of helices (except for the 74b hinges where the two sets of springs are

of lengths 74 and 84 bases). Thus, the forces replacing the two sets of springs should be treated

separately, which we denote by Fh,l and Fh,u for the lower and upper set of springs (depicted by

red and blue arrows in Figure 2.8a). The force-deformation behavior was obtained by performing
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Figure 2.8: Force-deformation behavior of the joint and spring components of the hinge. (a)
Schematic showing partitioning of the hinge into its two load-bearing components—the joint
(hinge without springs) and the springs—whose force-deformations are treated separately. (b)
Force-deformation profiles of the springless hinge for different combinations of force loads Fh,u
and Fh,l applied to the upper and lower layer of dsDNA helices, which substitute the effects of
the springs. (c) Force-extension behavior of the lower and upper ssDNA springs corresponding
to the 11b, 32b, 53b, and 74b hinges.

a series of MD simulations mapping through various possible combinations of applied forces Fh,l

and Fh,u and the resulting deformation was characterized in terms of the hinge angle Φ, as defined

earlier. Figure 2.8b presents these force-deformation curves Φ(Fh,l,Fh,u) as a function Fh,u for

different fixed values of Fh,l showing the expected trend of decreasing hinge angle with increase

in either force.

The force-deformation behavior of the lower and upper set of springs corresponding

to each hinge design can also be determined from MD simulations by applying a stretching

force to the individual springs and measuring their end-to-end distance (Figure 2.8a bottom).

To distinguish between the behaviors of the two kinds of springs, we denote their end-to-end

distances by ds,l and ds,u and the applied forces by Fs,l and Fs,u. Figure 2.8c shows the computed

force-extension behaviors ds,l(Fs,l) and ds,u(Fs,u) for the two sets of springs corresponding to the
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Figure 2.9: Additional relationships required for transforming or simplifying the force-
deformation behavior of the springs and the joint. (a) Geometrical relationship between the
end-to-end distances of the upper and lower spring-connection points and the hinge angle. (b)
Force-coupling relationship Fh,eff = Fh,l + λFh,u with λ = 1.124 allows collapse of the joint
force-deformation curves in Figure 2.8b onto a single master curve. Symbols, with the same
color scheme as in Figure 2.8, represent data measured from simulations of the springless hinge
conducted at different Fh,u and Fh,l, whereas lines represent polynomial fits to data.

11b, 32b, 53b, and 74b hinges (the hinge labeling corresponds to the length of the shorter spring).

Note that this approach cannot be applied to 0b hinges, which do not contain any ssDNA springs.

The profiles show behavior characteristic of polymer stretching that is typically modeled using the

worm-like-chain model. As expected, the shorter, lower springs exhibit sharper force-extension

behavior compared to the longer, upper springs.

The simulations of the springless hinge also reveal a strong relationship between distances

ds,l and ds,u across the two sets of spring attachment points on the hinge arms and the hinge angle

Φ (Figure 2.9a). These two geometrical relationships denoted by ds,l(Φ) and ds,u(Φ) are slightly

nonlinear, suggesting some deformation of the spring attachment points upon application of force.

We also note that hinges cannot contract beyond Φ≈ 60◦, whereupon the distance between the

spring connections points becomes smaller than the length of a single base pair, corresponding to
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the case of the 0b hinge.

Lastly, the force-balance condition stipulates that at mechanical equilibrium, the magni-

tude of the spring and hinge forces are identical, i.e.,

Fh,u = Fs,u, (2.1)

Fh,l = Fs,l. (2.2)

The force-deformation profiles Φ(Fh,l,Fh,u), ds,l(Fs,l), and ds,u(Fs,u) along with the geometrical

relationships ds,l(Φ) and ds,u(Φ) and the force-balance constraints (Eqs. 1 and 2) results in a

system of 7 relationships (equations) with 7 unknown variables. Solving these equations then

yields the equilibrium hinge angle Φ0 we seek. An underlying assumption here is that the springs

do not interact with each other, and hence the force-extension behavior of the sets of three

springs belonging to one layer can be obtained from the behavior of a single spring using the

springs-in-parallel formulation. However, in cases where the springs interact with each other, it

may be more correct to simulate groups of springs and computed their collective force-extension

behavior.

Due to the dependence of the hinge angle on two variables (Fs,l and Fs,u) and the need to

satisfy two force-balance conditions (Eqs. 1 and 2), solving for the equilibrium angle Φ0 becomes

convoluted and requires an iterative numerical approach. To simplify the solution process, we

investigated whether the two sets of forces could be combined into a single effective force. The

rationale is that even though the effects of the lower and upper layer of springs are treated

separately using two different forces, the equilibrium hinge angle results from their combined

effect on the hinge arms. Specifically, Fh,l and Fh,u exert separate moments on the joint ends via

the hinge arms, with the former exerting a larger moment due to the larger moment arm associated

with that force. Hence, we proposed that the two forces could be coupled together through a
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factor λ, resulting in an effective force

Fh,eff = Fh,u +λFh,l, (2.3)

which, when applied to the upper layer of helices, should produce the same hinge deformation

as the two separate forces applied to both layers of helices. Geometrically, the coupling factor

should be 1.181 according to the ratio of the moment arms of the two force loads with respect to

the joint-arm connection point. However, other factors could affect the coupling of forces, such

as the deformation of the hinge arms near the springs, as mentioned earlier, and differences in the

orientation of the terminal bases of the springs, both of which affect the length of the moment

arm. The coupling factor is therefore obtained as a fitting parameter that best collapses all the

distinct force-deformation profiles presented in Figure 2.8b onto a single “master” curve. The

fitted value λ = 1.124 is quite close to the geometric prediction, implying that the aforementioned

factors affecting the moment arms of the two force loads are not significant. Figure 2.9b shows

the collapsed force-deformation Fh,eff–Φ plot demonstrating that the effect of the two applied

forces (two sets of springs) can indeed be treated in terms of a single effective force.

This ability to couple the two spring forces applied to the hinge arms into a single effective

force load greatly simplifies the solution of Φ0. First, the original 2D force-deformation landscape

Φ(Fh,l,Fh,u) of the springless hinge is now replaced by a 1D force-deformation master curve

Φ(Fh,eff), where the effective force is obtained via Eq. 3. Second, the original two force-balance

conditions (Eqs. 1 and 2) are now replaced by a single effective force-balance condition

Fh,eff = Fs,eff, (2.4)

where Fs,eff represents the effective force exerted by the two sets of springs based on the coupling
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factor determined earlier as given by

Fs,eff = Fs,u +λFs,l. (2.5)

In this revised setup, one needs to solve a different set of 7 single-variable equations with 7

unknowns, namely, the force-deformation curves Φ(Fh,eff), ds,l(Fs,l), and ds,u(Fs,u); the geometri-

cal relationships ds,l(Φ) and ds,u(Φ); the effective force-balance condition given by Eq. 4, and

the coupling relationship given by Eq. 5. Once the force-deformation curves of the springless

hinge Fh,eff(Φ) and of the two sets of springs and Fs,l(ds,l) and Fs,u(ds,u) have been obtained, the

protocol for obtaining Φ0 becomes fairly straighforward: The Fs,l(ds,l) and Fs,u(ds,u) curves are

first converted to Fs,u(Φ) and Fs,l(Φ) curves via the geometrical relationships ds,l(Φ) and ds,u(Φ).

The two curves are then combined into a single Fs,eff(Φ) curve via the coupling factor (Eq. 5).

The intersection between the resulting Fs,eff(Φ) and Fh,eff(Φ) curves, signifying the use of the

force-balance constraint (Eq. 4), then yields the equilibrium hinge angle Φ0.

Figure 2.10a presents the force-deformation master curve Fh,eff(Φ) of the springless hinge

along with the transformed force-deformation curves Fs,eff(Φ) of the springs corresponding to

the 11b, 32b, 53b, and 74b hinges. The intersections of the two curves allows us to estimate

the equilibrium hinge angle for the hinges with the certain ssDNA spring length. The predicted

results shown in Figure 2.10b are in excellent agreement with both the experimentally measured

hinge angles and those computed earlier from simulations of entire hinges. The promising nature

of these results suggests that it may indeed be possible to predict the equilibrium conformation

of a multicomponent DNA nanostructure from the force-deformation behavior of its individual

components. In this study, we obtained such behavior from MD simulations of the compo-

nents in isolation though, in principle, the components-level behavior could also be obtained

experimentally.
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Figure 2.10: Equilibrium hinge angle from force-deformation (FD) behavior. (a) Transformed
FD curves of the springless hinge and of the 11b, 32b, 53b, and 74b springs. (b) Equilibrium
hinge angles as obtained from the intersection points of the transformed spring and hinge FD
profiles compared to those obtained from simulations and experiments. Statistical uncertainties
in Φ0 are smaller than the symbol size.

2.4 Discussion

This study provides a detailed picture of the nanoscopic structural dynamics exhibited

by a set of mechanically-compliant nanostructures fabricated via DNA origami—hinges with

tunable bending angle designed by combining rigid DNA bundles with semirigid and flexible

DNA elements. Our approach involved performing MD simulations of the DNA hinges treated

using the oxDNA CG force field developed by the Ouldridge, Doye, and Louis labs. One of

the goals of this study was to determine whether such a modeling approach could even capture

the overall conformations of the hinges determined experimentally from electron microscopy.

Our results show that the oxDNA model does reasonably well in reproducing the experimentally

measured distributions of hinge bending angles for a range of hinge designs, especially the

equilibrium angles denoted by the peaks in the angle distributions. This result is significant

because the hinges are flexible and exhibit thermal fluctuations, and are thus not amenable
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to modeling via continuum-mechanics approaches that have found success in modeling other

more rigid DNA nanostructures. At the same time, the hinges are too large and undergo slow

bending dynamics, making all-atom MD simulations computationally prohibitive for probing

such dynamics. Hence, coarse-grained models that ignore fine-scale features and degrees of

freedom while still accounting for important geometrical features, molecular interactions, and

thermal fluctuations offer the only practically viable solution for probing the dynamics of such

structures. Indeed, the oxDNA simulations required 14 hours CPU time on NVIDIA GPUs to

simulate 100 µs-long dynamics of the hinges, almost five orders of magnitude faster than all-atom

MD simulations of the hinges in explicit solvent. The promising predictions made by the oxDNA

model here suggests that such a CG modeling and simulation approach could be a useful tool for

elucidating and predicting the dynamics of devices created via DNA nanotechnology and that

such a tool could become an important component of computer aided design of such DNA devices.

Needless to say, the approach would first have to be thoroughly tested and validated against

other DNA nanostructures undergoing more complex dynamics or other kinds of conformational

changes. Also, the approach would need to become more readily accessible to researchers in

DNA nanotechnology who might not be experts in MD simulations.

Nevertheless, having established the predictive capability of oxDNA for the DNA hinges,

we next used it to probe their intricate structure and dynamics. We found that in all hinge

designs, the hinge arms composed of DNA helix bundles remained structurally intact during

the simulations while exhibiting ±5–8◦ fluctuations about their equilibrium bending angle. By

computing the fraction of time DNA nucleotide bases remain paired, we determined regions of

local instability within the double-stranded portions of the hinge. Apart from obvious fraying of

bases at the open ends of the hinge-arm helices, the dsDNA helices in both the hinge arms and

the joints remained fairly stable throughout the simulations. Interestingly, the hinge joints display

localized, near-periodic streaks of slightly less stable base-pairing interactions that coincide with

the crossover points of the DNA staples. Analysis of the local bending of the joint helices revealed
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that the helices bend more-or-less uniformly across their length, except at crossover junctions

where they exhibit a relatively larger bending angle. These “kinks” in the joints become very

sharp near the midpoint of the joint, especially for the 0b hinges designed to exhibit a small

bending angle. Such strong kinking of the dsDNA helices in strongly bent joints is reminiscent

of the kinks observed in the dsDNA wrapped around the histone octamer within nucleosomes,

where the strong histone/DNA interactions lead to very strong superhelical bending of DNA (22).

Principal component analyses of the simulation trajectories of the hinges allowed us to

extract their most dominant global motions. Our results show that while the dynamics of the

hinges are dominated by the planar bending of arms relative to each other, other modes such as

relative twisting and sliding of arms are also significant. While such secondary modes could

be considered as a disadvantage in applications where precise motion along a single degree of

freedom is required, the modes may also be considered as a unique advantage of these soft DNA-

based devices, and this type of analyses could enable specific design of thermal fluctuations along

multiple degrees of freedom. Indeed most naturally occurring nanomachines such as protein

enzymes and molecular motors exhibit some degree of flexibility or softness along multiple

degrees of motion that is often a critical part of the mechanical function. In the macroscopic

world, the observed flexibility of hinges is remarkably similar to the knee joint in humans, which

has primarily evolved to exhibit the bending degree of freedom, though other smaller rotations

and sliding motions also occur that are in fact critical for the functionality and strength of the

knee joint.

Examining the behavior of hinges subjected to strong deformation revealed that the hinges

with sufficiently long ssDNA springs (>11 bases) exhibit bending behavior typical of joints, that

is, extending the hinge angle leads to an increase in the end-to-end extension of both the joint and

the springs, typical of the hinge arms rotating about the joint center to extend or flex. However,

the 0b hinges, and to some extent the 11b hinges, exhibit fundamentally different behavior with

the end-to-end extension of the joint decreasing, rather than increasing, with increasing hinge
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angle. This effect arises due to the near-inextensible nature of short ssDNA springs that forces the

hinge arms to flex or extend about the ssDNA connection points rather than the joint center. Due

to the constraint on the orientation of the two ends of the joints as a result of their connection to

the hinge arms, their opening up causes counterintuitive stronger-than-usual bending of the joints,

leading to sharp kinking of the joint helices. Interestingly, such “auxetic” behavior with expansion

in one dimension leading to expansion in the other dimension (as opposed to contraction, typical

of most materials) could serve as a basis for the design of materials that exhibit in-plane or 3D

negative Poisson’s ratio.

We also investigated if the equilibrium bending angles of the hinges could be predicted

by combined analysis of its individual components using the force-balance principle commonly

applied in continuum mechanics. To this end, we divided the hinge into two simpler mechanical

components, the ssDNA springs and the remaining hinge minus the springs, and computed their

individual force-deformation behaviors. By invoking the force balance conditions along with the

geometric relationship between spring and hinge deformation, we were able to make excellent

predictions of the hinge angle. Apart from demonstrating the applicability of a key principle of

classical mechanics to a strongly fluctuating nanoscale device, the ability to predict the mechanical

behavior of DNA devices from the behavior of their individual components would benefit the

design of complex devices. In addition to simplifying the design process, it would save significant

computational effort, for instance, when examining the behavior of device designs obtained

from combinations of components with different properties. In the context of hinge design,

predicting the behavior of all hinges assembled from m possible joint designs and n possible

spring designs would nominally require m×n MD simulations of the full hinges, whereas the

components-level design would require only m+n simulations of the components, that is, fewer

simulations of smaller systems. This framework is also amenable to a modular design framework

where interchangeable components can be screened through a mechanical system to produce the

desired overall mechanical behavior. Note that springs and joint design parameters are not just
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restricted to their lengths, as examined in this work, but also changes in the material itself. For

instance, the ssDNA springs could be replaced by ssDNA-dsDNA segments, azobenzene-tethered

DNA segments (23), or other polymers (24).

2.5 Conclusions

We have examined the ability of CG modeling approach in revealing the conformational

dynamics of DNA origami hinges. A good agreement between the CG model and the experimen-

tally measured hinge angle was observed and further examination on various properties including

local stability, principal motions, and design-dependent bending mechanism. Lastly, we proposed

an approach for predicting equilibrium hinge angles from the individual force-deformation be-

haviors of different components, providing rapid, quantitative predictions with combination of

molecular-scale approaches and macroscopic principles of mechanical equilibrium. This work

lays the foundation for future studies dealing with understanding and predicting the mechani-

cal behavior of other dynamic DNA nanostructures where continuum mechanics and all-atom

models become inapplicable or computationally expensive. This work also sets ground for future

work on designing mechanisms to actuate such structures for nanoscale sensing and mechanical

engineering applications. For instance, the DNA hinges studied here could be engineered to

trigger bending angle changes via design of displacement ssDNA strands that hybridize with

the ssDNA springs to either flex or extend the hinges or via other responsive entities such as

azobenzene-tethered DNA that respond to light to trigger a conformational change in the springs

or the joints. The CG modeling approach tested here should aid in the design and optimization of

such actuation mechanisms, and the components-level modeling strategy introduced here should

further help speed up the process of design.
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2.6 Methods

2.6.1 Hinge designs

The five DNA origami hinge designs, referred to as 0b, 11b, 32b, 53b, and 74b hinges,

were built on a honeycomb lattice in the caDNAno package (11); The designs are provided in

the Supporting Information (Figure 2.20–2.24). The joint DNA helices in each of the five hinge

designs are 84 bp long. The two layers of springs are of lengths 0 and 24 bases in the 0b hinge; 11

and 35 bases in the 11b hinge; 32 and 56 bases in the 32b hinge; 53 and 77 bases in the 53b hinge;

and 74 and 84 bases in the 74b hinge. Since the 18-helix DNA bundles composing the hinge

arms essentially behave like rigid components and also exhibit negligible electrostatic repulsion

between them (Figure 2.18), the length of the two hinge arms were reduced from ∼220 bases in

the experimental design to ∼96 bases in our simulations; This allowed us simulate the hinges and

predict their properties at significantly reduced computational costs.

2.6.2 Generation of initial hinge 3D conformations

The caDNAno hinge designs were used to generate initial 3D structures of the hinges in

which their arms were completely flexed to 180◦. However, such initial configurations resulted

in abnormal stretching of the centermost phosphate bond in each spring of the hinge. To relax

these stretched bonds, the bonds were cut and substituted with harmonic potential restraints of

strength 0.4 kcal/mol/Å2 on the distance between the two bonded nucleotides during structural

relaxation; In this process, the equilibrium distance of the restraints was shortened in 6 Å steps

every 600,000 MD simulation time steps until the equilibrium bond length was reached through

gradual bending of the hinge arms, whereupon the broken bonds were reinstated.
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2.6.3 MD simulations

The MD simulations were performed using the oxDNA package at a temperature of

298 K and a monovalent salt concentration of 500 mM Na+. The high salt regime were chosen

to reproduce the strong electrostatic screening from 14–20 mM Mg2+ concentrations used to

assemble and stabilize the hinges. While oxDNA2 can capture electrostatic screening effects of

Mg2+ through the use of the Debye-Hückel formalism at high Na+ concentrations, the model

is unable to capture finer-scale effects of Mg2+ ions such as their ability to form coordination

complexes. However, such effects do not seem to be critical for DNA hinges, as the hinge angle

distributions obtained from simulations conducted at lower Na+ concentrations (150 mM) were

quite similar to those presented here (Figure 2.25). Furthermore, recent unpublished experiments

by Castro and coworkers on a different set of hinges yield quite similar distributions in hinge

angle for structures prepared using 600 mM Na+ and using 25 mM Mg2+.

2.6.4 Principal component analysis

This analysis was performed using the software package bio3D (25). Specifically, we

inputted ∼500 configurations (snapshots) of the hinge for each design, collected at equal time

intervals from the entire 900 ns-long simulation trajectory. Each configuration of the hinge

was described using the centers of masses of its DNA nucleotides; Note that each nucleotide is

represented by two interaction sites in the oxDNA model.

2.6.5 Large deformation behavior

A harmonic restraint U = 1/2k(d−d0)
2 of spring constant k = 0.4 kcal mol−1Å−2 was

applied to the distance d between the centers of mass of the two arms to restrain the hinge

fluctuations around a target distance d0. By performing 150 ns-long MD simulations at different

values of d0, we were able to generate differently-bent configurations of the hinges, well beyond
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the bending angles exhibited by the hinge at equilibrium. Each simulation also yielded average

hinge bending angle Φ and the average spring and joint end-to-end distances djoint and dspring

associated with that angle.

2.6.6 Force-deformation curves

The force-deformation behavior of the ssDNA springs were investigated by applying an

equal and opposite force to their two ends (terminal beads representing the two end phosphate

groups in the oxDNA model) along their end-to-end vector (see Figure 2.8a, bottom). The force-

extension curve was obtained by averaging the end-to-end distance measured over a 100 ns-long

MD simulation at different applied forces. Similarly, the force-deformation behavior of the

springless hinge was investigated by applying inward-pointing forces to the ends of the dsDNA

helices at locations where they were connected to springs in the original hinge. The hinge bending

angle was averaged over 100 ns-long MD simulations at each combination of forces applied to

the three lower and upper layers of dsDNA helices (see Figure 2.8a, top).

2.6.7 Simulation codes and data

Files related to oxDNA simulations of the DNA hinges are provided at our github clone

(https://github.com/gauravarya77/DNA-hinge-simulations). These include: caDNAno design files

of the hinges; Python scripts for converting caDNAno designs into initial oxDNA models and for

substituting stretched bonds with harmonic restraints to generate relaxed configurations of the

hinges; input option files for carrying out the relaxation procedure and the MD simulations; input

topology and configuration files for the five hinges; and movie showing 100-µs-long dynamics of

a 0b hinge captured from an MD simulation.

51



2.7 Acknowledgements

Chapter 2, in full, is a reprint of the material as it appears in ACS Nano 2017, Shi, Ze;

Castro, Carlos E.; Arya, Gaurav. The dissertation author was the primary investigator and author

of this paper.

52



2.8 Appendix
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Figure 2.11: Normalized distributions of hinge angles Φ for the five hinge designs from CG
modeling (red) and compared against those obtained from experimental TEM images (blue).
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Figure 2.12: Equilibrium hinge angles Φ0 for the five hinge designs predicted using the software
CanDo. The angles predicted from the CG model and those obtained from experiments are
shown as reference.
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Figure 2.13: Representative snapshot of the joint (blue) and the springs (red) for the 0b hinge
obtained from MD simulations illustrating how the three springs connecting the lower layer of
hinge arm helices are effectively dsDNA helices containing single nicks and how the strong
bending stress in these nicked dsDNA connections force the hinge arm helices to deform.
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Figure 2.14: Root mean square fluctuations (RMSF) of the entire 0b hinge and of its two arms
individually. The RMSFs are calculated relative to the average structures obtained over the
entire MD trajectory.

Figure 2.15: DNA-backbone representation of (a) 11b, (b) 32b, and (c) 53b hinges, colored
according to the fraction of the time their nucleotide bases remain bonded to their complementary
bases (H-bond occupancy). Cyan-, red-, and white-colored regions indicate unpaired, weakly
paired, and strong paired bases.
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Figure 2.16: Distance between adjacent bases of the staple strands of the six joint helices,
plotted for each of the five hinge designs.
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Figure 2.17: Correlation between the four largest dynamic modes of the 74b hinge obtained
from principal component analysis. The x- and y-axes show the magnitude of the projections.

Figure 2.18: Average structure of the 74b (top) and 0b hinge (bottom) depicting the expulsion
of the ssDNA springs in the former due to electrostatic repulsion. Hinges are represented by
lines connecting the center of masses of the DNA bases and only their top view is shown.
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Figure 2.19: Total potential energy and the component of this energy arising purely from
electrostatic repulsion plotted as a function of simulation time for the 0b hinge.

Figure 2.20: caDNAno design of the 0b hinge. The ssDNA scaffold and staple strands are
shown in blue and red, respectively. The dsDNA helices are labeled 0 to 17 on the left.

Figure 2.21: caDNAno design of the 11b hinge. The ssDNA scaffold and staple strands are
shown in blue and red, respectively. The dsDNA helices are labeled 0 to 17 on the left.
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Figure 2.22: caDNAno design of the 32b hinge. The ssDNA scaffold and staple strands are
shown in blue and red, respectively. The dsDNA helices are labeled 0 to 17 on the left.

Figure 2.23: caDNAno design of the 53b hinge. The ssDNA scaffold and staple strands are
shown in blue and red, respectively. The dsDNA helices are labeled 0 to 17 on the left.

Figure 2.24: caDNAno design of the 74b hinge. The ssDNA scaffold and staple strands are
shown in blue and red, respectively. The dsDNA helices are labeled 0 to 17 on the left.
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Figure 2.25: Hinge angle distribution of the 0b hinge obtained from CG MD simulations at two
different monovalent salt concentrations: 150 mM (red) and 500 mM (blue).
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CG MD simulations for the five hinge designs (solid black lines) along with exponential fits to
the decaying portion of the curves (dashed red lines). The characteristic decay time constants
obtained from the fits are also specified in each figure.
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Chapter 3

Cation-Activated Avidity for Rapid

Reconfiguration of DNA Nanodevices

3.1 Abstract

The ability to design and control DNA nanodevices with programmed conformational

changes has established a foundation for molecular scale robotics with applications in nanomanu-

facturing, drug delivery, and controlling enzymatic reactions. The most commonly used approach

for actuating these devices, DNA binding and strand displacement, allows devices to respond

to molecules in solution, but this approach is limited to response times of minutes or greater.

Recent advances have enabled electrical and magnetic control of DNA structures with sub-second

response times, but these methods utilize external components with additional fabrication require-

ments. Here, we present a simple, broadly applicable, actuation method based on the avidity of

many weak base-pairing interactions that respond to changes in local ionic conditions to drive

large-scale conformational transitions in devices on sub-second timescales. To demonstrate such

ion-mediated actuation, we modified a DNA origami hinge with short, weakly complementary

single-stranded DNA overhangs whose hybridization is sensitive to cation concentrations in solu-
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tion. We triggered conformational changes with several different types of ions including mono-,

di-, and tri-valent ions, and also illustrated the ability to engineer the actuation response with

design parameters, such as number and length of DNA overhangs and hinge torsional stiffness.

We developed a statistical mechanical model that agrees with experimental data, enabling effective

interpretation and future design of ion-induced actuation. Our results advance capabilities for

rapid control of DNA nanodevices, expand the range of triggering mechanisms, and demonstrate

DNA nanomachines with tunable analog responses to the local environment.

3.2 Introduction

Controlling the motion of nanoscale structures is an essential step towards developing

functional nanodevices and nanorobots that can have broad applications in fields ranging from

nanomanufacturing to medicine. Recent advancements in DNA nanotechnology have led to

complex nanoscale machinery and controllable dynamic devices including DNA walkers(1; 2;

3; 4), reconfigurable structures(5; 6; 7; 8; 9), mechanical joints with well-defined rotational or

translational degrees of freedom(10; 11; 12; 13; 14; 15; 16; 17; 18; 19; 20; 21; 22; 23), and

multi-joint mechanisms (10; 20; 24; 25). In some cases, these devices can be moved along a

predefined motion path(13; 3; 13; 18; 20) or flipped between conformations(13; 16; 17; 20; 24),

showing promise for complex controllable DNA-based nanomachines.

While dynamic devices have rapidly evolved in structural and dynamic complexity over the

last decade, methods for controlling such devices in a rapid and reproducible manner are lagging

behind. The most commonly used method to control DNA devices, DNA strand displacement(7),

involves mixing devices with single-stranded DNA (ssDNA) that reconfigures a device by selec-

tively displacing strands. This displacement releases double-stranded DNA (dsDNA) connections

between components on a device (e.g. a container and a lid). Often, the addition of another

ssDNA strand that hybridizes to the displacement site can re-establish the dsDNA connection
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enabling reversible and repeatable actuation(7; 26). The main advantages of strand displacement

include the sequence-specificity, the relative ease of integrating DNA sites for actuation on a

wide range of devices, and the potential to interface with molecular computation that relies

on similar displacement reactions(10; 21; 26; 27). However, this approach is limited by the

relatively slow time-scales of actuation, typically minutes or longer. To address these challenges

and to broaden the range of triggering mechanisms, recent efforts have demonstrated actua-

tion using various biomolecules(16; 27; 28; 29; 30; 31), often using DNA aptamers for target

specificity(16; 27; 30; 32). Applying forces through optical traps, atomic force microscopy, and

centrifuge force microscopy have also been explored as possible mechanisms for manipulating

DNA structures(33; 32; 34; 35; 36; 37). In addition, electrical(38) and magnetic(39) actuation

methods have been implemented to enable control at sub-second timescales and in the case of the

electrical actuation control at speeds up to tens of Hz. These approaches require external inputs

and some advanced system or assay fabrication.

Many applications, for instance in biomedicine, may require less invasive approaches

for actuation or devices that can respond to a variety of cues in the local environment. Indeed,

emerging studies have begun to actuate DNA nanostructures using light and environmental

changes such as temperature, pH, and ion concentrations, through the incorporation of azobenzene

moieties(40; 41), DNA base-stacking interactions(13), G-quadruplexes(16), and DNA triplex-

forming motifs(42) into the DNA nanostructures. In particular, Kuzyk et al. developed a pH-

triggered mechanism demonstrating the ability to engineer range of sensitivity, and Gerling et

al.(13) developed ion-based actuation of dynamic devices that mediated base-stacking interactions

within the devices. Both studies used bulk fluorescence methods to demonstrate response on 10

second timescales.

Here we introduce a simple and tunable strategy for rapid actuation of DNA nanostructures

featuring sub-second transitions and second-scale temporal resolution of repeated actuation as

revealed by single-molecule measurements of triggered conformational changes. Our method
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combines an engineered response to environmental changes with sequence- specificity of DNA

hybridization for reconfiguring structures. We achieve this by modifying DNA structures with

short ssDNA sticky ends that rapidly hybridize or de-hybridize in response to changes in con-

centration of specific cations, enabling large-scale reconfiguration of structures within short

timescales. We demonstrate the utility of this approach by actuating DNA hinge nanodevices

using several different cations, achieving reversible and repeatable opening and closing of hinge

arms within sub-second timescales. We further show the ability to tune the actuation response,

and to quantitatively model its behavior as a function of cation concentration and a number

of design parameters, thereby providing a rational means to engineer the sensitivity and range

of the actuation response. Given the straightforward and inexpensive incorporation of ssDNA

overhangs, this approach is readily extendable to a variety of devices. In addition to actively

actuating nanodevices, this approach may also be used in a passive form, for instance, as calibrated

sensors to measure ion concentrations. The method presented here should therefore provide a

valuable tool for researchers aiming to introduce dynamical mechanisms into otherwise static

DNA nanostructures.

The overarching principle of our actuation method, similar to that of many existing ap-

proaches, is a switchable affinity between structural components that can be turned on or off via

addition or removal of an external trigger, enabling structures to be actuated between conforma-

tions with well-separated (open state) and latched together components (closed states). In our

approach, the affinity is generated by introducing a number of short, mutually complementary

ssDNA strands (overhangs) across the surfaces of the components to be actuated. The overhang

sequence can be added to the end of an existing staple at the appropriate spatial position and

helical twist orientation to ensure that the overhangs protrude from the surface in an appropriate

location and direction to bind to its complementary strand on the opposing surface. In contrast

to prior approaches that leverage base-pairing interactions, we use short overhang sequences,

that individually are too weak to stably hybridize at room temperature. However, the collec-
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tive binding energy of many distributed overhang binding sites (i.e. avidity) allows these short

sequences to form connections between components that become thermodynamically stable at

cation concentrations that are high enough to sufficiently screen electrostatic repulsions between

the phosphate backbones of the interacting overhangs(43). Thus, by raising or lowering the cation

concentration, the structure can be actuated to close or open, respectively. There are two key

aspects of this approach that enable rapid actuation response. First, the actuating strands remain

localized on the device, so they effectively remain at very high local concentrations. Second,

the low affinity of individual strands means that they should quickly dissociate upon lowering

cation concentrations without any need for strand displacement, which is a relatively slow process.

This enables significantly faster actuation rates compared to methods where actuating strands are

introduced into the solution, typically at sub-micromolar concentrations, and have to undergo a

diffusive search process before hybridizing with their target. The only diffusive mechanism at

play in our approach is that of the cations, which occurs at a faster timescale than strand diffusion

due to their small size and much higher concentrations (mM instead of nM). Furthermore, the

overhangs are likely to exhibit collective hybridization since they are aligned across the actuated

components.

To demonstrate and characterize our ion-based actuation method, we applied it to a set of

previously reported DNA origami hinges(20). The hinges are composed of two stiff arms, each a

rectangular bundle of 18 dsDNA helices organized in a 3×6 square lattice cross-section(44). The

arms are connected by several flexible ssDNA scaffold connections arranged in a line to form the

hinge rotation axis. We previously showed 20 that the hinge arms rotate flexibly over a range

of angles, exhibiting largely open conformations. To enable ion-triggered actuation between

such open conformations and a closed conformation, we modified these hinges to include short

ssDNA staple overhangs distributed along the inner face of each arm at complementary locations

(Figure 3.1). In this study, we used a range of cationic triggers, and explored the use 4of 10 to 30

overhangs on each arm with sequence lengths ranging from 4 to 6 bases for both hinge designs
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Figure 3.1: (A) Short ssDNA overhangs (blue and green) protrude from the hinge arms. Over-
hang sequences are complementary to each other but their free energy of hybridization is weak at
low cation concentrations. Overhang hybridization is stabilized with increased cation concentra-
tion and the overhangs collectively bind to close the hinge. (B) Overhang locations on the hinge
arms for the three designs containing different number (10, 20, and 30 pairs) of connections. (C)
All overhangs include a TTT linker for separation from the hinge. Square represents the 5 end
of the overhang, while the triangle represents the 3 end. Three different overhang lengths (4, 5,
and 6 bases) were explored in this study.

(Figure 3.1). We also explored two versions of the hinges termed Hinge1 and Hinge2 that we

previously showed(20) to differ in torsional stiffness of the hinge joint, with Hinge1 exhibiting a

higher resistance to closing than Hinge2.

3.3 Cation-Activated Actuation.

The actuation behavior of the overhang-modified hinges is studied as a function of varying

ion concentrations. Four design variables that modulate the actuation response of our devices are

considered: the number of overhang connections, the strength of these connections (number of

complementary base pairs across overhangs), the torsional stiffness of the hinge (Hinge1 versus
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Figure 3.2: Experimental actuation responses measured as percentage of closed hinges vs ion
concentration for a range of hinge designs and ions. The actuation responses are sensitive to
a the number of overhang connections, b the length of overhangs, c the hinge stiffness, and
d the valence charge of the cation. The first number in the data legends corresponds to the
hinge design number, with Hinge1 being rotationally stiffer than Hinge2, the second number
corresponds to the length of the overhangs (e.g., 4b ≡ 4 bases), and the last number denotes the
number of connections (e.g., 10c implies 10 overhangs on the top arm and 10 complementary
overhangs on the bottom arm). All hinges in panel D are Hinge2 with a total of 10 4-base
connections. Data in panels a-c was measured via TEM. Data in panel d were obtained via
ensemble FRET, while select samples were also counted from TEM. The TEM data were used
to calculate a linear relationship between FRET efficiency and closed hinge fraction. Scale bars:
50 nm.

Hinge2), and the cation used. Magnesium was chosen to demonstrate the effects of the first

three parameters because it is the most commonly used ion for stabilizing DNA origami (45; 46)

and because it does not influence the energy landscape of the hinges as shown by our analysis

above. Importantly, when constructing hinges with varying numbers and lengths of overhangs,

we used the same base hinge design with the only changes being the selection of staple strands

with and without overhang extensions at appropriate locations. We quantified the equilibrium

actuation response of each of these hinges through TEM analysis by measuring the fraction of

hinges that close as a function of varying ion concentrations in solution. Because completely
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closed hinges are rarely achieved without overhangs, hinges that were actuated into a completely

closed conformation were easy to distinguish from un-actuated hinges in TEM images.

Figure 3.2a shows the impact of changing the number of connections distributed across

the hinge arms. These hinges all have 4-base overhangs and explore the full spectrum of confor-

mational compositions ranging from 0% to 100% closed structures with 10 to 30 connections and

5 to 80 mM MgCl2 concentrations. For each hinge, the fraction of closed structures rises sharply

with increasing ion concentration at low concentrations before slowing down and saturating

at higher concentrations to a plateau value indicative of the maximum yield of closed hinges

attainable with that particular number and arrangement of weak connections. The actuation

responses become sharper (i.e., more sensitive to ion concentration) and yield higher fractions of

closed structures (at all ion concentrations including saturation values) with increasing number

of connections. Another design parameter that alters the sensitivity to ion concentrations is the

length of the overhangs. Figure 3.2b shows this effect for various 10-connection hinges, where

adjusting the overhang length from 4 to 6 bases leads to a sharper actuation response and higher

yield of closed structures, effects similar to those obtained with increasing number of connections.

Interestingly, the hinge with 10 5-base connections yields a similar saturation yield of closed

hinges as the hinge with 20 4-base connections, but the 20 4-base connections exhibit a different

sensitivity to ion concentration at low salt conditions. These results reveal an ability to engineer

both the sensitivity and range of the actuation response.

Changing the number or length of connections are simple design parameters that are easily

adjusted by substituting several staples in the hinge design during the self-assembly reaction.

We also studied the effect of the torsional stiffness of the hinge, which determines its resistance

to closing. Torsional stiffness was varied by altering the ssDNA joint connections using a

different hinge design.(20) Figure 3.2c illustrates the effect of hinge stiffness on actuation using

structures having four-base overhangs on each arm. Our results show that Hinge2, which has a

lower stiffness than Hinge1, yields a steeper actuation response that is also shifted to lower ion
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concentrations, suggesting that hinge stiffness is an additional design parameter that controls the

range and sensitivity of the actuation response. In addition, these results illustrate that mechanical

properties are a key consideration in determining device functional response.

3.4 Theoretical model of actuation response.

To explain the observed actuation behavior and its dependence on the hinge design

parameters studied above, we developed a quantitative model that relates the probability,Pclosed of

observing a closed hinge to the ionic concentration c. The model classifies the ensemble of hinge

conformations in terms of two states: a closed state describing conformations with sufficiently

small hinge angles that permit overhang hybridization, and an open state describing all remaining

conformations. According to equilibrium statistical mechanics,Pclosed = Zclosed/(Zclosed +Zopen),

where Zclosed and Zopen are the partition functions associated with the two states. Assuming

that the n overhangs on each hinge arm are indistinguishable and that each overhang interacts

only with its complementary counterpart on the opposite arm, Zclosed and Zopen can each be

partitioned into two terms. The first is a bare-hinge partition function related to conformations of

the hinge without overhangs in the two respective states. The second is a product of n identical

overhang partition functions related to conformations of each pair of overhangs, i.e., partly- to

fully-hybridized conformations in the closed state and unassociated conformations in the open

state. Relating the bare-hinge and overhang partition functions to free energy changes associated

with bare-hinge rotation and strand hybridization then yields the following relationship:

Pclosed(c) =

[
1+ exp

(
−∆Ghyb(c)+∆G f ix

RT

)]n[
1+ exp

(
−∆Ghyb(c)+∆G f ix

RT

)]n
+ exp

(
−∆Gbh

RT

) . (3.1)

where ∆Ghyb(c) is the free energy of hybridization of each overhang pair in solution, ∆G f ix is

a correction to this free energy that accounts for entropy loss due to the confinement from the
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Figure 3.3: Model fits to experimental actuation response curves. Experimental data for different
hinge designs are shown in symbols, and the model fits are shown as solid lines of same color as
the fitted data. The data legends format is identical to that in Figure 2, where the three numbers
correspond to the hinge design, the length of the overhangs, and the number of connections. The
fitting procedure yielded ∆Gbh = 2.80 and 1.39 kcal/mol for hinges with joint designs 1 and 2
and ∆Gfix = 6.07, 6.12, and 5.99 kcal/mol for hinges with 10, 20, and 30 overhang pairs, each
with 4 complementary bases, and ∆Gfix = 7.35 and 8.24 kcal/mol for hinges with 10 overhang
pairs with 5 and 6 complementary bases, respectively.

hinge arms, ∆Gbh is the free energy change of a bare hinge undergoing transition from an open

to a closed state, R is the universal gas constant, and T is the temperature. A detailed derivation

of this relationship is provided in the model development section. Based on known logarithmic

dependence of∆Ghyb on ion concentration(47; 48), the above model predicts that the fraction

of closed hinges rises from a value of Pclosed = [1+ exp
(
−∆Gbh

RT

)
]1 at c = 0 to the asymptotic

value of 1 at c inf. This prediction agrees well with the shape of the experimentally observed

actuation responses. The functional form of the model further predicts that strongly negative

∆Ghyb+∆G f ix (long overhangs), large n (many overhangs), and small ∆Gbh (small energy barrier

for bare hinge closing) all contribute to increasing ion-sensitivity of the hinges, also consistent

with the experimentally observed trends.

Finally, the model suggests that to shift the range of the actuation response to higher ion

concentrations, the energy barrier between the closed and open state of the bare hinge should

be sufficiently large. The functional form of our model is thus already capable of qualitatively

explaining the observed actuation behavior and demonstrating the crucial roles of both the hinge

joint and the overhangs in sharpness and range of the actuation responses.
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Figure 3.4: Model fits to actuation responses obtained with NaCl. Data collected via FRET
and TEM visualization are both shown and fitted separately. Different sets of ∆Ghyb data are
obtained from UNAfold for Na+ ions. The fitting procedure yielded ∆Gbh = 1.24 and 1.36
kcal/mol and ∆G f ix = 6.18 and 6.11 kcal/mol for Hinge2 data collected from FRET and TEM
data, respectively.

We next investigated the ability of this model to quantitatively fit the experimental

actuation responses shown in symbols in Figure 3.3 for the eight distinct hinge designs differing

in terms of the number of overhangs, overhang lengths, and hinge stiffness. This data obtained

using MgCl2 represents our broadest dataset and also shows minimal changes to the intrinsic free

energy landscape across a wide range of concentrations (Figure S2). Furthermore, the solution-

state free energies of hybridization ∆Ghyb are readily available for Mg2+ as a function of its

concentration. In this study, we obtained these free energies from the DINAMelt server, part of

the DNA/RNA secondary structure prediction software UNAFold(47; 48). We then minimized

the weighted sum of squared errors between the model and experimental data, varying the two

remaining unknown parameters ∆Gbh and ∆G f ix . ∆Gbh was kept unchanged across hinges with

the same joint stiffness, and ∆G f ix was kept unchanged across hinges carrying the same number

and length of overhangs. Figure 3.3 presents our results from simultaneous fitting of all actuation

profiles. A p-value of 0.993 for the chi- square test indicates excellent agreement between model
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and experiment, especially considering that the two fit parameters were fixed across groups of

hinges with similar stiffness or overhang lengths. The model also accurately predicts the NaCl

actuation response (Figure 3.4).

The fitted values of ∆Gbh and ∆G f ix obtained for the different hinge designs make physical

sense. We obtained ∆Gbh = 2.80 and 1.39 kcal/mol for Hinge1 and Hinge2. The positive values of

∆Gbh are consistent with the open state being more prevalent than the closed state in bare hinges

(see Figures S2-S3), and the larger value for Hinge1 is consistent with stiffer hinges displaying a

larger energetic penalty for closing. Furthermore, the free energy difference obtained for Hinge1

is close to the value of 3.59 kcal/mol estimated from our experimental angular distributions using

the ratio between numbers of bare hinge configurations presenting open and closed states with a

threshold of 10, i.w., ∆Gbh RT ln(Nopen/Nclosed) (see Figure 3.5).

We obtained ∆G f ix = 6.07, 6.12, and 5.99 kcal/mol for hinges with 10, 20, and 30 overhang

pairs with 4 complementary bases, and 7.35 and 8.24 kcal/mol for hinges with 10 overhang pairs

with 5 and 6 complementary bases, respectively. The positive values of ∆G f ix are reasonable

considering that the hybridization of overhangs is impaired due to confinement effects, that is,

the steric constraints imposed by the hinge arms significantly reduce the configurational and

rotational entropy of the overhangs in the hinge closed state. We also note that ∆G f ix is largely

independent of the number of overhangs on each hinge arm, suggesting that the overhang length

and surface density are sufficiently small that they do not interact with each other, consistent

with one of the assumptions of our model. That ∆G f ix increases in magnitude with the degree of

complementarity (length of overhangs) suggests that the entropic penalty imposed by the arms on

the overhangs is stronger for longer strands.
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Figure 3.5: Cumulative angular distribution for Hinge1 in MgCl2 solutions. The free energy
change required to close Hinge1 is approximated from the ratio Nopen/Nclosed ≈ 425 between
numbers of bare hinge configurations representing open and closed states with a threshold of
10◦ (dashed vertical line).

3.5 Model Development

The probability Pclosed of the hinge exhibiting a closed state may be obtained from the

partition functions Zclosed and Zopen of the closed and open states: (55).

Pclosed =
Zclosed

Zclosed +Zopen
, (3.2)

where the two partition functions, by definition, are given by

Zclosed = ∑
rh,rs∈closed

exp [−E(rh,rs)/RT ], (3.3)

Zopen = ∑
rh,rs∈open

exp [−E(rh,rs)/RT ], (3.4)

Here, R is the gas constant, T is the temperature, and E(rh,rs) is the total energy of the hinge,

which is a function of the set of coordinates rh describing the conformation of the bare hinge
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(without ssDNA overhangs) and the coordinates rs describing the conformation of all ssDNA

overhangs. The summations in Equation 3.3 and 3.4 are carried out over the ensemble of hinge

conformations belonging to the closed and open states.

We next make the assumption that the total energy of the hinge can be effectively decou-

pled into an energy term Eh that is the function of the bare hinge conformation alone and another

energy term Es that is a function of the ssDNA overhang conformations only:

E(rh,rs)≈ Eh(rh)+Es(rs) (3.5)

This assumption, implemented in many statistical mechanical models, allows the overall partition

functions in Equation 3.3 and 3.4 to be written as the product of the partition function of the two

subsystems (the bare hinges and the overhangs):

Zclosed = Zh,closed×Zs,closed, (3.6)

Zopen = Zh,open×Zs,open, (3.7)

where Zh,closed and Zs,closed are the partition functions of the closed state of bare hinge and the

overhang strands, and Zh,open and Zs,open are the partition functions of the open state of the two

subsystems:

Zh,closed = ∑
rh∈closed

exp [−E(rh)/RT ],Zs,closed = ∑
rs∈closed

exp [−E(rs)/RT ], (3.8)

Zh,open = ∑
rh∈open

exp [−E(rh)/RT ],Zs,open = ∑
rs∈open

exp [−E(rs)/RT ]. (3.9)

By recognizing that the ratio Zh,closed/Zh,open is intrinsically related to the free energy change of

the bare hinge undergoing transition from the open to the closed state via

∆Gbh =−RT ln(Zh,closed/Zh,open), (3.10)
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the expression for the closed state probability in Equation 1 can now be simplified based on

Equations 3.6, 3.7, and 3.10 to

Pclose =
(Zh,closed/Zh,open)

(Zh,closed/Zh,open)+ exp(−∆Gbh
RT )

, (3.11)

where the free energy change ∆Gbh is assumed to be largely independent of Mg2+ concentration,

based on our experimental observations.

To estimate the ratio of the overhang partition functions in Equation 3.11, we assume that

each overhang, out of a total of n overhangs per hinge arm, can interact and hybridize only with

its corresponding overhang on the other hinge arm and that the n pairs of overhangs are identical

but distinguishable from each other. In this ideal scenario, the partition functions Zs,closed and

Zs,open for a system of n pairs of overhangs can be written down in terms of the partition functions

Z(1)
s,closed and Z(1)

s,open for a single pair of overhangs:

Zs,closed

Zs,open
=

Z(1)
s,closed

Z(1)
s,open

n

, (3.12)

where Z(1)
s,closed sums over all possible conformations of the two overhangs in the dissociated

state,while Z(1)
s,open sums over all possible conformations of the two overhangs in both hybridized

and dissociated states. If one denotes the above sums over dissociated and hybridized states by

Zdis and Zhyb, then
Zs,closed

Zs,open
=

(
Zhyb +Zdis

Zdis

)n

, (3.13)

where the ratio Zhyb/Zdis is related to the free energy of hybridization ∆Ghyb, f of a single pair of

overhangs from the dissociated state while remaining fixed to the hinge arms:

Zhyb

Zdis
= exp

(
−

∆Ghyb, f (c)
RT

)
, (3.14)
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To obtain ∆Ghyb, f , one can take advantage of available DNA/RNA secondary-structure prediction

algorithms that provide the free energy of hybridization of the overhangs in solution as a function

of Mg2+ concentration, which we denote by ∆Ghyb(c). To account for the entropy loss due to the

confinement from the hinge arms, we add a concentration-independent correction term ∆G f ix to

this free energy, whereby

∆Ghyb, f (c) = ∆Ghyb(c)+∆G f ix. (3.15)

Substituting Equations 3.13-15 into Equation 3.11 then yields our final expression for the closed-

state probability given by

Pclosed(c) =

[
1+ exp

(
−∆Ghyb(c)+∆G f ix

RT

)]n[
1+ exp

(
−∆Ghyb(c)+∆G f ix

RT

)]n
+ exp

(
−∆Gbh

RT

) . (3.16)

with two unknown parameters ∆G f ix and ∆Gbh .

3.6 Analysis of the Range and Sharpness of Actuation

We further analyzed the analytical expression for Pclosed and its dependence on the design

parameters related to the ssDNA overhangs and bare hinges. For this purpose, we divided the

solution-state hybridization free energy ∆Ghyb(c) into concentration-dependent and concentration-

independent terms:

∆Ghyb(c) =−a0 lnc−b0, (3.17)

where a0 and b0 are positive parameters provided by the UNAFold package 48-49 related to

the strength of hybridization between the two ssDNA overhangs. By defining a≡ a0/RT,b≡

exp[(∆G f ixb0)/RT ], and g ≡ exp(∆Gbh/RT ), the expression for the closed state probability in

Equation 3.16 reduces to

Pclosed =
(1+bca)n

(1+bca)n +g
(3.18)
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and its first derivative with respect to concentration is given by

dPclosed

dc
=

P(1−P)nab
c1−a +bc

(3.19)

To obtain sharp actuation of the hinges, i.e., large change in Pclosed over a small change in

Mg2+ concentration, the derivative dPclosed/dc should be large. Based on the observed actuation

behavior, it is reasonable to assume that the dPclosed/dc should be large at intermediate values of

Pclosed (e.g., 0.5). The expression in Equation 3.19 then suggests that the derivative dPclosed/dc is

large when either n is large, i.e., the hinge arms are attached with a large number of overhangs, or

when a or b are large, i.e., the hybridization between the overhangs is strong due to larger number

of complementary bases on opposing strands. In addition, to obtain late actuation, i.e., sharp

change in Pclosed at large Mg2+ concentrations, e.g., at values higher than the 5 mM typically

used for assembling the DNA origami hinges. The expression in Equation 3.18 indicates that

the critical Mg2+ concentration associated with this sharp increase in Pclosed is controlled by the

parameter g. Specifically, in order to achieve actuation at high Mg2+ concentrations, a large

value of g is required, i.e., hinges with stiff joints exhibiting a large free energy difference (energy

barrier) ∆Gbh between the open and closed state of their bare counterparts is required. Thus, the

designs of both the hinge joint and the overhangs are critical to achieving sharp and late actuation.
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Chapter 4

Free Energy Landscape of

Cation-mediated Actuation of

Overhang-modified DNA origami

Nanostructures

4.1 Abstract

Achieving rapid, noninvasive actuation of DNA structures is critical to expanding the

functionality of DNA nanotechnology. A promising approach for actuation involves introducing

multiple, weakly-complementary pairs of single-stranded DNA overhangs to components of the

structure, and triggering hybridization-dissociation of the overhangs via changes in solution ionic

conditions to drive large-scale structural transitions. Here we provide the molecular underpinnings

of this new approach in terms of free energy landscapes obtained via simulations for the example

of a DNA origami hinge whose arms are actuated between open and closed states. A novel free-

energy decomposition strategy is devised to enable these calculations while retaining accurate
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descriptions of global hinge motions and local base-pairing events. Our results reveal that

compared to free overhangs that do not hybridize, those attached to hinge arms exhibit a sharp

free energy minimum at small hinge angles separated by an energy barrier at intermediate angles.

The depth of the minimum and the height and width of the barrier are found to vary with ion

concentration and the length, sequence, and attachment position of the overhangs. We show

how these landscape features and trends arise from the interplay between the hybridized and

dissociated states of the overhangs whose stabilities depend on ion screening effects and angular

confinement effects imposed by the arms. The overall free energy, including contributions from

the bare hinge and all overhangs, reveals a sharp minimum in the closed state with a broad energy

barrier separating the open and closed states. We discuss how hinge actuation efficiency and

rates, related to these two features of the landscape, can be tuned by modulating the design and

location of the overhangs. The mechanistic understandings and design rules revealed here should

be applicable to many other systems involving DNA strand hybridization in confined media.

4.2 Introduction

Rapid advancements in DNA nanotechnology over the past decade have enabled the

fabrication of structures with controllable motions (1; 2; 3; 4; 5; 6), an important step to creating

the next generation of dynamic DNA nanodevices. One strategy for actuating DNA structures

involves the binding of external biomolecules to reconfigure DNA devices (7; 8; 9). A popular

method here is the toehold-mediated strand displacement method, where one strand of an existing

DNA duplex is displaced by a longer, externally provided strand that can form a more stable

duplex (10). In this manner, hybridized connections between device components may be released,

or reestablished to enable reversible actuation. This method offers the benefits of sequence

specificity of displacement strands and ease of introducing displacement sites within devices.

However, due to the need for external strands, release of waste strands, and slow kinetics of the
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displacement reaction, the method can be invasive and slow. Another actuation strategy involves

integrating stimuli-responsive molecular entities into the devices, which also makes the actuation

less invasive and more responsive to environmental stimuli. These entities include base-stacking

motifs, DNA triplexes, azobenzene moieties, and I-motifs that respond to environmental cues like

light, temperature, pH, and ions to establish or disrupt interactions between device components

(11; 12; 13; 14; 15). A third strategy involves external forces to reconfigure devices. These forces

may be applied via electrical or magnetic fields (16; 17), via depletants (18), or via optical traps

and atomic force microscope tips (19; 20). As these forces are applied directly to the structures

and can be modulated fairly rapidly with existing capabilities, these methods can achieve rapid

actuation response times, albeit with advanced fabrication and instrumentation requirements.

Recently, Marras et al.(21) proposed a promising actuation method that combines the non-

invasiveness of environmental triggers with the specificity of DNA hybridization to enable rapid

reconfiguration of devices with response times comparable to force-based methods. The approach

involves introducing multiple, weakly complementary pairs of single-stranded DNA overhangs

to the device components to be actuated, and using changes in solution cation concentration to

trigger rapid hybridization or dehybridization of the overhangs to drive conformational transitions

in the device. Because this method involves collective hybridization of many short strands, and

also does not involve any diffusion of strands or displacement of one hybridized strand with

another, it exhibits much faster response times compared to the strand-displacement method. As

demonstration, the approach was applied to a DNA origami hinge that nominally exhibits open

conformations with its arms subtending large angles about the vertex (Fig. 4.1). By introducing

short, complementary overhangs to the inner surfaces of the two hinge arms, the modified hinges

could be efficiently actuated between conformations with open and closed arms using a variety

of cations, including mono-, di- and trivalent ions. The actuation responses (fraction of hinges

exhibiting closed arms vs. cation concentration) were characterized as a function of various design

parameters, such as the number and length of overhangs and the bending stiffness of the hinge

87



Figure 4.1: DNA origami hinge design. Single-stranded DNA overhangs are attached on the
hinge arms at connection points with 10 different distances from the vertex. There are 30
connection points in all on the hinge arm. and the connection points used for 10-connection-
design is colored in red. When the ion concentration changes, the hinge will be reversibly
actuated to closed states.

joint. The results revealed strong, intriguing variations with respect to the design parameters,

suggesting high tunability of the actuation responses.

Based on our current understanding, the actuation mechanism may be explained as a

competition between (1) the intrinsic predisposition of the “bare” device (minus overhangs) to

exhibit open conformations, and (2) the hybridization of overhangs that favors closed conforma-

tions. The former effect stems from the underlying structural design of the bare device which

dictates intra- and intermolecular interactions between components, and hence their preferred

conformations. For instance, in DNA hinges, the open conformation appears to arise from the

mechanics of the DNA joint connecting the hinge arms, and not from electrostatic repulsion

between them, given that the bare hinges exhibited similar hinge-angle distributions across a

wide range of cation concentrations. The latter effect provides the driving force necessary for

the device to overcome its natural propensity for open conformations and transition to a closed
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conformation. Importantly, the strength of this driving force depends on cation concentration. At

low ion concentrations, the overhangs prefer to remain unhybridized, and the device retains the

open conformation it exhibits without overhangs. As ion concentration is raised, the hybridized

state of the overhangs becomes increasingly stabilized, causing an increasingly larger fraction of

structures to exhibit closed conformations. In the original study (21), we expressed both these

effects in thermodynamic terms, the former in terms of a free energy difference ∆Gbare between

the open and closed states, and the latter in terms of a hybridization free energy ∆Ghyb(c) that

depends on ion concentration c. Assuming that all overhang pairs are indistinguishable, we

formulated a simple, two-state thermodynamic model for the probability of observing closed

hinges as a function of ion concentration and the two free energies. Since the hybridization free

energy of the tethered, confined overhangs must be distinct from that of free strands in solution,

we cast ∆Ghyb(c) as an additive correction ∆Gcorr to the solution-state hybridization free energy

obtained from secondary-structure prediction algorithms. Using the unknowns ∆Gbare and ∆Gcorr

as fitting parameters, we were able to obtain good agreement with the experimentally measured

actuation responses. While this description was useful for establishing the importance of bare-

device mechanics and overhang hybridization in actuation and for fitting experimental data, our

knowledge of the actuation mechanism remains very qualitative. For instance, the free energies

contributed by the device and the overhangs, and how they vary with the reaction coordinate

and ion concentration to “tilt” the overall free energy towards the open or closed conformation

remain unknown. How these free energies change with the various design parameters and the

associated molecular mechanisms also are not known. Elucidating such energetics and molecular

mechanisms would be crucial to facilitate future design and optimization of actuation devices and

responses.

Here we provide such a molecular and energetic foundation for this actuation method

through calculation of free energy landscapes via molecular-scale simulations, using the DNA

hinge as our model system. Ideally, all-atom simulations should provide the most accurate de-

89



scription of the hinges. However, due to the large system size and slow timescales of hybridization

and dissociation, such simulations would require prohibitive computational costs. To this end, we

use the coarse-grained model, oxDNA (22; 23), to represent the hinges. oxDNA now been applied

to a variety of structures, (24; 25; 26; 27; 28; 22; 29; 30) and shown to yield accurate descriptions

of their mechanics, conformational dynamics, ion-dependent hybridization thermodynamics,

suggesting that this model should provide reasonable predictions for the ion-actuated DNA hinges

studied here. To further alleviate computational costs, we use a novel strategy that involves

splitting the system into bare hinge, a large structure with short relaxation time, and overhangs,

a small system with long relaxation time, and computing their free energies separately using

efficient simulation approaches. In this manner, we were able to obtain not only the overall free

energy landscape of the overhang-modified DNA hinges as a function of its conformation (hinge

angle), but also the free energy contributions arising from the hinge joint and each of the overhang

pairs. By computing such energy landscapes for a range of ionic conditions and overhang design

parameters, analyzing the conformations of the overhangs, and relating features of the energy

landscape to actuation responses and rates, we were able to provide a quantitative, molecular-level

understanding of the actuation mechanism that could be used as “design rules” for achieving and

optimizing actuation responses. The results obtained here would be important not only for hinge

actuation, but many other systems involving DNA hybridization in confined media, including

DNA microarrays, DNA-tethered nanoparticles (31), and assembly of DNA origami tiles.

4.3 Results and discussion

Computational Strategy

In simulations, even with coarse-grained models, exploring long time scale processes

such as the DNA hybridization and dissociation is still challenging. To address this computational

challenge, we split the system into two parts: the DNA hinge without overhangs, or the bare hinge,
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and the overhangs on the hinge arms (Figure 4.2). For the bare hinge, the rotational relaxation

time of the hinge arms is much shorter than the hybridization and dissociation of overhangs

(Figure S1), which makes the simulation less computational demanding. For the overhangs, the

system size is significantly reduced, enabling adequate sampling of all the hybridization states.

As the distance between adjacent overhang connection points is large, therefore we could keep

the same assumption we proposed in our previous work that each overhang interacts only with

its complementary counterpart on the opposite arm. In this way, the total free energy of the

system can then be calculated as Gtot(θ) = Gbh(θ)+Goh(θ), where Gtot , Gbh, and Goh are the

free energies of the system, bare hinge, and overhang pairs, respectively. Hinge angle θ is defined

as the angle between two hinge arms.

The free energy landscape of the bare hinge Gbh was obtained through umbrella sampling

MD simulations. Ideally, the order parameter of umbrella sampling should be the hinge angle

θ. While the hinge angle in simulations is calculated as the angle between the two fitted axes of

the two hinge arms, applying restraints on this order parameter become tedious as it involves

derivative of the fitting equation in calculating the restraint force. To simplify this problem,

umbrella sampling were performed with respect to the distance between the two arms’ center of

mass given that this distance exhibits a correlation with hinge angle (Figure 4.12).

In the simulations of the overhangs, the bare hinge was substituted with repulsion planes

to mimic the steric constraint imposed by the hinge arms, and the angle between the repulsion

planes was considered as the hinge angle, as shown in Figure 4.2. Since all the overhangs are

identical except for the location of the overhangs, the total free energy of the overhangs was

calculated as the sum of free energy of individual pairs of overhangs located at different positions:

Goh = ∑
n
i=1 Goh,i(θ). Because of the double helical structure of B-DNA, the overhangs can only

be positioned at specific connection points, where the distance between adjacent connection

points of overhangs on each side is the multiple of 10.6 nm, the length of 16 base pairs, or 1.5

turns in square lattice DNA origami.
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Figure 4.2: Computational strategy for efficiently computing hinge actuation free energies. a:
hinge can be divided into two parts: the bare hinge and the overhangs. The total free energy Gtot

can be written as the sum of the free energy of bare hinge (Gbh) and overhangs (Goh). b and c:
The free energy landscape of the bare hinge is calculated with MD simulation, while the free
energy landscape of the overhangs is calculated with VMMC simulations.

To simplify the problem, one of the repulsion plane, was set up as the x-z plane, and the

other only rotated about the y axis to ensure that the overhangs were always connected to the

plane while sampling strand conformations during the simulations. Therefore, the hinge angle

could be calculated as the projected angle onto x-y plane between the two ends of the overhangs,

which are designed to be connected to the hinge, and the origin point, as shown in Figure 4.2.

Stiffer springs are used to confine the movement of the overhang into the hinge’s movement To

investigate how the overhangs “close” the hinge with increasing ionic strength, simulations under

different ion concentrations were performed to examine how the free energy landscape of the

system is modulated by ionic conditions. Since oxDNA is only parameterized with Na+ ions,

simulations under ion concentrations of 0.2M, 0.4M, and 1.2M Na+ were performed to study

how the ion concentration affect the free energy landscape of the hinge.

During the simulations, the free energy difference between different hybridization states
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causes severe sampling issues. Therefore, sampling of the hybridization states was enhanced

through a bias on the transition probability in virtual move Monte Carlo (VMMC) simulations.

After recovering the 2D free energy landscape with weighted histogram analysis method, the free

energy landscape along the hinge angle could be constructed by combining the states with the

same hinge angle but with different numbers of base pairs formed after a modified 2D weighted

histogram analysis method. Most of our simulations were performed with 7-base long overhangs

(surface-TTTCGAC-5’ and 3’-GTCGTTT-surface) with only the terminal four bases contributing

to hybridization across two hinge arms.

Free energy landscape of the overhangs

The free energy landscape for a representative pair of overhangs with 4 complementary

bases at the first connection point is plotted in Figure 4.3. What is shown as background in the

same graph is the 2D free energy landscape of the overhangs plotted with respect to the number

of base pairs formed together with the hinge angle. The collapsed free energy landscape with

respect to the hinge angle is calculated from the sum of probability of all the states with different

hybridization states, or different number of base pairs formed, in the same hinge angle bin. The

free energy landscape (black curve in Figure 4.3) displays a large barrier in between the plateau

at large hinge angle and the deep free energy minimum at short angles. At large hinge angles,

the overhangs are unable to associate, but as the hinge angle decreases, the strands begin to form

unstable base pairs (e.g., at 41◦ angle), which seems to correlate with an increase in the free

energy. At the barrier, which we believe is due to confinement from the hinge arm, there appears

to be a more or less equal probability of observing hybridized and dissociated overhangs. As the

hinge angle is further decreased, the hybridized state becomes prevalent and is maximized at the

minimum. Thereafter, the hinge angle becomes severely constricted and the free energy shoots

up. These results show a clear transition in dominant states from hybridized to dissociated states.

The free energy landscape of overhangs at different connection points and under different
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Figure 4.3: Representative free energy landscape of a single overhang pair. The energy land-
scape is plotted with respect to the hinge angle and the background is the energy landscape of
different hybridization states for the first connection of strand with 4 complementary bases at
0.2 M Na+. Representative snapshots of the overhang conformations at different points along
the energy landscape are from the simulation of the window is attached, which shows how the
overhangs transition changes from extremely confined to fully hybridized then to dissociated
states and non-interaction states. All nucleotides are colored according to the percentage of
hybridized states in each biased simulation run.

ion concentrations are shown in Figure 4.4 and Figure 4.14. It can be observed that the free energy

landscapes are quite different between overhangs at different connection points (Figure 4.4a) and

the effect of ion concentration change on free energy landscape of overhangs is also different

for overhangs at different connection points, as shown in Figure 4.4c-f. The free energy gain

for the first to the third connection point is barely affected by the ion concentration change

(Figure 4.4c,d), while the landscape of those at the fourth connection point or farther away

from the hinge vertex will have more free energy gain at small hinge angle under higher ion

concentrations (Figure 4.4e,f). When plotted with respect to the distance between connection

points, or the end-to-end distance, as shown in Figure 4.4b, the width and height of the barrier

94



Figure 4.4: Total free energy landscape of overhang strands with 4 complementary bases. Free
energy landscapes of overhangs at 10 different connection points under 0.2M ion concentration
are plotted with respect to hinge angle (a) and with respect to end-to-end distance (b). The free
energy landscape of overhangs at 1st, 2nd, 5th, and 10th connection points under different ion
concentrations are plotted in c-f

between the plateau and free energy minimum will also change at different connection points. If

the overhangs is farther away from the hinge vertex, the barrier will be lower and wider.

Ion concentration effects and origin of barrier

To elucidate the origin of the barrier and how the ion concentration affect the free energy

landscape, the ensemble of overhangs was decomposed into two sub-ensembles: the hybridized

base pairs (Ghyb) states and fully dissociated strands (no base pairs; Gdis), where only the

hybridized ensemble free energy is expected to be affected by the ion concentration change. The

free energy of the two sub-ensembles are plotted separately in Figure 4.5 together with the free

energy of the overall ensemble as given by Gtot =−kBT ln[exp(−Ghyb/kBT )+exp(−Gdis/kBT )].

To explain the above effects, we pick two extreme locations in the nanodevice design: the first
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Figure 4.5: The effect of ion concentration change on free energy landscape of overhangs. a
and b are the free energy landscape of overhangs with 4 complementary bases at the first and
the 10th connection point under 0.2 M sodium ions, respectively. c and d are how the hybridized
and dissociated components of the free energy landscape at the first and the 10th connection
point under different ion concentrations.

(Figure 4.5a and c) and the tenth (Figure 4.5b and d) connection points, the closest and the farthest

from the hinge vertex.

In Figure 4.5a, according to the free energy contributions, the free energy landscapes

of overhangs near the vertex can be split into two regions: one before the peak, where the

hybridized states dominate, and one after the peak, where the dissociated states dominate. The

free energy of the dissociated sub-ensemble increases with decreasing hinge angle because of

the increasing electrostatic repulsion interaction between overhangs and more entropy loss under

stronger confinement. The increasing trend in total free energy will stop and reach the peak of

the free energy barrier when the two overhang strands begin to form base pairs and fall into

the condition that the hybridized states dominate. Further decreasing hinge angle will result in

smaller distance between overhangs and larger chance to form base pairs. However, when the
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hinge angle is too small, the confinement becomes too severe, and even the hybridized states

states are not favored.

Therefore, together with the critical conformations shown in Figure 4.3 at minimums and

maximums of the free energy landscape, we can further divide the free energy landscape into four

regions: 1) Steric repulsion interaction region: (from conformation (i) to conformation (ii), where

the space for overhangs is limited for duplex DNA strand, so the repulsion interaction between

overhangs is strong. 2) Fully hybridized region (from conformation (ii) to conformation (iii)),

where there are enough space for duplex DNA and the end-to-end distance is small. Hybridized

states are more favorable. 3) Dissociation region (from conformation (iii) to conformation (iv)),

where the end-to-end distance becomes a bit larger for the strands to stay in hybridized states.

As a result, the dissociated states dominate, but the two strands still collide in a relative smaller

space, resulting in higher electrostatic repulsion energy and lower entropy as compared to the

non-interaction states. 4) Non-interaction region (from conformation (iv) to large hinge angle),

where the end-to-end distance is so large that the two strands will not interact with each other,

thus the free energy plot only results from the entropy force exerted on the hinge.

For overhangs at different connection points, when the overhangs are far away from the

vertex (Figure 4.5b), even small hinge angles result in a large end-to-end distance between the

two overhangs, leading to their hybridized states being less favored as compared to those in the

overhangs near the vertex at the same hinge angle. In this way, the connections away from the

vertex will reach the critical angle between the hybridized states dominant and dissociated states

dominant region at smaller hinge angle, decreasing the ion concentration may shift the hybridized

state dominant region to extremely small hinge angle. As a result, under ion concentration of

0.2M, we find that the hybridization dominant region vanishes as the whole region falls out of the

sampling region (greater than 1◦), which does not occur for the first connection (Figure 4.5c).

When increasing the ion concentration, the free energy gain for each base pair is larger in

Figure 4.5d, therefore the hybridized states become dominant at larger hinge angle compared to the

97



overhangs under lower ion concentrations. However, for small angles with severe confinements,

both the hybridized and dissociated states exhibit very high free energies because of the strong

steric repulsion (due to the excluded volume effect) from the hinge arm confinement, therefore

perturbations caused by variations in the ion concentrations are almost negligible in comparison,

as shown in Figure 4.5c.

Hinge confinement effect on barrier shape

From the difference between free energy landscapes in Figure 4.5c and Figure 4.5d, we

could see that the hinge confinement would greatly affect the shape of the free energy landscape

apart from the end-to-end distance of the overhang pairs. To further elucidate how the steric

constraint imposed by the hinge arms modify the free energy landscape of the overhangs, we

also studied the free energy landscapes of overhang pairs under different confinements. Here we

plot the free energy landscapes for two more systems: two free overhangs in solution without

confinement (black plot in Figure 4.6a) and two overhangs confined to the hinge arms’ movement

(red plot in Figure 4.6a). Since the concept of the hinge angle is not present for two free strands

in solution, all the free energy landscapes are plotted with respect to the end-to-end distance.

From the free energy profile in Figure 4.6a, we find that similar to the free energy

landscape of single overhang pair attached to the hinge arms, there is no interaction between

two strands at large end-to-end distance (greater than 7 nm). When the end-to-end distance

decreases, the space that each overhang strand can explore begin to overlap, therefore the two

overhangs will collide with each other, as shown in Figure 4.6b and c. For free strands in solution

and the overhangs confined to the hinge arm’s movement, the interaction between overhangs

at dissociated states is the same. When the end-to-end distance further decreases, the overlap

between the space that the two overhangs can explore will be large enough for overhang strand to

form base pairs, especially at large hinge angles, e.g., compare Figure 4.6c versus Figure 4.6d.

When the repulsion plane is added to the system, the probability of observing a base at
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Figure 4.6: The free energy landscape of a single pair of overhangs under different levels of
confinements. a: Free energy landscape of free strands in solutions, restricted to the hinge
movements, and attached to repulsion planes. b-e: schematic diagram of overhangs at the first
connection point free in solution (b-d) and confined to hinge movement (e)

certain position (Figure 4.7a and b) indicates that repulsion interaction of the repulsion plane

will leave two unfavorable regions near the repulsion plane. Compared to the system without

repulsion plane, the overlap between overhangs will be different when the unfavorable regions are

involved. As shown in the probability of interaction plotted Figure 4.7c-k, when the end-to-end

distance is around 5.76, the overlap will visit the region with higher probability of observing

a base for overhangs confined by a repulsion plane (Figure 4.7d, g, and j). When the hinge

end-to-end distance further decreases, the probability of interaction and entropy loss will increase

significantly and the free energy will shoot up at a relative smaller end-to-end distance compared

to the , which is also observed in Figure 4.6a. The sudden increase at smaller end-to-end distance

is related to the unfavorable region caused by the repulsion plane confinement, therefore if the

hinge angle is small when the space that overhang strand can explore begin to overlap, the normal

region will begin to overlap first (as shown in Figure 4.7e, h, and k) so that the free energy

99



increase will start at larger distance (Figure 4.6). Finally, the starting distance will fall into the

same end-to-end distance as free overhang strands when the angle between repulsion planes goes

to 0◦. In this way, overhangs away from the hinge vertex will have shallower free energy increase

in the dissociation region of the the free energy landscape, since the overall entropy loss for the

system is almost the same when comparing Figure 4.7f, h and i, k, but two overhangs begin to

interact rigorously at larger end-to-end distance compared to the overhangs near the vertex. When

it comes to the shape of free energy landscapes, the unfavorable region will result in a wider

energy barrier for overhangs away from the overhangs, which is also observed in Figure 4.4. Here

we call it the repulsion plane effect on the barrier shape.

When the end-to-end distance is further decreased, the overhang strands will prefer to

stay in hybridized states. Since the overhang strand is relatively short, the hybridization energy

gain is not large enough to overcome the entropy loss for free strands in solutions and strands

confined to hinge’s movement, the overhang strands will always prefer to stay in dissociated states

that with large hinge angle. However, at smaller end-to-end distance, when the strands prefer

to hybridize, the DNA duplex is only stretch at the tangential direction of the trajectory circle

(arrow in Figure 4.6e). Compared to the free stretching for free strands in solution (Figure 4.6d),

the duplex DNA strands will always be less stretched when confined to the hinge movement,

therefore the hybridized states will be more stable. This means that at smaller end-to-end distance,

when the hybridized states dominate, the free energy will be lower, which is also observed in

Figure 4.6a. As a result, the direction of the stretching force at the end of the overhang strands

will affect the free energy gain of the hybridized states, or in other words, the steepness of the

left side of free energy barrier, where the hybridized states dominate. The results in Figure 4.4

show the expected result. At the same end-to-end distance, when the hinge angle is larger, or the

overhangs is closer to the hinge vertex, the left side of the barrier is steeper and the free energy

gain for hybridized states is larger. This is the angular effect of the confinement.

When the repulsion plane is added to the system, the unfavorable region will overlap and
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Figure 4.7: The probability of finding a base or interaction between bases. a-b: Probability of
finding a base at different positions for free strands in solution (a) and overhang confined by
repulsion plane (b). c-k: Probability of finding interactions between bases at different end-to-end
distance for overhangs free in solution (c-e) and confined to hinge movement at the first (f-h)
and the tenth (i-k) connection point.

restrict the strands in pretty limited space. Since the entropy of dissociated states is significantly

reduced, the hybridized states will be extremely preferred before the steric repulsion interaction

dominates (Figure 4.5c). To which extend the entropy is reduced will determine the final free

energy gain of the overhang. Therefore, overhangs away from the vertex will have more space for

dissociated states and the free energy gain of hybridized states is smaller.
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Figure 4.8: The effect of strand length and complementary base number change on free energy
landscape of overhangs. The free energy landscape of overhangs at the 2nd (a,b), 5th (c,d),
and 10th (e,f) connection point are plotted in two subcomponents for overhangs with 4 or 6
complementary bases and 3T or 5T tails.

4.3.1 Effect of design parameters

From the above results, tuning the repulsion plane effect and the angular effect are two

possible approaches to change the free energy landscape. Compared to moving overhangs with

the same sequence on the hinge arm, modifying the overhang sequence design may provide

more possible changes on the response to the salt-stimuli. To further explore the design of

overhangs and gain a deep understanding of the free energy landscape of the overhangs, we

carried out additional studies using several different overhang designs. Apart from the overhang

design shown above with 4 complementary bases and 3T (TTT) tail bases, we also increased the

complementary bases number to 6 or change the tail sequence to 5T (TTTTT).

The free energy landscapes for different strand designs are shown in Figure 4.8 for

overhangs at the 2nd, 5th, and 10th connection points. Clearly, the width and free energy difference

of the steric repulsion, fully hybridized, dissociation and non-interaction regions changes with

different designs. As shown in Figure 4.8a and d, the steric repulsion region varies with the
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total strand length. The overhang with 6 complementary bases and 5T tail bases is the longest

strand design, so more space is needed for the overhangs. As a result, the steric repulsion is much

stronger and the free energy minimum for overhangs will also shift to larger hinge angle. For

overhang design with the same number of tail bases but different number of complementary bases

(Figure 4.8b and c), overhang designs with more complementary bases will have more free energy

gain as the hybridization energy is larger. Therefore, the steepness of the fully hybridized region

is also larger. For overhang designs with the same number of complementary bases but with

different number of tail bases, the overhangs with longer tail will have larger entropy (Figure 4.8e

and f). Therefore the width of the dissociation region will be larger for overhangs with longer tail.

The overall free energy gain is determined by both the fully hybridized region and the dissociation

region, therefore both the complementary base number and the tail length will affect the final

free energy landscape. Long overhangs with short tail will always prefer to stay in hybridized

states (6b 3T plots in Figure 4.8), while short overhangs with long tail will always prefer to stay

in dissociated states (4b 5T plots in Figure 4.8a-c). Implementing different designs will give rise

to different actuation response.

4.3.2 Zip mode and sheer mode

Apart from adding or deleting bases to the overhang sequence, we also investigated the

free energy landscape of another binding mode, the “shear” mode. In shear mode, the two strands

form a double helix that is perpendicular to the repulsion plane, rather than parallel as in the “zip”

mode studied thus far. The free energy landscape for this new hybridization mode is plotted with

respect to the end-to-end distances in Figure 4.9. The interaction zone of the shear mode (∼28 to

40◦ where strand hybridization is favored) is much thinner than that of the zip mode (∼2 to 26◦),

and the free energy minimum is also much shallower than the zip mode. For 4b connections, the

free energy gain for the sheer mode is small since it would not feel the merit of the confinement

effect in its reaction zone. When the overhang length is increased, the confinement will push the
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Figure 4.9: Free energy landscape of two different binding modes. The free energies of the
hybridized and dissociated sub-ensembles are plotted separately.

free energy minimum down and make the hybridized states more favored.

4.3.3 Bare hinge and total free energy of the system

To calculate the total free energy landscape of the system, we simulated the most used

hinge in previous experiments, which is the hinge with 2 bases/16 bases single-stranded DNA

linkers at the vertex. The free energy landscape reconstructed with weighted histogram analysis

method from the hinge angle distribution in each window is shown in Figure 4.10. Due to the large

free energy barrier, the simulation results for extremely small angles are hard to get, and therefore

a fitting result is used instead for calculating the total energy of the system. The equilibrium

hinge angle from the simulation is 80◦, which perfectly reproduces the experimental value. The

large free energy difference between the small angle state and the equilibrium angle indicates
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Figure 4.10: Umbrella sampling for the bare hinge.Free energy landscape of bare hinge design
design with 2 bases / 16 bases connection at vertex. The free energy landscape shows a minimum
at 80◦, which agrees with the experimental results.

that closed state is barely seen for the bare hinge, but the value of the free energy difference is

much larger than the previous calculated value from the TEM image(32). This may due to the

inadequate sample number in experiments.

As both the free energy of overhangs and the free energy of the bare hinge are obtained,

the total free energy landscape of the system can be calculated by summing the two free energy

landscapes up, as shown in the upper row of Figure 4.11. Because of the high free energy at

small hinge angle for the 1st connection, even the hinge design with 30 connections will not

exhibit closed states under high ion concentration. When the overhangs are attached to the hinge,

the equilibrium hinge angle of the open states also shifts to smaller hinge angle because of the

entropy force exerted by the overhangs.

However, there can be deformations in the hinge arm, therefore the way of calculating

the free energy landscape of the system may need to take the possible deformation into account.

The exact deformation of hinge arm is hard to predict, and we assume that the deformation near

the vertex may change the free energy landscape of the first connection to a landscape close to

the second one. The total free energy profile after the deformation correction is shown in the

lower row of Figure 4.11. It is obvious that after the correction, the closed states are preferred
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Figure 4.11: Total free energy of the system. The total free energy is calculated as the sum of the
bare hinge free energy and overhang free energy with 10 connection at 10 different connection
points (a-c) and no connection at the first but 2 at the second connection point (d-f)

for designs with more overhangs at higher ion concentration, which agree with the experimental

results.

4.4 Discussion

From the free energy landscape of 4b connections, the overhangs can be divided into four

groups:

1. the 1st connection: initiator of the closing process, will pull the two arms together towards

angles near fully hybridized region of other overhangs.

2. the 2nd and 3rd connection: inhibitor of the closing process, will have strong steric repulsion

interaction at small hinge angle.

3. the 4th to 6th connection: stabilizers of the closing process, will hybridize at small hinge

angle and bind two hinge arms together regardless of ion concentration.

4. the 7th to 10th connection: ion concentration sensors that response to the salt stimuli,
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tend to hybridize at high ion concentration but will stay in dissociated states at low ion

concentration.

With the free energy landscape of the four different kinds of overhangs, we can figure out

the detailed mechanism of how the hinge switch to the closed states when changing the ion

concentration. Furthermore, different free energy landscapes can be obtained through changing

the distribution of overhangs. If there are more overhangs located between the 4th and the

6th connection point, the free energy minimum for the closed state are much deeper, resulting

in structures stable at the closed states regardless of ion concentration while more overhangs

accumulated near the vertex will enhance the stability of open states regardless of the ion

concentration. When overhangs are accumulated farther than the 7th connection point, the hinge

will have a sharp actuation response curve when changing ion concentration. Besides, using

heterogeneous design of overhangs may further enhance certain properties including the stability

of hinge in the closed states and the sharpness of actuation response.

Compared to the two-state statistical model we proposed in our previous paper, which use

two fitting parameters to approximate the confinement, the relation between the actuation response

and the design parameters are relatively weaker and several sets of preliminary experimental

results are also needed for actuation response prediction. This work implements coarse-grained

modeling based on several assumptions in the statistical model to give more accurate description

of the mechanics the actuation and give predictions without preliminary data to save time and

resources.

However, in our simulations, there are still some defects that may cause deviation of the

simulation from the experiments. 1) In simulations, we use Na+ instead of Mg2+. We could

only tell how the ion concentration affect the free energy profile based on the hybridization free

energy gain under different ion concentrations. 2) For the umbrella sampling of the bare hinge,

the order parameter change is caused by the pulling force from the overhangs, but we treat them

as harmonic potentials applied on the center of mass. 3) There can be deformations in the hinge
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arm, therefore the way of calculating the free energy landscape of the system may need to take

the possible deformation into account. The free energy landscape without the first connection

shows the same trend as experimental results.

4.5 Conclusion

The work presented here gives relatively more accurate descriptions of the hinge energetics

and mechanics under different ion concentrations and giving molecular insights into confined

hybridization of DNA strands. We proposed a computational strategy for efficiently computing

free energy landscapes of the actuation process through splitting the system into bare hinge and

overhangs, which can significantly leverage the computational burden of extra large systems like

the DNA origami hinge. From the free energy landscape of single pair of overhangs, we find out

that the dominant states will change from dissociated states to hybridized states when decreasing

the hinge angle. Besides, confinement from the hinge arms will affect the shape of the free energy

landscape mainly through the repulsion plane effect and the angular effect, where the first one

will change the energy barrier width, and the second one will change the height of the barrier.

Overhangs with different sequence will also give different free energy landscape. Tail length

will affect the From our results, we could see that unlike the typical free energy landscape of

DNA strand hybridization in zipping mode(29), the special confinement will add a barrier to the

landscape an the barrier can also be tunned by the confinement and the . When combining the free

energy landscape of overhangs together with the free energy landscape of bare hinge, which is

obtained from umbrella sampling simulations, the total free energy landscape still give prediction

on the actuation response of the system. In this way, we link the actual design parameter, the

distribution and the sequence design of the overhangs, to actuation response, which gives more

straightforward instructions on optimizing the design compared to our previous statistical model.

Implementing short DNA overhangs as a trigger under ion concentration enables delicate
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control over the actuation response since the distribution and sequence design of overhangs

can vary in a relative larger range. Therefore, such design can be applied to a variety of DNA

nanodevices that require fast conformational change response under external stimuli. In the future,

exploring the behavior of overhangs under different geometry of confinement and overhang

sequence design will greatly extend the application of such design strategy.

4.6 Methods

To recover the free energy landscape from the hinge angle distribution of simulations,

2D weighted histogram analysis method (WHAM) is implemented. Consider the process as an

umbrella sampling with two order parameters, the hinge angle θ and the number of base pairs

formed ξ, and the bias potentials are the harmonic restraint Vk(θ) =
1
2(θ−θ0)

2 for the hinge angle

and the bias Bk(ξ) for the number of base pairs formed. Here Bk(ξ) is a conditional function

specifying the bias factor for each hybridization states.

Bk(ξ) =


bk,ξ j if ξ = ξ j, j = 0,1,2, . . . ,6

0 otherwise.
(4.1)

For the biased simulation, the probability of state k, ρ
(b)
k (θ,ξ) will be proportional to Bk(ξ)e−[U0(θ,ξ)+Vk(θ)]/kBT ,

where U0(θ,ξ) is the origin free energy landscape. Therefore, the probability can be written as:

ρ
(b)
k (θ,ξ) =

Bk(ξ)e−[U0(θ,ξ)+Vk(θ)]/kBT∫
Bk(ξ)e−[U0(θ,ξ)+Vk(θ)]/kBT dθdξ

=
Bk(ξ)e−U0(θ,ξ)/kBT e−Vk(θ)/kBT∫

e−U0(θ,ξ)dθdξ
×

∫
e−U0(θ,ξ)dθdξ∫

Bk(ξ)e−[U0(θ,ξ)+Vk(θ)]/kBT dθdξ

= ρk(θ,ξ)Bk(ξ)e−Vk(θ)/kBT ×
∫

e−U0(θ,ξ)dθdξ∫
Bk(ξ)e−[U0(θ,ξ)+Vk(θ)]/kBT dθdξ

=
ρk(θ,ξ)Bk(ξ)e−Vk(θ)/kBT〈

Bk(ξ)e−Vk(θ)/kBT
〉

U0

.

(4.2)
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Define
〈

Bk(ξ)e−Vk(θ)/kBT
〉

U0
as e−Fk/kBT , so the probability of state k without bias is:

ρk(θ,ξ) = ρ
(b)
k (θ,ξ)

[
e(Vk(θ)−Fk)/kBT

Bk(ξ)

]
. (4.3)

The e(Vk(θ)−Fk)/kBT

Bk(ξ)
term is defined as the bias correction factor fi(θ,ξ). Notably, from the definition

of Bk(ξ) (Eq. 2), one simulation run that goes through all the hybridization states (ξ) is considered

as one biased simulation, therefore the bias correction factor should be the same for hinge angle

distributions with the same bias potential Vk(θ) regardless of the hybridization status.

In the iteration process, the bias correction factor is updated with the estimated probability

distribution:

e−Fk/kBT = ∑
i

[
e−Vi,k/kBT

∑
ξ

ρi,ξbk,ξ

]
, (4.4)

where i is the ith bin of hinge angle in WHAM. Then the probability distribution is updated

through Equation 4 with the updated Fk. When the difference between the updated and the origin

probability distribution is smaller than the threshold, the iteration process is terminated.
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4.8 Appendix

Figure 4.12: Correlation between hinge angle and distance between center of the hinge arms.
The two order parameter shows good correlation.

Figure 4.13: Relaxation time of the bare hinge. The conformations of the bare hange can be
well sampledin a relative shor time scale.
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Figure 4.14: Total free energy landscape of overhang strands with 4 complementary bases under
0.4M and 1.2M Na+ ion concentrations.
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Chapter 5

Additional Studies

5.1 Mechanics of the Holliday junction

The Holliday junction is one of the most important structures in DNA origami. For

building analytical models of DNA-origami mechanics based on continuum approaches, the

stiffness and the rupture force of the Holliday junction are important parameters. In this section,

these two parameters are estimated through all-atom molecular dynamics simulation based on

force-deformation behavior of Holliday junction.

Methods

All simulations were carried out using the AMBER ff99bsc0 force field (1). The initial

configuration was generated from caDNAno design with two long, straight scaffold strands with

sequence TTTTGGCAGATATGT and two complementary staple strands connected together

(Figure 5.1). Umbrella sampling simulations were performed to calculate the potential of mean

force for the stretching of the thus-assembled Holliday junction with respect to the distance

between the backbone. In each window, a biased harmonic potential centered at different

locations along the stretching reaction coordinate was implemented. The biased MD simulations
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Figure 5.1: Stretching the Holliday junction. Harmonic restraints were applied according to the
distance between the DNA backbones. The two straight strands are defined as scaffold strands
with sequence TTTTGGCAGATATGT, and the two strands connecting the scaffold together
are defined as staples. The backbone of the two center bases on the scaffold are marked in red.
Harmonic restraints are applied on the center of mass of each backbone group, and the minimum
of the restraint potential profile is moved in the direction shown by the red arrow.

consisted of initial minimization and equilibration followed by 101 individual 200ps-long MD

simulations with restraints applied on two backbone groups in the middle of the Holliday junction

(Figure 5.1). The salt concentration is 0.2M. The minimum of the restraint potential was moved

along the order parameter, the distance between two backbone groups, for different simulations.

Results

The resulting free energy obtained via weighted histogram analyses is shown in Figure 5.2,

with a series of snapshots from several specific MD simulations as insertions. Figure 5.2a shows

the dissociation of the first base pair of the two stretched base pairs, early in the stretching

process, and this dissociation event appears as the first peak in the free energy profile. Till the

stretching distance increases to the point of the second peak, the second stretched base pair begins

to dissociate. From this point, the backbone connecting the stretched bases and adjacent bases on

the scaffold strand are stretched until the distance between backbone groups reach the point of

116



Figure 5.2: Potential mean force and five representative snapshot for peak position. The
corresponding backbone group distances for insertions are: a 33.8Å; b 35.6Å; c 40Å; d 45Å; e
47Å.

the forth peak, as shown in Figure 5.2c, where the adjacent base pairs on the scaffold begin to fall

apart. Eventually, upon stretching by more than 15Å, 4 base pairs fall apart.

To determine the base-pairing states, hydrogen bond (H-bond) analysis was performed

for each MD trajectory. The distance cutoff chosen for the bond was 3.0Å, and the angle

cutoff was 135◦. To compare with the free energy profile, a first derivative of the free energy,

which effectively gives the stretching force is also plotted. At distances smaller than the distance

corresponding to an equilibrated system, the Holliday junction is compressed rather than stretched,

resulting in a negative stretching force. When the distance increases, a larger force is required to

stretch the base pair apart, and the maximum stretching force obtained from this simulation is

roughly 385.2pN.

The H-bonds with binding rate greater than 0.1 are counted as valid. Only the emergence
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Figure 5.3: H-bond binding rate in the stretching process. a: Stretching force derived from the
free energy profile and the H-bond binding rates for 5 base pairs marked in b. b: 5 base pairs
involving the generating and expiring of H-bonds. Group 1 corresponds to the deep yellow plots
in a, and group 2, 3, 4, and 5 correspond to the red, cyan, magenta, and green plots, respectively.

and disappearance of H-bonds are plotted in Figure 5.3a. The H-bonds can be categorized into

5 groups based on the base pair involved (Figure 5.3b). From the equilibrium position, which

is 32.8Å, to 36Å, the H-bonds in group 3 and group 4 are broken, which corresponding to the

configuration shown in Figure 5.2b, where the two middle base pairs fall apart. Interestingly, the

H-bond in group 5, which is on the other side of the Holliday junction, also begins to dissociate.

This indicate that there is a competition between the two sides when stretched. Since there is one

less H-bonds for A-T base pair (group 3 and group 5) than the G-C base pair (group 4 and the

base pair below group 5), the competition will only happen between the two A-T base pairs. In

this case, group 1 H-bonds break apart first as the group 3 are fully dissociated, therefore the two

staples are relaxed and the H-bond in group 5 recovered after the peak in potential mean force at

35.6Å.

When the junction is further stretched, the H-bonds in group 2 are broken, which cor-

responds to another peak in the free energy plot (Fig 5.2d). For the process in between, the

backbones are stretched, providing the rising background of the free energy profile, thus pulling

the base pair of group 5 apart. Similarly, if one keeps stretching, the H-bonds in group 1 will

dissociate where a sharp peak in the force plot occurs.
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Since the binding rate of the H-bonds all drops in a sudden after a peak in the force

value, the stretching process then can be divided into two parts: DNA backbone stretching and

the dehybridization of Watson-Crick base pairs. As in most coarse-grained DNA models, the

backbone can be modeled as a harmonic spring, and the H-bonds between Watson-Crick base

pairs are extra local energy barriers. However, when a base pair breaks, the double-helical

structure is destroyed, adding extra length to the spring. The free energy profile is affected by the

number of base pairs formed.

To conclude, a free energy profile of the Holliday junction stretching process was obtained

from umbrella sampling all-atom MD simulations. The force required to deform the Holliday

junction is 385.2 pN, indicating the strength of the fundamental components of DNA origami.

The H-bond analysis revealed the competition between the two A-T base pairs on the two helices

at the beginning of the deformation processes. Besides, the H-bond binding rate change also

indicates that the free energy profile can be divided into two parts: one is the harmonic spring

potential for the DNA backbone, and the hybridization local free energy barrier.

5.2 Modeling of a DNA crystal

Crystals are structures with a translational periodicity that can be characterized with

X-ray diffraction. Like in other disciplines, biologists also want to create crystalline structures

composed of biomolecules because of their many potential applications. In 2006, Paukstelis

(2) proposed a three-dimensional DNA crystal self-assembled from DNA tiles (Figure 5.4) in a

hexagonal lattice.

We built a NAB (Nucleic Acid Builder, a high-level programming environment for nucleic

acids) script and simulated the structure with all-atom molecular dynamics simulations with the

AMBER ff99bsc0 force field (1) as non-Watson Crick interactions are present in the crystal. After

relaxation and equilibration, the relaxed structure is shown in Figure 5.4b. The simulation results
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Figure 5.4: Assembly of DNA tiles into a 3D DNA crystal. a: DNA sequence and connections
of the underlying building block of the DNA crystal. The different layers are represented in
different lines. The colored strands represent a unit tile. b: A six-layer DNA crystal model. The
unit cell parameters are: a = 109.91 nm, b = 109.91 nm, c = 56.23 nm, α = 90.0◦, β = 90.0◦, γ =
120.0◦. H-bonds other than Watson-Crick base pairing in a connection between adjacent layers
are numbered from the highest binding fraction to the lowest one.

suggest that the crystal remains stable at high monovalent salt conditions and exhibits only small

structural fluctuations.

We further analyzed hydrogen bonding within DNA crystal. Apart from Watson-Crick

base-pairing interactions, there are several other kinds of interactions in DNA. As shown in

Figure 5.5, antiparallel G-G WC-Hoogsteen interaction (Figure 5.5b H-bond 3 and 7), parallel

G-G WC-Hoogsteen interaction (Figure 5.5c, H-bond 4 and 11), parallel A-A WC interaction

(Figure 5.5d, H-bond 5 and 9), parallel G-G sugar-edge interaction (Figure 5.5e, H-bond 6 and

12), and parallel A-A WC interaction (Figure 5.5f, H-bond 1 and 2) are also observed. Apart from

the above interactions, there are also H-bonds that do not belong to certain interactions between
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Figure 5.5: H-bonds in DNA crystal. a-f H-bonds for different base pairs. All the binding
fraction of the non-WC H-bonds in a 5ns MD simulation are presented in chart g.

DNA, like H-bond 8 and 13-16, which are generally of low binding fractions. In the future, we

would like to simulate proteins within such crystals for potential applications in catalysis.
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Chapter 6

Concluding remarks

6.1 Summary

This dissertation has laid out a possible plan for research and development efforts needed

to build develop simple design rules based on molecular-scale models for predicting the confor-

mational dynamics and actuation of mechanically compliant DNA nanostructures. As part of

this plan, we first showed that molecular-scale models and simulations can indeed reproduce the

dynamics and mechanical properties of such DNA nanostructures, and then used the validated

models and simulations to study and propose design rules for predicting conformations and actua-

tion responses. In particular, we proposed a force-balance approach that promises to give rapid

predictions of the mechanical property of DNA nanostructures based on the force-deformation

characteristics of its components. For structures involving hybridization and dissociation of DNA

strands, such as those used in salt-based actuation of hinges, we proposed a method for computing

the free energy landscape of complex structures involving large-scale conformational changes

as well as multiple small-scale overhang hybridization processes to predict how the sequence of

such overhangs affects the actuation response of the devices. Both these approaches provided

good agreement with experimental results and can thus serve as part of a design tool to provide
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valuable guidance on future design of complex mechanical DNA nanostructures.

Although the two methods look promising, a database for the mechanical properties of

the various components of DNA devices is also necessary to provide rapid feedback on the

mechanical properties of large sets of mechanical designs without the need to perform brute-force

simulations for each design that can become computationally prohibitive. Therefore, to broaden

the application of DNA nanotechnology design tools, more work is required to characterize the

large array of possible mechanical components that may go into the final design.

6.2 Directions for future research

6.2.1 Database of DNA mechanical components

In Chapter 2, a force-balance-based method for providing efficient predictions of the

dynamics of DNA nanostructures was introduced. However, we only presented the force-

deformation curves of the bare DNA hinge and five spring designs. To enable predictions

of a much broader variety of designs, a database of force-deformation curves of many more

mechanical components is necessary. In the future, building such type of database should greatly

save time in designing DNA nanodevices and sensors where mechanical responses are required.

Besides, comparing different force-deformation curves in the database can also reveal how the

DNA nanostructures can be actuated from one conformation to another by adding or removing

DNA strands. Furthermore, simple models inspired by classical mechanics can also be built if

larger data sets are obtained, enabling researchers to develop simple design rules for designing

mechanical devices based on DNA.
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6.2.2 Free energy landscape of DNA overhang connections

In Chapter 3, several free energy landscapes of short overhang connections were presented.

However, compared to the widely used DNA linker in DNA nanotechnology, the number of

designs investigated is still quite limited. In the future, longer overhangs and overhangs under

different confinement can also be studied to enrich our database of dynamic DNA nanostructure

design.

6.2.3 Newer actuation strategies for DNA nanodevices

Apart from the above two main projects carried out here, interactions such as the base-

stacking interaction between blunt ends of double-stranded DNA can also be incorporated into

the design database. Other stimuli like light or magnetic field can also be added into the database

for design tool with wider applications.

6.2.4 New mechanisms for mechanical DNA nanomachines

Compared to design concepts in macroscopic structure design, mechanisms for DNA

nanomachine are still limited. Through computer simulations, which involve much lower costs

compared to experiments involving folding of super-large mechanical nanostructures, searching

for new mechanisms for mechanical DNA nanomachines would save more time and would be

easier to optimize.

6.2.5 Optimized design tools of dynamic DNA nanodevices

Till now, most of the design tools are based on concepts of double-stranded DNA, while

real-life applications are more interested in the end-goals or functions such as size, shape, or

dynamics. For more complicated dynamic DNA nanodevices, design tools with a top-down
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approach and incorporated multiple design strategy will be a better choice for mechanical DNA

nanomachine.
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