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Abstract of the Dissertation

Outlier Eigenvalue Fluctuations of

Perturbed IID Matrices
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Doctor of Philosophy in Mathematics
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Professor Terence Tao, Chair

It is known that in various random matrix models, large perturbations create outlier eigen-

values which lie, asymptotically, in the complement of the support of the limiting spectral

density. This thesis studies fluctuations of these outlier eigenvalues of iid matrices Xn un-

der bounded rank and bounded operator norm perturbations An, namely the fluctuations

λ(Xn√
n

+ An)− λ(An). The perturbations An that we consider belong to a large class, where

we allow for arbitrary Jordan types and almost minimal assumptions on the left and right

eigenvectors. We obtain the joint convergence of the normalized asymptotic fluctuations of

the outlier eigenvalues in this setting with a unified approach.
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CHAPTER 1

Introduction

1.1 Background

In this thesis, we study the fluctuations of outlier eigenvalues of additively perturbed iid

matrices for a general class of perturbations. We begin by describing some models of random

matrices, all of which are characterized by independence of their entries (up to certain

restrictions).

One of the earliest studied random matrices models was introduced by John Wishart

([Wis28]) in the field of multivariate statistics. We define the model in a specialized setting,

in order to simplify the presentation. Let Y = (Yn)n≥1 be an m × n matrix with m/n →

α ∈ (0, 1] such that the columns of Yn are iid centered Gaussians with covariance matrix

Σp = Ip. Letting

Sn :=
1

n
YnY

T
n , (1.1)

we refer to S := (Sn)n≥1 as a Wishart ensemble.

One of the main focuses of random matrix theory is to understand the eigenvalues (and

singular values) of the various models, in the limit as the size of the matrix tends to infinity.

Given a square random matrix X, let Λ = Λ(X) denote the set of eigenvalues of X, or its

spectrum. We then define the empirical spectral measure(ESM) of Xn by

µXn :=
1

n

∑
λ∈Λ(Xn)

δλ.

Thus the ESM is a random measure on the complex plane with delta masses (of size 1/n) at

the eigenvalues. One of the remarkable discoveries of random matrix theory is that for many
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ensembles, the ESM converges, under suitable normalization, to a limiting spectral measure

and that this limiting measure is universal within a given class of matrices.

The first such result is due to Eugene Wigner ([Wig55]) for a Hermitian matrix model.

We again define a specialized version of the ensemble. Let Wn = (wij)i,j≤n be a sequence

of symmetric matrices with the n(n+1)
2

real valued random variables ( 1√
2
wii)

n
i=1 and (wij)i≤j

being iid. Normalizing the atom distribution w := w12 to have mean zero and variance 1, we

refer to W = (Wn)n≥1 as a Wigner matrix. The first proof of the semicircular law was for

convergence in expectation; we state the almost sure version.

Theorem 1. (Wigner Semicircular Law) Let W be a Wigner matrix. Then

µWn√
n
⇒ µsc a.s.

with

dµsc(x) :=
1

2π

√
4− x2dx.

Thus the ESM of Wn/
√
n converges in distribution to µsc almost surely. That is,

P
[∫

fdµWn√
n
⇒
∫
fdµsc for all f ∈ BC(R)

]
= 1,

where BC(R) denotes the set of bounded continuous functions on R.

Finally, we define an iid matrix, which is the underlying model of our investigations.

Definition 1. An iid matrix is a sequence X = (Xn)n≥1 with Xn having (complex-valued)

iid entries (xi,j)1≤i,j≤n and whose atom distribution x = x1,1 satisfies Ex = 0 and E|x|2 = 1.

We have, in analogy with the semicircular law, the circular law for iid matrices.

Theorem 2 (Circular law). For an iid matrix X, we have

µXn√
n
⇒ µC a.s.

with

dµC :=
1

π
1{z∈C:|z|≤1}dz.
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Here dz denotes Lebesgue measure on the complex plane. The circular law has a long

history and is the work of many authors (see [TV10] and references therein).

Once one has an understanding of the limiting spectrum, there are many other questions

one can ask about the eigenvalues of a random matrix. One relatively recent line of research

has focused on understanding the spectra of random matrix models under perturbations

of various types. This is the context in which our study takes place and we now turn to

exploring the relevant literature in this area.

The works of [BBP05] and [BS06b] were one of the first to study perturbed random

matrix models. Consider the Wishart ensemble S = (Sn)n≥1 as defined in (1.1). The

limiting spectral measure is then given by the Marchenko-Pastur law (see [MP67]) µMP(α),

defined by

dµMP(α)(x) :=
1

2π

√
(α+ − x)(x− α−)

αx
1[α−,α+]dx

where α± = (1±
√
α)2.

Baik, Ben Arous and Péché consider a multiplicative perturbation of this model, with Σp

having all but finitely many eigenvalues equal to 1. The resulting Sn (referred to as a spiked

population model), while having the same limiting spectral measure, now has eigenvalues

located outside supp(µMP(α)). These are the outlier eigenvalues of the perturbation. The

central questions are then:

1. What are the asymptotic locations, θi of these outliers, λi?

2. What are their (normalized) fluctuations? Namely,

(a) At what rate do we have the convergence λi → θi?

(b) After normalizing, what is the limiting distribution of λi − θi (if it exists)?

In [BBP05], the limiting fluctuations of the outliers are shown to follow a phase transition

depending on the largest eigenvalues of Σp; thus the limiting distribution changes as the

largest eigenvalues of Σp change over a small scale.

We study the fluctuations of such outlier eigenvalues for the iid matrix ensemble, under

a general class of perturbations (those having bounded rank and bounded operator norm).
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Before presenting the details of this model and the outcome of our investigations, we first

turn to the situation in the Wigner setting.

1.1.1 Outlier fluctuations of Wigner matrices

Following the work of [BBP05], the outlier eigenvalues of various perturbed matrix models

have been studied. In this section, we review the literature of outlier eigenvalue fluctua-

tions in the Hermitian setting. The works of [CDF09], [CDF12],[PRS13],[RS13],[KY13], and

[KY14] build up to an essentially complete picture of the fluctuations for a certain class of

perturbations.

We first state [CDF09, Theorem 2.2], which we have specialized to the case of real entries

with unit variance for simplicity. Let Wn be a symmetri Wigner matrix as defined above,

and let A = An be the deterministic perturbation matrix given by aij = θδ(ij)=(11). Let

Mn := Wn√
n

+ An. It is known (see [Bai99]) that the limiting spectral measure of Mn is also

given by the Wigner semicircle law with support [−2, 2]. Under the additional assumption

that the atom distribution w is symmetric and satisfies a Poincaré inequality, Capitaine,

Donati-Martin, and Féral show that Mn has an outlier eigenvalue λn which converges to

θ + 1
θ
. Furthermore, they determine the limiting distribution of the normalized fluctuation

of this outlier, namely

√
n

(
1− 1

θ2

)−1(
λn −

(
θ +

1

θ

))
⇒ w + g (1.2)

where g is a (real) centered Gaussian independent of w with variance

vθ =
E|w|4 − 3

θ2
+

2

θ2 − 1
.

We remark that the dependence of the limiting fluctuation on the law of the atom makes

it non-universal. While this non-universality is also a feature of such limiting fluctuations in

other models, it should be noted that in random matrix theory as a whole, non-universality

is more an exception than the rule.

We next describe the generalizations of [CDF09, Theorem 2.2] in works that have fol-

lowed. In [CDF12], the authors extend the result to finite rank matrices An of the same
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symmetry class as Wn, with eigenvectors belonging to two cases - local and delocal types,

defined below. A local perturbation An is supported in a finite K ×K box in the upper left

corner. The fluctuations corresponding to an eigenvalue θ of multiplicity k are given by the

eigenvalues of a k × k random matrix of the form U∗(Wk +Hk)U , where Hk is a Hermitian

Gaussian matrix (with specified covariances) independent of Wk and U is a matrix of appro-

priate size that encodes the relevant eigenvectors of A. A delocalized perturbation matrix is

one whose outlier eigenvectors ui have uniformly small entries, thus maxi ‖ui‖∞ → 0, where

the maximum is over eigenvectors associated to the outlier eigenvalues. In this case, the

authors shows that universal limiting fluctuations are obtained, which are eigenvalues of a

random matrix of the form U∗Hk×kU . Finally, we note that [CDF12] requires the technical

condition that the eigenvectors of An corresponding to the outlier eigenvalues have supports

of size O(
√
n).

In [PRS13] and [RS13], the assumptions that w is symmetric and satisfies a Poincaré

inequality are removed. Instead, the authors show that it suffices to assume 1 E|w|4+ε <∞.

Furthermore, the restriction on the support of the eigenvectors is also removed. In the

delocalized case, the (suitably normalized) limiting fluctuations then become the eigenvalues

of U∗(M3 + H)U , where M3 is a deterministic matrix that is zero on the diagonal and is a

multiple of the third moment E[|w|2w] off the diagonal.

Finally, in [KY13] and [KY14], Knowles and Yin extend the model further in two direc-

tions. They allow for outliers θi that satisfy

|θi − 1| ' n−1/3,

and they do not require any hypothesis on the eigenvector of the perturbation. They require,

however, that the atom distribution w has subexponential decay.

In the next section, we introduce prior results for iid matrices in the context of outliers

which are relevant to our work. Then, in Section 1.3, we define the class of perturbations

we study and state our theorem for the joint limiting distribution of the outlier fluctuations.

1In fact, they prove that it suffices to assume certain weaker Lindeberg conditions for the diagonal and
off-diagonal entries
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Finally, in Section 1.4, we look at some special cases of our results, and compare these with

results from related works, namely from [RB13] and [BC14].

1.2 Outlier eigenvalues of iid matrices

Without perturbing an iid matrix X, one might still ask if there are outliers in the limit. It

turns out that this is not the case, as we now proceed to show. Denoting the spectral radius

of X/
√
n by ρ(X/

√
n) := maxλ∈Λ(X) |λ|, the circular law shows that lim sup ρ(X/

√
n) ≥ 1

almost surely. The following is a complementary result (stated in [Tao13]) proven using the

truncation method and the moment method (see e.g. [BY86]).

Theorem 3. Let Xn be an iid matrix with atom distribution having bounded fourth moment.

Then

ρ

(
X√
n

)
= lim

l→∞

∥∥∥∥∥
(
X√
n

)l∥∥∥∥∥
1/l

converges to 1 almost surely as n → ∞. Moreover, for l ≥ 1, ‖( X√
n
)l‖ converges to l + 1

almost surely as n→∞.

Now let A = An be a deterministic matrix of rank O(1) and operator norm O(1). Next,

let Θ = Θn := {λ ∈ Λ(An) : |λ| > 1}. In the interest of simplicity, we will state the following

result assuming Θ is independent of n for n sufficiently large, though this can be relaxed.

Finally, we let mθ denote the multiplicity of θ. Then the following theorem due to [Tao13]

(with generalizations to other models in [OR14], [RB13] and [BC14]) shows that outliers in

the spectrum of X√
n

+ A appear, in contrast to the situation in Theorem 3.

Theorem 4. Let X be an iid matrix with bounded fourth moment and let A and Θ be as

above. For each θ ∈ Θ there exists

Λθ ⊂ Λ(
X√
n

+ A)

with |Λθ| = mθ and for λ ∈ Λθ,

λ→ θ

almost surely.
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Figure 1.1: Eigenvalues of X/
√
n+A with X having iid N (0, 1)C entries, A = 2I2⊕J1.5+i,2⊕

0996 and n = 1000. The smaller circles have radii n−1/2 and n−1/4.

To illustrate Theorem 4, in Figure 1.1 we have plotted the eigenvalues of a perturbed

Gaussian matrix X/
√
n + A, with x having distribution N (0, 1)C and n = 1000. The two

outliers near 2 correspond to the block ( 2 0
0 2 ) and the two outliers near 1.5 + i are from the

block
(

1.5+i 1
0 1.5+i

)
of A. Observe that the fluctuations from the Jordan block are larger; this

phenomenon will be discussed later. It does not occur in the Wigner model with symmetric

perturbations.

1.3 Model and statement of results

The objects we study are the fluctuations λ− θ. More precisely, we obtain the joint limiting

distribution of the (suitably normalized) fluctuations when A is allowed to have arbitrary

Jordan type and left and right general eigenvectors satisfying a mild restriction. After intro-

ducing the main definition and theorem, we will discuss simpler special cases in Section 1.4.

We now define the perturbation matrices we will consider in this work, along with asso-

ciated notation. To unify expressions involving mixed second moments, we will employ the

7



following notational convention throughout this thesis. For any complex vector z, we let

z(d) :=

 z : d = 0

z : d = 1
(1.3)

where z denotes the (component-wise) conjugate of z. We will write zT for the transpose of

z and z∗ for the conjugate transpose of z.

Definition 2. A perturbation matrix A = (An)n≥1 is a sequence of (complex) n×n matrices

with rank O(1) and operator norm O(1). For θ ∈ Θ = {θ ∈ Λ(An) : |θ| > 1}, let Jθ be

the Jordan block in the Jordan decomposition of A corresponding to θ with blocks written

in nonincreasing order. We will assume that Θ and (Jθ)θ∈Θ are independent of n for n

sufficiently large. Let

Jθ =

Kθ⊕
k=1

J
mθ,k
θ,k where Jθ,k :=

(
θ 1
θ 1

... 1
θ

)
is the Jordan block of size k occuring with multiplicity mθ,k in Jθ. To index the eigenvectors

and generalized eigenvectors, we introduce the following notation. Let

I := {(i, j, k, θ) : i ∈ [k], j ∈ [mθ,k], k ∈ [Kθ], θ ∈ Θ}

and for s ∈ I, we write s = (is, js, ks, θs). Let

Iθ = {s ∈ I : θs = θ}.

For fixed j, k, θ, let (vs)
k
i=1 be the generalized eigenvectors corresponding to the jth block

of Jθ,k, and let v1,j,k be the eigenvector for that block. Similarly define (u∗s)
k
i=1 to be the

generalized left eigenvectors with the u∗(k,j,k)’s being the corresponding left eigenvectors. To

index the left and right eigenvectors, we let

Iθu := {s ∈ Iθ : is = ks}

and

Iθv := {t ∈ Iθ : it = 1}.

Finally, we let

I2 :=
⋃
θ∈Θ

Iθu × Iθv × {θ}

8



and for r ∈ I2, we write r = (sr, tr, θr). For (si, ti, θi) ∈ I2, i = 1, 2, we assume that the

limits of the following inner products exist and define, for d1, d2 ∈ {0, 1}, the scalars

U (d1),(d2)
s1,s2

:= lim
n→∞

(us1)
(d1)∗(us2)

(d2)
, (1.4)

V
(d1),(d2)
t1,t2 := lim

n→∞
(vt1)

(d1)T (vt2)
(d2). (1.5)

We also assume the following convergence and define (Gr)r∈I2 by

(u∗srXvtr)r∈I2 ⇒ (Gr)r∈I2 . (1.6)

Lastly, we require the following technical assumption. Fix δ > 0 and let

L =
⋃
r∈I2

{(i, j) ∈ [n]2 : |usr,ivtr,j| ≥ n−1/4+δ}.

Then we assume  ∑
(i,j)∈L

usr,ixijvtr,j


r∈I2

⇒ (GL
r )r∈I2 . (1.7)

Remark 1. The eigenvectors satisfying the convergence criteria of (1.4)- (1.7) are quite

general, and are allowed to be of local, delocal and mixed types (see Remark 4). These

eigenvector requirements are similar to those of [KY13] and [KY14].

We denote the Schur complement of A in the block matrix ( A B
C D ) by

SC(A, ( A B
C D )) := D − CA−1B. (1.8)

Recalling the notation of Theorem 4, we denote the elements of Λθ by λθs for s ∈ Iθ. We now

state our main theorem.

Theorem 5. Let X be an iid matrix and A a perturbation matrix. We will assume the

moment hypothesis E|x|m <∞, with m defined as follows. First define 0 ≤ c ≤ 1 through

c = sup{c′ ≥ 0 : max
i∈[p]
‖ui‖∞‖vi‖∞ � n−c

′}. (1.9)

Then fix ε > 0 and set

m = min(max(2/c, 4), 8) + ε. (1.10)

9



Recalling (1.6), (1.4) and (1.5), we define the random variables (Fr)r∈I2 by

Fr := Gr + gr, (1.11)

where (gr)r∈I2 is a collection of centered complex Gaussians independent of (Gr)r∈I2 with

mixed second moments specified by

Eg(d1)
r1

g(d2)
r2

=
(Ex(d1)x(d2))2

θr1θr2 − Ex(d1)x(d2)
U (d1),(d2)
sr1 ,sr2

V
(d1),(d2)
tr1 ,tr2

. (1.12)

For θ ∈ Θ, let F θ := (Fr)θr=θ be the Iθu× Iθv matrix of random variables and for k ∈ [Kθ], let

F θ,k := SC(F θ|{(s,t):ks,kt≥k+1}, F
θ|{(s,t):ks,kt≥k})

be the mθ,k ×mθ,k matrix that is the Schur complement of the indicated submatrices of F θ.

Denote the eigenvalues of F θ,k by (λ̃θj,k)
mθ,k
j=1 whose kth roots we denote

f̃ θi,j,k := (ζ ik(λ̃
θ
j,k)

1/k)(i,j,k)∈Iθ,θ∈Θ (1.13)

where ζk = e
2π
√
−1
k . Then for each θ ∈ Θ, we can label the eigenvalues in Λθ as (λθi,j,k)(i,j,k)∈Iθ

such that the normalized outlier fluctuations

f θi,j,k := n1/(2k)

(
λθi,j,k

(
X√
n

+ A

)
− θ
)

(1.14)

converge to (f̃ θi,j,k)θ∈Θ,(i,j,k)∈Iθ in the following sense. Define the subgroup S of the permutation

group SI by

S :={π ∈ SI : π(s)θ = sθ, π(s)k = sk and

π(s)j = π(t)j ⇔ sj = tj for all s, t ∈ I}.

Let BC(CI)S denote the set of bounded continuous functions on CI invariant under the action

of S. Then for f ∈ BC(CI)S, and writing (f̃l)l∈I for (1.13) and (fl)l∈I for (1.14),∫
fdµ(fl)l∈I →

∫
fdµ(f̃l)l∈I

.

Remark 2. The moment hypothesis we require seems to be a technical limitation of the

moment method that we have employed. While we need at most 8 + ε moments in all

cases, we conjecture that 4 moments always suffice. In the delocal case with c = 1 (i.e.,

‖ui‖∞, ‖vi‖∞ � 1/
√
n, we require 4+ ε moments which almost matches the conjectured opti-

mal. On the other hand, under the assumption of 4 moments, [BC14] obtains the fluctuations

of certain types of local matrices (with c = 0) as described in the next section.
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1.4 Discussion and related works

We now provide examples of different types of behavior for the fluctuations that illustrate

Theorem 5. The first two examples are of rank 1 fluctuations.

(i) If A has a single non zero entry θ in the top left with |θ| > 1, the limiting normalized

fluctuation of the outlier is the law of x+ g where x is the atom distribution and g is

a centered complex Gaussian with Eg2 = 0 and E|g|2 = N (0, 1
|θ|2−1

)C. Note the non

universality of the fluctuations, and their similarity to (1.2) from the Wigner case.

In Figure 1.2, we demonstrate this non-universality. Figures (a) and (c) are 500

samples of the normalized fluctuations
√
n(λout(

X√
n

+ A) − 2) of a single outlier with

n = 100 and A given by ai,j = 2δ(i,j)=(1,1). In Figure (a), the atom distribution x is

distributed uniformly over the square [−l, l]2 ⊂ C with l =
√

3/2 so that E|x|2 = 1

(outlined in figure). In Figure (c), x is the standard complex normal N (0, 1)C. Figures

(b) and (d) are 500 samples from the corresponding limiting distributions as predicted

by Theorem 5.

(ii) If A = θvu∗ is of rank 1 with |θ| > 1 and ‖u‖∞‖v‖∞ = o(1), then the normalized

fluctuation
√
n(λ− θ) converges to the law of a centered complex Gaussian gθ with

Eg2
θ =

|θ|2Ex2

|θ|2 − Ex2
lim
n→∞

u∗uvTv

and

E|gθ|2 =
|θ|2

|θ|2 − 1
lim
n→∞

u∗uv∗v.

In particular, if Ex2 = 0 and A is normal (thus u and v are unit vectors), then gθ is a

circularly symmetric Gaussian with variance |θ|2
|θ|2−1

.

(iii) Suppose A = UDU∗ is normal of rank k, with ‖ui‖∞ = o(1) for i = 1, 2, . . . , k. For a

fixed eigenvalue θ ∈ Θ of multiplicity m, the covariance formula (1.12) reduces to

Egabgcd =
θ2Ex2

θ2 − Ex2
lim
n→∞

u∗aucu
T
b ud

11



and

Egabgcd =
θ2

θ2 − 1
lim
n→∞

u∗aucu
∗
buc

=
θ2

θ2 − 1
δacδbd

Note that fluctuations of different eigenvalues are still correlated in general. We obtain

asymptotically independent fluctuations for distinct eigenvalues in the following cases.

(a) If A is real, u∗auc = δac, u
T
b ud = δbd and the entries of F θ = (gab)

m
a,b=1 are inde-

pendent Gaussians. Depending on the Jordan structure Jθ, the normalized fluc-

tuations converge to the appropriate roots of eigenvalues of Schur complements

of submatrices of F θ as specified in Theorem 5.

(b) If Ex2 = 0, F θ = (gab)
m
a,b=1 is a scaled complex Ginibre ensemble with atom

distribution g satisfying Eg = 0, Eg2 = 0 and E|g|2 = |θ2|
|θ2|−1

. If we now suppose

further that Jθ = θIm, then the m fluctuations associated to θ are given by the

eigenvalues of the complex Ginibre ensemble specified above. By the circular law,

they lie approximately uniformly in a disk of radius |θ|
(|θ|2−1)

1
2

for large m.

(c) So far, the fluctuations have been of order O( 1√
n
). Suppose again that Ex2 = 0

but that Jθ is a single Jordan block of size m. Then as remarked below Proposi-

tion 2, the m fluctuations scaled by n1/(2m) are given by (e2πij/mg
1/m
θ )m−1

j=0 where

gθ = (F θ)m1 is the lower left entry of F θ. Hence the fluctuations are distributed

uniformly around a circle of radius n−1/(2r)g
1/m
θ . This dependence of the rate

of convergence on the size of the Jordan block is illustrated by the outliers in

Figure 1.1.

In [RB13], the outlier eigenvalues of perturbations of the single ring model are studied

and their locations and limiting fluctuations are obtained ([RB13, Theorem 2.9]) for finite

rank and finite operator norm perturbations of arbitrary Jordan type. Note that the special

case of the Ginibre ensemble, which is an iid matrix, is contained in this model as well.

Our approach to dealing with perturbations of various Jordan types is similar and relies

12
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Figure 1.2: Comparison of empirical and theoretical outlier distributions for non-Gaussian

and Gaussian atom distribution x.
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on a deterministic perturbation result known as the Lidskii-Vishik-Lyusternik perturbation

theorem (see [Lid66], [VL60], [MBO97] and references therein) which we have reproduced in

Appendix A.

In [BC14], Bordenave and Captaine study asymptotic outlier locations and fluctuations

for perturbed iid matrices. The perturbations considered there are of the form A = A′ +

A′′ where A′′ is of bounded rank and A′ (with possibly unbounded rank) satisfies a well-

conditioning property. In the case of local perturbations, where A has a finite nonzero block

A′′ at the top-left, [BC14, Theorems 1.7 and 1.8] obtain the limiting normalized outlier

fluctuation when A′′ = θ1rk(A) and when A′′ = Jθ,rk(A) under the hypothesis of bounded

fourth moments. In the case when A′′ = vu∗ is of rank 1 and is delocalized (‖u‖∞, ‖v‖∞ =

O(n−1/2)), they show that the outliers exhibit macroscopic fluctuations and demonstrate a

convergence of these fluctuations to the zeros of a Gaussian analytic function. While this

phenomenon does not occur with finite rank perturbations, some techniques of the proof are

similar to the ones in our proof.

In the setting of finite rank perturbations of iid matrices, when Theorem 5 is specialized

appropriately, our results coincide with [RB13, Theorem 2.9] for the Ginibre ensemble and

with [BC14, Theorems 1.7 and 1.8] for local perturbations of the specified Jordan types. All

other cases however, with X having a non-Gaussian atom distribution and A having general

eigenvectors (see Remark 1), including the delocalized cases of (ii) and (iii), do not appear

to have been explicitly addressed in the literature.

The main technical result of this thesis is Proposition 1 which we prove using the moment

method. We require a bounded number of moments in all cases and are able to obtain the

limiting fluctuations in a more general setting with a unified approach.

The organization of the rest of this thesis is as follows. In Chapter 2 we prove Propo-

sition 1 which characterizes the joint asymptotic distribution of certain random variables

arising from powers of Xn appearing in the Neumann series of (Xn/
√
n − λ)−1. In Chap-

ter 3 we prove Lemma 7, which determines the joint limiting distribution of random variables

related to a normalized resolvent of Xn, namely of the form
√
nu∗[(Xn/

√
n− λ)−1 + λ−1]v.
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Using Lemma 7, Theorem 5 is proven in Chapter 4, with the help of Proposition 2 from

Appendix A, a deterministic perturbation result needed to understand the effect of Jordan

blocks in perturbations. Appendix B presents the truncation argument that allows us to

prove Proposition 1 and Lemma 7 under weaker assumptions.

1.5 Notation

In this section we detail the notation used in this thesis.

Asymptotic notation: n will always be used to denote a parameter going to infinity and

many quantities will be implicitly understood to depend on n. We will use the asymptotic

notation X = O(Y ) and X � Y to mean there is a constant C independent of n, but possibly

dependent on other parameters, such that X ≤ CY for sufficiently large n. Similarly, we

write X = Ω(Y ) or X � Y to mean for some C and sufficiently large n, X ≥ CY . We write

X = o(Y ) and y = ω(x) to mean limn→∞X/Y → 0.

Probability and combinatorics: For a sequence of events E = En, we say E occurs

with high probability (w.h.p.) if P(En) = 1 − o(1). We use ⇒ to denote convergence in

distribution (and occasionally to denote logical implication) and →P to denote convergence

in probabiltiy. Finally, we write [k] for {1, 2, . . . , k}.

Vector and matrix notation: ‖X‖ will denote the operator norm of X, rk(A) will denote

the rank of A and 〈v, u〉 will denote the inner product u∗v =
∑n

i=1 uivi.

15



CHAPTER 2

A central limit theorem

2.1 Motivation and statement

To obtain the limiting fluctuations of the outliers in Theorem 5, we will have to derive the

joint asymptotic distributions for certain bilinear averages of the recentered and normalized

resolvent, namely for

Su,vλ := −λ
√
nu∗((X/

√
n− λ)−1 + λ−1)v, (2.1)

with u and v ranging over the generalized eigenvectors of the perturbation matrix A. To

this end, in this chapter we prove Proposition 1 which obtains the limiting joint distribution

for a bounded number of terms of the Neumann series of (2.1). In Lemma 7 we will control

the tail of (2.1), thus obtaining its limiting distribution.

Recall the notation introduced in (1.3) which we reproduce here for convenience. For

any complex vector z, we let

z(d) :=

 z : d = 0

z : d = 1
.

For S ⊂ [n]× [n], we define XS = (XS
ij) through

XS
ij = δ(i,j)∈Sxij.

Proposition 1. Let X be an iid matrix and (ui, vi)
p
i=1 = (u

(n)
i , v

(n)
i )pi=1 be a sequence of

vectors in Cn. We assume the hypotheses of Theorem 5 with (ui, vi)
p
i=1 in the place of

(usr , vtr)r∈I2. Thus, in the place of (1.4) and (1.5), we assume the following limits and

define the scalars

16



C
(d1),(d2)
i1,i2

:= lim
n→∞

(ui1)
(d1)∗(ui2)

(d2)
(vi1)

(d1)T (vi2)
(d2). (2.2)

We will assume E|x|m <∞ with m defined via (1.9) and (1.10). Define

Zi,j = Z
(n)
i,j :=

√
nu∗i

(
Xn√
n

)j
vi

where we have suppressed the n dependence for Xn, u
(n)
i and v

(n)
i . Also, for

L :=
⋃
i∈[p]

{(k, l) ∈ [n]× [n] : |ui,kvi,l| ≥ n−1/4+δ}

and Lc := ([n]× [n])\L, define

ZL
i,j :=

√
nu∗i

(
XL√
n

)j
vi

and

ZLc

i,j :=
√
nu∗i

(
XLc√
n

)j
vi.

For j = 1, we will assume that the following joint convergences in distribution and define

the independent families (GL
i,1)pi=1 and (GLc

i,1)pi=1 through

(ZL
i,1)pi=1 ⇒ (GL

i,1)pi=1

and

(ZLc

i,1 )pi=1 ⇒ (GLc

i,1)pi=1.

Also define Gi,1 := GL
i,1 +GLc

i,1 so that

(Zi,1)pi=1 ⇒ (Gi,1)pi=1. (2.3)

Then for any fixed m ≥ 1, the pm random variables (Zi,j)
p,m
i=1,j=1 converge jointly in distri-

bution to the law of random variables (Gi,j)
p,m
i=1,j=1 with (Gi,j)

p,m
i=1,j=2 specified by

(i) The Gi,j’s are centered complex Gaussians for j ≥ 2 with mixed second moments given

by

EG(d1)
i1,j

G
(d2)
i2,k

= δjk(Ex(d1)x(d2))jC
(d1),(d2)
i1,i2

. (2.4)
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(ii) The collections of random variables (Gi,1)pi=1 and (Gi,j)
p,m
i=1,j=2 are independent.

Note in particular that for j 6= k, Zi1,j and Zi2,k are asymptotically independent.

Remark 3. We note that the case p = 1 and c = 1 is a generalization of [Tao13, Section

4] to the complex case with weaker moment assumptions, and is a special case of [BC14,

Theorems 6.3, 6.4].

Remark 4. The assumption of the joint convergence of ZL
i,1 and ZLc

i,1 is satisfied under

various conditions. We describe some of these below.

(i) If each ui and vi have finite support in [C] independent of n, we have the case of a

local perturbation and the Gi,1’s are finite linear combinations of the xi,j’s.

(ii) If each ui and vi is uniformly delocalized in the sense that ‖ui‖∞ = o(1) and ‖vi‖∞ =

o(1) for i ∈ [p], then by the classical central limit theorem, the Gi,1’s are joint centered

complex Gaussians with mixed second moments given by

EG(d1)
i1,1

G
(d2)
i2,1

= Ex(d1)x(d2)C
(d1),(d2)
i1,i2

.

(iii) Each ui and vj can be allowed to have a local and a uniformly delocalized part. Namely,

we suppose that for some C independent of n and all i ∈ [p], supi>C |ui|, supi>C |vi| =

o(1). In this case, the Gi,1’s are a sum of a finite linear combination of the xi,j’s and

an independent Gaussian.

(iv) Finally, we mention an example that is not contained in the above cases. Let p = 1,

fix 0 < r < 1 and set u1,k = v1,k = rkcn with cn chosen such that u∗v = θ := 2 say.

Then G1,1 is an infinite linear combination of the xi,j’s with exponentially decreasing

entries.

2.2 Proof of Proposition 1

Instead of assuming (1.10), via a truncation argument presented in Appendix B, it suffices

to prove Proposition 1 under the stronger assumption that the atom distribution x satisfies

18



the bound |x| ≤ K := o(nM) with M = 2/m given by

M = max(min(c, 1/2), 1/4)− ε, (2.5)

with c defined by (1.9). Furthermore, by decreasing c slightly (and decreasing ε), we may

assume

max
i∈[p]
‖ui‖∞‖vi‖∞ � n−c

instead. We will also assume without loss of generality that (ui, vi)i∈[p] are unit vectors.

In step 1, we show that (ZL
i,1)pi=1 is asymptotically independent of

(ZLc

i,1 )pi=1 ∪ (Zi,j)
p,m
i=1,j=2.

In step 2, we derive the joint asymptotic distribution of (ZLc

i,1 )pi=1 ∪ (Zi,j)
p,m
i=1,j=2. A key part

of the proof is contained in Lemma 5, whose proof we postpone to the end of this chapter.

Step 2 employs the moment method which, together with the truncation method (see

Appendix B), contributes to the moment hypothesis. The moment hypothesis decays when

the random variables (ZL
i,1)pi=1 are dealt with using the moment method; thus we deal with

them separately.

We will need

Lemma 1. Let A(n) = (A
(n)
1 , . . . , A

(n)
k ), B(n) = (B

(n)
1 , . . . , B

(n)
k ) and C(n) = (C

(n)
1 , . . . , C

(n)
l )

be sequences of complex vector valued random variables such that

(A(n), C(n))⇒ (A,C) and B(n) →P 0.

Then (A(n) + B(n), C(n)) ⇒ (A,C). In particular, if A(n) and C(n) are independent, then

A(n) +B(n) and C(n) are asymptotically independent.

Proof. This follows from the Cramér-Wold device (see [Bil99, Chapter 1.7]) and appears in

[Bil99, Exercise 1.4.2].
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2.2.1 Step 1

For j ≥ 2, define

Z ′i,j := n−(j−1)/2u∗i (X −XL)jvi.

Note that ZL
i1,j1

and Z ′i2,j2 are functions of disjoint subsets of {xrs : r, s ∈ [n]} and hence,

(Zi,j)(i,j)∈D and (Z ′i,j)(i,j)∈Dc are independent. ZL
i1,j1

and ZLc

i2,j2
are independent for the same

reason.

By Lemma 1, it suffices to show that

E = Ei,j := n−(j−1)/2u∗i (X
j − (X −XL)j)vi →P 0 (2.6)

for i ∈ [p] and 2 ≤ j ≤ m.

We will need the following result.

Lemma 2. Let u and v be unit vectors in Cn and X be an iid random matrix with atom

distribution having mean 0, variance 1 and bounded fourth moment. Then

E

∣∣∣∣∣u∗
(

1√
n
X

)k
v

∣∣∣∣∣
2

= O

(
1

n

)
(2.7)

for any fixed k ≥ 1.

Remark 5. Lemma 2 is a special case of Lemma 9 which establishes the same statement

for k that is allowed to grow polynomially with n. We postpone the proof to Chapter 3,

where the result is needed in full generality. We remark that Lemma 2 can also be found in

[Tao13, Lemma 2.3].

Fix j ≥ 2 and let δn = log n (any slowly growing function of n will suffice). By Lemma 2

and Markov’s inequality, for any k ≥ 1,

M⋂
m=1

{
u∗m

(
1√
n
X

)k
vm ≤

δn√
n

}
(2.8)

occurs with high probability for any finite set of 2M unit vectors (um)Mm=1 and (vm)Mm=1.

Recall that

L :=
⋃
i∈[p]

{(k, l) ∈ [n]× [n] : |ui,kvi,l| ≥ n−1/4+δ}
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where δ > 0 is fixed. Since |ui|2 = |vi|2 = 1, we have |L| � n1/2−2δ. To control, ‖XL‖, we

will need

Lemma 3. Suppose S ⊂ A×B with max(|A|, |B|) ≤ m. Then ‖XS‖ ≤ O(log n
√
m) w.h.p.

Proof. Since ‖XS‖ is unchanged when restricting XS to an m × m submatrix containing

S, we may assume m = n. If S = ∅, Lemma 3 is a consequence of Theorem 3. Writing

X ′ := XL −XLc , we have

‖XL‖ ≤
1

2
(‖X‖+ ‖X ′‖)

from the triangle inequality. If the atom distribution x is symmetric, applying Theorem 3

to X and X ′ yields the desired bound. To prove the lemma for general x, we will need a

symmetrization argument from [Tao12, Section 2.3.2] that we reproduce here for convenience.

Letting X ′′ be an independent copy of X ′, we have

E[X ′ −X ′′|X ′] = X ′.

Since the operator norm is a convex function, we may apply Jensen’s inequality to get

‖X ′‖ ≤ E[‖X ′ −X ′′‖|X ′].

Removing the conditioning on X ′, we have

E‖X ′‖ ≤ E‖X ′ −X ′′‖.

Now X ′ −X ′′ has iid entries, so applying Theorem 3, we have

P[‖X ′‖ ≥ log n
√
n] ≤ E‖X ′‖

log n
√
n

≤ E‖X ′ −X ′′‖
log n

√
n

= o(1).

Applying Lemma 3 with m = n1/2−2δ gives

‖XL‖ � (log n)n1/4−δ w.h.p. (2.9)

21



Now let

Xa :=

 X : a = 0

XL : a = 1

Expanding (2.6), we have

|E| ≤
j∑

a=1

∑
a1,··· ,aj∈{0,1}∑

ai=a

n−(j−1)/2 |u∗iXa1 . . . Xajvi|

=:
k∑
a=1

Ea.

For a ≥ 2,

Ea �
(
j

a

)∥∥∥∥ X√n
∥∥∥∥j−a ∥∥∥∥XL√

n

∥∥∥∥a−1

‖XL‖

= o(1) w.h.p.,

where we have used (2.9) and that a ≥ 2.

To bound E1, we have

E1 ≤
j−1∑
m=0

∣∣∣∣∣u∗i
(
X√
n

)m
XL

(
X√
n

)j−1−m

vi

∣∣∣∣∣
≤
∑

(k,l)∈L

j−1∑
m=0

|xkl|
∣∣∣∣u∗i ( X√

n

)m
ek

∣∣∣∣
∣∣∣∣∣eTl
(
X√
n

)j−1−m

vi

∣∣∣∣∣
� δn√

n

∑
(k,l)∈L

|xkl| w.h.p.

Note that if j ≥ 2, then either m ≥ 1 or j − 1 −m ≥ 1 for 0 ≤ m ≤ k − 1. Hence the last

line follows from (2.8).

Since E|xkl| ≤ 1, δn = log n and |L| = O(n1/2−2δ), we have E1 →P 0 by Markov’s

inequality, and (2.6) follows.

2.2.2 Step 2

We first state and prove the complex version of Wick’s theorem (also known as Isserlis’

theorem, see [Iss18]) which will be needed later.
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Lemma 4. (Complex Wick’s theorem)

Let (Z1, Z2, . . . , Zn) = (X1 + iY1, . . . , Xn+ iYn) be a centered complex Gaussian vector. Thus

the vector (X1, Y1, . . . , Xn, Yn) is multivariate normal. Then for any I = (i1, . . . , i2k) ∈ [n]2k,

E
2k∏
l=1

Zil =
∑
P

k∏
j=1

E[Zip2j−1
Zip2j ]

where the sum is over all partitions P =
⋃k
j=1{p2j−1, p2j} of [2k] into pairs. Also, the left

hand side is 0 if I has odd length.

Proof. Wick’s theorem is the statement of the lemma for multivariate centered real Gaus-

sians. The complex version follows by expanding both sides of the equation into real and

imaginary parts and applying Wick’s theorem. Let

W a
i =

 Xi : a = 1

iYi : a = 2

Then

E
2k∏
l=1

Zil =
∑

a1,...,a2k∈{1,2}

2k∏
l=1

W al
il

while ∑
P

k∏
i=1

E[Zp2j−1
Zp2j ] =

∑
P

∑
a1,...,a2k∈{1,2}

k∏
i=1

E[W a2j−1
p2j−1

W a2j
p2j

].

Switching the sums and applying Wick’s theorem to E
∏2k

l=1 W
al
il

for each choice of the al’s

yields the result.

We now prove Proposition 1 for the collection of random variables (ZLc

i,1 )pi=1∪(Zi,j)
p,m
i=1,j=2.

This part of the proof employs the moment method in a similar way to those in [Tao13] and

[BC14]. To avoid notational clutter on a first reading, one may set p = 1 to grasp the main

ideas of the proof.

To handle the j = 1 case uniformly, in the proof we will abuse notation by writing Zi,1
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for ZLc

i,1 and Gi,1 for GLc

i,1. When j = 1, we will denote XLc by Xj and finally, we define

C
(d1),(d2)
i1,i2

(j) :=


C

(d1),(d2)
i1,i2

: j ≥ 2

limn→∞
∑

(k,l)∈Lc (ui1,k)
(d1)

(ui2,k)
(d2)

(vi1,l)
(d1)(vi2,l)

(d2).

(2.10)

By Carleman’s theorem for the case of a complex vector of random variables (see e.g.

[BS06a]), it suffices to show that the multivariate mixed moments converge. Namely,

E
∏

1≤i≤p
1≤j≤m

Z
ri,j
i,j Zi,j

si,j
= E

∏
1≤i≤p
1≤j≤m

G
ri,j
i,j G

si,j
i,j + o(1) (2.11)

for (ri,j)
p,m
i=1,j=1, (si,j)

p,m
i=1,j=1 ∈ Npm.

Let Q1 := −1
2

∑
i,j(j − 1)(ri,j + si,j). Then the left hand side of (2.11) is

n−Q1E
∏

1≤i≤p
1≤j≤m

(u∗iX
jvi)

ri,j(uTi X
j
vi)

si,j . (2.12)

Expanding the product in (2.12) will yield terms corresponding to the union of directed

paths on the vertex set [n] with
∑

i ri,j +si,j of them having length j for each 1 ≤ j ≤ m. We

first introduce notation in order to write (2.12) as a sum n−Q1
∑
∗W (F ), with ∗ and W (F )

defined appropriately. Next, we reduce the sum to terms with paths having multiplicity two

and disjoint interior vertices (see Lemma 5). Finally we apply the complex Wick theorem to

obtain the proposition.

Let

S := {(a, b, c, d) : a ∈ [p], b ∈ [m], d ∈ {0, 1}, c ∈ [ra,b] if d = 0 and c ∈ [sa,b] if d = 1}

be the index set for the Zi,j’s. For s ∈ S we write s = (sa, sb, sc, sd). Recalling (1.3), (2.12)

can be written as

n−Q1E
∏
s∈S

(u∗saX
sbvsa)

(sd). (2.13)

We let

T := {(s, e) : s ∈ S and e ∈ [sb+1]}

be the index set of terms within the Zi,j’s. For t ∈ T , we write

t = (ts, te) = (ta, tb, tc, td, te).
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By a slight abuse of notation, we will write ut for uta and us for usa . We denote the index

set for terms in the expansion of (2.13) by

F ′ := {F : T → [n] : tb = 1⇒ (F (t, 1), F (t, 2)) ∈ Lc}.

Finally for s ∈ S and F ∈ F ′ let

Ws(F ) := (u∗s,F (s,1)vs,F (s,sb+1)1[sb≥2 or (F (s,1),F (s,2))∈Lc])
(sd)(E

sb∏
e=1

xF (s,e),F (s,e+1))
(sd) (2.14)

=: Ws,(u,v)(F )Ws,x(F ) (2.15)

and set

Wu,v(F ) :=
∏
s∈S

Ws,(u,v)(F ), (2.16)

Wx(F ) :=
∏
s∈S

Ws,x(F )

and

W (F ) :=
∏
s∈S

Ws(F ). (2.17)

Now we can write (2.13) as

n−Q1E
∏
s∈S

(u∗sX
sbvs)

(sd) = n−Q1

∑
F∈F ′

W (F ). (2.18)

For each partition T = {T1, . . . , Tq} of T , set

FT := {F ∈ F : {F−1(i) : i ∈ [n], F−1(i) 6= ∅} = {T1 . . . , Tq}}

to be the set of terms F whose preimages induce the partition {T1. . . . , Tq}. We can now

write

n−Q1

∑
F∈F

W (F ) = n−Q1

∑
T ={T1,...,Tq}

∑
F∈FT

W (F ).

We now define notation for the edges of the graph induced by the terms F . First, let

E := {(t, t′) ∈ T 2 : ts = t′s, t
′
e = te+1} and fix a partition T = {T1 . . . , Tq} of T . For F ∈ FT

and i, j ∈ [q] = [q(T )], let

ETi,j := {e = (t, t′) ∈ E : t ∈ Ti and t′ ∈ Tj}
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and let

ET := {ETi,j : |ETi,j| > 0}.

Note that (|e|)e∈ET is independent of F ∈ FT and that

Wx(F ) =
∏
e∈ET

E|x||e|. (2.19)

Since E|x| = 0, Wx(F ) = 0 if |e| = 0 for any e ∈ ET . Thus defining

F :=
⋃

T partition of T :
|e|≥2∀e∈ET

FT ,

we have

n−Q1

∑
F∈F ′

W (F ) = n−Q1

∑
F∈F

W (F ). (2.20)

Each F ∈ F can be interpreted as a union of paths on [n]. More precisely, letting

Ts := {t ∈ T : ts = s}, we define πF,s := F |Ts to be the path of F corresponding to term

s ∈ S. The interior vertices of πF,s are defined to be F ({(s, e) : e = 2, 3, . . . , sb}).

Lemma 5. Assume the hypotheses of Proposition 1 and recall the notation introduced above.

Let F0 be the set of terms F such that each path πF,s for s ∈ S has multiplicity 2 and different

paths have disjoint interior vertices.

Then

n−Q1

∑
F∈F

W (F ) = n−Q1

∑
F∈F0

W (F ) + o(1).

We will postpone the proof of the lemma to the end of the chapter. Assuming the lemma,

we now prove the proposition.

First suppose
∑

i ri,j + si,j is odd for some j. Then F0 is empty and the left-hand side of

(2.11) is o(1) which matches the right-hand side by the vanishing of odd mixed moments of

a centered complex Gaussian. For the rest of the proof, we can thus assume that for each j,∑
i ri,j + si,j is even.

We group the terms in F0 as follows. Let Sj := {s ∈ S : sb = j} and define Pj to be

the set of unordered partitions of Sj into parts of size two. Note that by assumption, |Sj| is

even for all j.

26



For F ∈ F0, note by (2.14) and (2.17) that W (F ) does not depend on the interior points

{f(s, e) : s ∈ S, e = 2, . . . , sb}. There are
∑

i,j(j − 1)(ri,j + si,j) such points which occur in

pairs and can be chosen in nQ1 ways.

For F ∈ F0 and j ∈ [m], let PF,j ∈ Pj be the partition of Pj induced by F . Then F

satisfies the condition that for each part {p, q} ∈ PF,j, F (p, 1) = F (q, 1) and F (p, pb + 1) =

F (q, qb + 1).

Summing over the choices for interior points and F satisfying the above condition instead

of summing over F ∈ F0 incurs an o(1) error and we have

n−Q1

∑
F∈F0

W (F ) =
m∏
j=1

∑
Pj∈Pj

∏
{p,q}∈Pj

∑
F (p,1)=F (q,1),

F (p,j+1)=F (q,j+1)∈[n]

Wp(F )Wq(F ) + o(1) (2.21)

where, recalling (2.14),

Wp(F )Wq(F ) = (Ex(pd)x(qd))j
∏

r∈{p,q}

u
(rd)
r,F (r,1)v

(rd)
r,F (r,j+1)1[j≥2 or (F (r,1),F (r,2))∈Lc].

Finally, using (2.2) and (2.10), (2.21) evaluates to

m∏
j=1

∑
Pj∈Pj

∏
{p,q}∈Pj

(Ex(pd)x(qd))jC(pd),(qd)
pa,qa (j) + o(1). (2.22)

On the other hand, we let P be the set of partitions of S into pairs and for s ∈ S, we set

Gs := G
(sd)
sa,sb . Note that for j 6= k, EGi1,jGi2,k = 0 and hence Gi1,j and Gi2,k are independent.

Applying Wick’s theorem to the right hand side of (2.11) gives

E
∏

1≤i≤p
1≤j≤m

G
ri,j
i,j G

si,j
i,j = E

∏
s∈S

Gs

=
m∏
j=1

E
∏
s∈Sj

Gs

=
m∏
j=1

∑
Pj∈Pj

∏
{p,q}∈Pj

EGpGq

where we have used Wick’s theorem in the third line. Comparing (2.22) and (2.4) then

concludes the proof of the proposition.
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Note the following special cases of Proposition 1, where we write Gi,1 for GLc

i,1.

(i) If Ex2 = 0, condition (2.4) becomes

EGi1,jGi2,k = δjkC
(0),(1)(i1, i2) (2.23)

and

EGi1,jGi2,k = 0.

(ii) If we further assume that for p = d2, the vectors (ui, vi)
p
i=1 are of the form (ua, ub)

d
a,b=1

with (ua)
d
a=1 orthonormal, then (2.23) reduces to

EG(a,b),jG(c,d),k = δjkδabδcd. (2.24)

2.3 Proof of Lemma 5

Fix a partition T = {T1, . . . , Tq} of T with |e| ≥ 2 for every e ∈ ET . We first rewrite the

sum n−Q1
∑

F∈FT W (F ) as a product of terms over j ∈ [q].

Define T 1 := {t ∈ T : te = 1}, T 2 := {t ∈ T : te = tb + 1}, T 3 := T\(T 1 ∪ T 2) and let

T lj := Tj ∩ T l for l = 1, 2, 3. For t ∈ T and i ∈ [n], define the vertex weights

w(t, i) :=


|ut,i| : t ∈ T 1

|vt,i| : t ∈ T 2

n−1/2 : t ∈ T 3

.. (2.25)

The w(t, i)’s account for the factors n−Q1 and Wu,v(F ) in (2.16) and (2.18) respectively.

Since E|x|a � K(a−4)+ , using (2.19) we have

n−Q1

∣∣∣∣∣∣
∑

F∈F{T1,...,Tq}

W (F )

∣∣∣∣∣∣ ≤
∑

i1,...,iq∈[n]
distinct

 q∏
j=1

∏
t∈Tj

w(t, ij)

 ∏
e∈ET

K(|e|−4)+

≤
∑

i1,...,iq∈[n]

 q∏
j=1

∏
t∈Tj

w(t, ij)

 ∏
e∈ET

K(|e|−4)+ . (2.26)
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We would like to bound
∏

e∈ET K
(|e|−4)+ by

∏
t∈T K

∗(t, ij(t)) for some suitably defined K∗ in

order to bound the right-hand side (2.26) by

q∏
j=1

∑
i1,...,iq∈[n]

∏
t∈Tj

w(t, ij)K
∗(t, ij).

We do this first for the expression
∏

e∈ET K
|e| in order to motivate some of the technical

definitions. Fix i1, . . . , iq ∈ [n] and assume for t ∈ T and j ∈ [q] that |ut,ij |, |vt,ij | 6= 0. Recall

the parameter c ∈ [0, 1] from (2.2). For t ∈ Tj, t1 ∈ T 1
j and t2 ∈ T 2

j , define

K(t, i) :=


|u−(1−ε)
t,i | : t ∈ T 1

|v−(1−ε)
t,i | : t ∈ T 2

max(K2n−c(1−ε), K) : t ∈ T 3

. (2.27)

We first show that ∏
e∈ET

K |e| �
q∏
j=1

∏
t∈Tj

K(t, ij). (2.28)

Fix s ∈ S. Suppoes sb = 1. Then for δ and ε sufficiently small,∏
t∈T :ts=s

K(t, ij(t)) ≥ min
(k,l)∈Lc

|ut,kvt,l|−(1−ε)

� nmax(1/4−δ,c)(1−ε)

� K. (2.29)

The last line follows from M < max(1/4, c) which is a consequence of (2.5), .

If sb ≥ 2, ∏
t∈T :ts=s

K(t, ij(t))� K2nc(1−ε) (‖ut‖∞‖vt‖∞)−(1−ε) Ksb−2

� Ksb (2.30)

where we have used ‖ut‖∞‖vt‖∞ � n−c. Using (2.29) and (2.30) and taking the product

over s ∈ S gives (2.28). We now define K∗(t, i) in such a way that we have the analogous

bound ∏
e∈ET

K(|e|−4)+ �
q∏
j=1

∏
t∈Tj

K∗(t, ij). (2.31)
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First, order the elements of T lj = {tl1, tl2, . . . , tl|T lj |} arbitrarily for l = 1, 2, 3. We define the

set Cj ⊂ Tj by the following conditions.

(i) t3k ∈ Cj ⇐⇒ k ≤ 2.

(ii) For l = 1, 2, tlk ∈ Cj ⇐⇒ k + |T 3
j | ≤ 2.

It is easy to verify that |Cj\T 1
j |, |Cj\T 2

j | ≤ 2. We now define

K∗(t, i) :=


1 : t ∈ Cj

K(t, i) : otherwise .

.

We now prove (2.31). Fix e ∈ ET and suppose e ⊂ Ti × Tj. Define e′ ⊂ e by

e′ := {(s, t) ∈ e : s ∈ Ci or t ∈ Cj}.

Since |Ci\T 2
i |, |Cj\T 1

j | ≤ 2, |e′| ≤ 4 and we have∏
e∈T

K(|e|−4)+ ≤
∏
e∈T

K |e\e
′|.

It thus suffices to show ∏
e∈T

K |e\e
′| ≤

q∏
j=1

∏
t∈Tj

K∗(t, ij).

As in the proof of (2.28), we fix s ∈ S. Let C :=
⋃
j∈[q] Cj and define

es = {((s, l), (s, l + 1)) : 1 ≤ l ≤ sb and (s, l), (s, l + 1) /∈ C}

and

vs = {(s, l) : (s, l) /∈ C and l = 2, 3, . . . , sb}.

Since K(t, i) ≥ 1 for t = (s, 1) and t = (s, sb + 1), it suffices to show

K |es| ≤
∏
t∈vs

K(t, i).

If |es| = sb, this follows from (2.29) and (2.30). Now suppose |es| < sb. We first show that

|es| ≤ |vs|. Choose l∗ such that (s, l∗) ∈ C and define the map f : es → vs by

f((s, l), (s, l + 1)) :=


(s, l + 1) : l ≤ l∗ − 2

(s, l) : l ≥ l∗ + 1

.
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We see that f is injective and hence |es| ≤ |vs|. Since K(t, i) ≥ K for t ∈ vs, we have

K |es| ≤ K |vs|

≤
∏
t∈vs

K(t, i)

completing the proof of (2.31).

We can now use (2.31) in (2.26) to write∣∣∣∣∣∣n−Q1

∑
F∈F{T1,...,Tq}

W (F )

∣∣∣∣∣∣ ≤
∑

i1,...,iq∈[n]

q∏
j=1

∏
t∈Tj

w(t, ij)K
∗(t, ij)

=

q∏
j=1

∑
ij∈[n]

∏
t∈Tj

w(t, ij)K
∗(t, ij)

 (2.32)

=:

q∏
j=1

W ∗(Tj). (2.33)

We now fix a part of T , say T1 and consider W ∗(T1). To prove Lemma 5, it suffices to prove

the following.

Lemma 6. (i) W ∗(T1) = O(1)

(ii) If |T 3
1 | ≥ 1, then |W ∗(T1)| = o(1) unless |T 3

1 | = |T1| = 2.

(iii)
∏

jW
∗(Tj) = o(1) unless |e| = 2 for every e ∈ ET .

Proof. We first show that

w(t, i)K(t, i) =


O(1) : t ∈ T 1

1 ∪ T 2
1

o(1) : t ∈ T 3
1

(2.34)

using (2.25), (2.27) and (2.5). Suppose t ∈ T 1. Then w(t, i)K(t, i) ≤ |ui|ε = O(1). We

have a similar bound for t ∈ T 2. Finally, if t ∈ T 3, then

w(t, i)K(t, i) = n−1/2 max(K2n−c(1−ε), K).

SinceK = o(nM) andM ≤ min(1/2, c), we have the desired bound. This implies in particular

that for any D ⊂ C1,

W ∗(T1)�
∑
i∈[n]

∏
t∈D

w(t, i). (2.35)
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We prove Lemma 6.(ii) first. For u and v unit vectors in Cn, we will need the estimate

∑
i∈[n]

|ui|ε � O(n1−ε/2) (2.36)

which follows from Hölder’s inequality. Suppose |T 3
1 | = 1. Then, since each edge has

multiplicity at least 2, we must have |T 1
1 |, |T 2

1 | ≥ 1. Applying (2.35) with D = C1 =

{t11, t21, t31}, we have that for some (u, v),

W ∗(T1)�
n∑
i=1

n−1/2|ui||vi|

≤ O(n−1/2).

If |T 3
1 | ≥ 3, then C1 = {t31, t32} and

W ∗(T1)�
∑
i∈[n]

n−1K∗(t33, i)

= o(1)

by (2.34). Finally, suppose |T 3
1 | = 2. Suppose |T 1

1 | ≥ 1. Then from (2.36), we have

W ∗(T1)�
∑
i∈[n]

n−1|ui|ε = o(1).

We have a similar estimate if |T 2
1 | ≥ 1. We conclude that if |T 3

1 | ≥ 1, W ∗(T1) = o(1) unless

|T 3
1 | = 2 and |T 1

1 | = |T 2
1 | = 0, in which case W ∗(T1) = O(1).

We now prove (iii). Assume first that e is an edge incident to distinct vertices, say

e ⊂ T1 × T2, and that |e| ≥ 3. By (ii), we may assume T 3
1 = T 3

2 = ∅. Since |T 1
1 |, |T 2

2 | ≥ 3,

we may choose (si, ti) ∈ e for i = 1, 2, 3 where si ∈ T 1
1 and ti ∈ T 2

2 and let C1 = {s1, s2} and

C2 = {t1, t2}. Then bounding W ∗(T1)W ∗(T2) by the contribution from (si, ti)
3
i=1, we have

W ∗(T1)W ∗(T2)�
∑

(i,j)∈Lc

2∏
k=1

|usk,ivtk,j||us3,ivt3,j|ε

≤ max
(i,j)∈Lc

|us3,ivt3,j|ε
∑
i∈[n]

|us1,i||us2,i|
∑
j∈[n]

|vt1,j||vt2,j|

= o(1).
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We have a similar bound if e is a loop at say T1.

To complete the proof of the lemma, it remains to prove (i) in the cases not covered by

(ii) and (iii). Thus, set |T 3
1 | = 0 and assume without loss of generality that |T 1

1 | ≥ 2. Then

with D = {t11, t21} =: {s, t} in (2.35) we have

W ∗(T1)�
∑
i∈[n]

|us,iut,i|

= O(1).
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CHAPTER 3

Proof of Lemma 7

Recall the bilinear average of the normalized resolvent introduced in (2.1) in Chapter 2. In

this chapter, we control the tail of its Neumann series and, with the help of Proposition 1,

obtain the joint limiting distribution of such terms in Lemma 7. This is the main ingredient

in the proof of Theorem 5 which is presented in the next chapter.

Lemma 7. Fix complex numbers θ1, . . . , θa with |θj| > 1 for j ∈ [a] and suppose λj =

λn,j →P θj as n → ∞. Let (ui, vi)
p
i=1 be p pairs of vectors satisfying the hypotheses of

Proposition 1. Let

Si,j :=
∑
k≥1

√
n
〈

( X√
n
)kvi, ui

〉
λkj

=:
∑
k≥1

Zi,k
λkj

.

Recall the definition of (Gi,1)pi=1 from Proposition 1 and define centered complex Gaussians

(gi,j)
p,a
i=1,j=1 independent of (Gi,1)pi=1 with mixed second moments given by

Eg(d1)
i,j g

(d1)
i′,j′ =

(Ex(d1)x(d2))2

θjθj′(θjθj′ − Ex(d1)x(d2))
U

(d1),(d2)
i,i′ V

(d1),(d2)
i,i′ . (3.1)

Then

(Si,j)
p,a
i=1,j=1 ⇒ (Fi,j)

p,a
i=1,j=1

where

Fi,j :=
Gi,1

θj
+ gi,j. (3.2)

To prove the lemma, we split Si,j into three sums as follows. Fix cutoffs m > 0 and

Tn = log2 n (Tn = ω(log n) suffices) and define

Si,j =
m∑
k=1

Zi,k
λkj

+
Tn∑

k=m+1

Zi,k
λkj

+
∞∑

k>Tn

Zi,k
λkj

=: SAi,j + SBi,j + SCi,j.
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We define

TAi,j :=
m∑
k=1

Gi,k

θkj
(3.3)

where the Gi,k are defined as in the statement of Proposition 1. Note that TAi,j is independent

of n.

By Proposition 1 and the multivariate version of Slutsky’s theorem (see [Bil99]),

((Zi,k), (λj))⇒ ((Gi,k), (θj)),

where the joint convergence is over all i ∈ [p], k ∈ [m] and j ∈ [a]. By the continuous

mapping theorem, (SAi,j) ⇒ (TAi,j) jointly for i ∈ [p] and j ∈ [a]. By the definitions of TAi,j in

(3.3) and of Gi,k in (2.3) and (2.4), and by inspecting (3.1) and (3.2), we see that

TAi,j
m→∞
=⇒ Fi,j

jointly.

To prove Lemma 7, it suffices to prove

Lemma 8. (a) limm→∞ limn→∞ E|SB| = 0 and

(b) limm→∞ limn→∞ E|SC | = 0.

where we have suppressed the i and j dependence for SBi,j and SCi,j.

Define the event

En := {|λn,j − θj| < δj :=
|θj| − 1

4
for all j ∈ [a]}. (3.4)

By hypothesis P(En) = 1 − o(1) so it suffices to prove Lemma 7 (and hence Lemma 8) on

En. In the following, we fix an index j and set δ := |θ|−1
4

. Note that we have

|λ| > 1 +
3

4
(|θ| − 1). (3.5)

We prove Lemma 8b first.
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Proof. Recall that on En, |λ| > 1 + 3δ (see (3.4)). By Theorem 3, with probability 1− o(1)

ρ(X/
√
n) < 1+δ and we can choose l such that ‖( X√

n
)l‖1/l < 1+2δ. We may assume without

loss of generality that these events occur on En. By submultiplicativity of the operator norm,∥∥∥∥∥
(
X√
n

)k∥∥∥∥∥ ≤
∥∥∥∥∥
(
X√
n

)l∥∥∥∥∥
b k
l
c

max
0≤i<l

∥∥∥∥∥
(
X√
n

)i∥∥∥∥∥
≤ Ol(1 + 2δ)kw.h.p.

By the Cauchy-Schwarz inequality, we have

|SC | ≤
∑
k>Tn

√
n

∥∥∥∥( 1√
n
X
)k∥∥∥∥ |u|2|v|2
|λ|k

< Ol(
√
n)
∑
k>Tn

(
1 + 2δ

1 + 3δ

)k
= o(1)

where the last line follows from our choice of Tn = log2 n.

To prove Lemma 8a, we will need

Lemma 9. Let u and v be unit vectors in Cn and set

Zk :=
√
nu∗

(
1√
n
X

)k
v.

Fix ε > 0 and assume |x| ≤ K = O(n
1−ε
2 ). Then there exists c = c(ε) > 0 such that for

all k � nc,

E|Zk|2 = O(1). (3.6)

Assuming Lemma 9 we prove Lemma 8a on En. Since (E|Z|)2 ≤ E|Z|2, we have

E|SB| ≤
Tn∑

k=m+1

E
|Zk|
|λ|k

� |1 +
3

4
(|θ| − 1)|−2m

where we have used Lemma 9 and (3.5) in the last line. Lemma 8(a) follows from letting

m→∞.
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Remark 6. Note that by the truncation argument given in Appendix B, Lemma 9, and hence

Lemma 8a, is valid under the moment hypothesis E|x|4+ε <∞ for any fixed ε > 0.

3.1 Proof of Lemma 9

In this section we prove Lemma 9.

Proof. It suffices to show

E|u∗Xkv|2 = O(nk−1). (3.7)

Let

T := {(a, b) : a = 1, 2, b = 0, 1, . . . , k},

T ′ := {(a, b) ∈ T : b < k}

and

E := {((a, b), (a, b+ 1)) ∈ T 2 : b < k}.

Let TP := T |a=1, TQ := T |a=2 and for t ∈ T ′, set ts := (a, b+ 1). We will designate the terms

in the expansion of (3.7) by

P ′ := {F : T → [n]}.

For F ∈ P ′, let FP := F |TP and FQ := F |TQ . Let

Wu,v(F ) := |uF (1,0)uF (2,0)vF (1,k)vF (2,k)|

and

Wx(F ) := E|
∏
t∈T ′

xF (t),F (ts)|.

Then we have

E|u∗Xkv|2 ≤
∑
F∈P ′

Wu,v(F )Wx(F ). (3.8)

For F ∈ P ′, let

EF := {(F (t), F (ts)) ∈ [n]2 : t ∈ T ′}.

denote the edges of F and let

EF := {{t ∈ T ′ : (F (t), F (ts)) = (i, j)} : (i, j) ∈ EF}.
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1 2

34

Figure 3.1: An example of F ∈ P with k = 4.

Then

Wx(F ) =
∏
e∈EF

E|x||e|.

Noting that E|x| = 0 and letting

P := {F ∈ P ′ : |e| ≥ 2 for all e ∈ EF},

we have

E|u∗Xkv|2 ≤
∑
F∈P

Wu,v(F )Wx(F ). (3.9)

Now, for a fixed F ∈ P , let

V = VF := {F (t) : t ∈ T}

be the set of vertices. For v ∈ V let m(v) = |F−1(v)| denote its multiplicity. Let din(v) :=

|{x ∈ [n] : (x, v) ∈ E}| and dout(v) := |{x : (v, x) ∈ E}| denote its indegree and outdegree.

Finally, let d(v) := din(v) + dout(v) be the (total) degree of v.

Shown in Figure 3.1 is an example with k = 4 with the paths (1, 2, 3, 4) and (2, 3, 4, 1).

Each vertex has indegree 2 and outdegree 2.

We will first determine the main term from P and its contribution to (3.9).

Lemma 10. Suppose F ∈ P. Then |V | ≤ k+1 and that equality occurs only when FP = FQ

and |FP | = |FQ| = k + 1.

Fix v ∈ VF and suppose d(v) = 1. Since each edge has multiplicity at least two, we have

the following.
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(i) If din(v) = 1, v = F (1, 0) = F (2, 0).

(ii) If dout(v) = 1, v = F (1, k) = F (2, k)

In particular, if two vertices of V have degree 1, then one has outdegree 1, the other has

indegree 1 and the rest have both outdegree and indegree of at least 1. Since |e| ≥ 2 for each

e ∈ EF , we also have |EF | ≤ k. Thus

2k ≥ 2|EF | =
∑
v∈V

d(v)

≥ 1 + 1 + 2(|V | − 2)

= 2(|V | − 1).

Thus, |V | ≤ k + 1 with equality occurring only when two of the vertices have degree 1 and

the rest have degree 2. This proves the lemma.

We let Pmain := {F ∈ P : |VF | = k + 1}. We also let

P ′0 := {F ∈ P : |VF | = k, FP = FQ, F (1, 0) = F (2, 0) = F (1, k) = F (2, k)}.

Then, the contribution of Pmain ∪ P ′0 to (3.9) is given by∑
F (1,0)=F (2,0)∈[n]
F (1,k)=F (2,k)∈[n]

|uF (1,0)|2|uF (1,k)|2nk−1 = nk−1.

We partition the remainder of P in the following way. First let

T1 := {(1, 0), (2, 0), (1, k), (2, k)} ⊂ T

be the terms corresponding to the starts and ends of the paths. For t ≥ 0 and P a partition

T1 with |P | ≥ 2 if t = 0, let

PP,t := {F ∈ P : |VF | = k − t, F (s) = F (t)⇔ s ∼P t, s, t ∈ T1}.

Note that we exclude the trivial partition P = {T1} when t = 0 since P{T1},0 = P ′0. We let

P0 =
⋃
P 6={T1}PP,0 and for t > 0, we let Pt =

⋃
P PP,t.

Lemma 11. For F ∈ Pt, Wx(F )� K2t.
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Since E|x|a � K(a−4)+ ,

Wx(F ) ≤
∏
e∈EF

E|x||e|

�
∏
e∈EF

K(|e|−4)+ .

It suffices to show that
∑

e∈EF (|e|−4)+ ≤ 2t. Since at most one vertex has no outgoing edge,

|EF | ≥ k − t− 1. Also the |e|’s satisfy
∑

e∈EF |e| = 2k and |e| ≥ 2. If |e| ≤ 4 for all e ∈ EF ,

there is nothing to prove. If |e1| ≥ 4 say, then∑
e∈EF

(|e| − 4)+ = |e1| − 4 +
∑
e 6=e1

(|e| − 4)+

≤
∑
e∈EF

(|e| − 2)− 2

≤ 2k − 2(k − t− 1)− 2 = 2t.

We now turn to controlling Sp,t := |
∑

F∈PP,tWu,v(F )|. To simplify notation, we will do

this for the specific case P = {{(1, 0)}, {(2, 0)}, {(1, k), (2, k)}}. We can bound SP,t by∑
i1,i2,i3∈[n]

distinct

|ui1ui2v2
i3
||{F ∈ Pt : F (1, 0) = i1, F (2, 0) = i2, F (1, k) = F (2, k) = i3}|.

The cardinality of the last set is independent of the choice of indices i1, i2 and i3, and in fact

only depends on size of the partition P . We denote it by N|P |. Removing the restriction to

distinct indices and using
∑

i |ui| = O(
√
n), we may bound the contribution as nN|P |.

The case for a general partition is similar and we have the bound

SP,t ≤ ncP /2N|P |

where cP is the number of singletons in the partition P . To determine N|P |, we first choose

the remaining vertices of VF in
(

n
k−t−|P |

)
ways. We let N2 = N2(t) be the maximum number

of ways to choose EF , over P and VF . Similarly, we let N3 = N3(t) be the maximum number

of ways to choose EF , over P , VF and EF . Since(
n

k − t− |P |

)
≤ nk−t−|P |k|P |

(k − t)!
,
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we have

SP,t ≤ (ncP /2−|P |k|P |)
nk−t

(k − t)!
N2(t)N3(t),

with |P | ≥ 2 if t = 0. Considering the possibilities for P and setting

St :=
∑

P partition of T1

SP,t,

we have

St �

 k2nk−3/2N2N3/k! : t = 0

knk−t−1N2N3/(k − t)! : t ≥ 1
. (3.10)

We now estimate N2 = N2(t), the number of ways to choose the set of edges EF for

F ∈ Pt. As observed earlier, at least k− t− 1 vertices have positive outdegree, and similarly

for the indegree. We need to assign at most k oriented edges to the k − t vertices such that

these conditions are met. Recall dout(i) to be the outdegree of vertex i. We will allow for

repetitions when choosing the edges to include graphs with less than k edges. Hence we may

impose the constraint
∑k−t

i=1 dout(i) = k. For at least k − t − 1 vertices, dout(i) ≥ 1. This

gives1
(
k
t+1

)
ways of choosing the outdegrees (dout(i))

k−t
i=1 . To assign the incoming edges of

the vertices, we partition the k edges into k − t nonempty parts (Ei)
k−t
i=1 . We first choose

k− t edges to belong to the different Ei’s and then we choose parts for each of the remaining

edges. This can be done in at most
(
k
t

)
(k− t)t ways. Finally, we assign the k− t parts to the

vertices with positive indegree. If all k − t vertices have incoming edges, there are at most

(k − t)! ways to assign each of them an Ei. Now suppose only k − t− 1 of the vertices have

incoming edges. First, there are at most (k− t)4 ways to choose 2 vertices and 2 parts, with

one vertex being assigned both parts and the other having no incoming edges. Next, there

are (k − t− 2)! ways of assigning the remaining parts to the remaining vertices. Hence

N2 ≤
(

k

t+ 1

)(
k

t

)
(k − t)t((k − t)! + (k − t)4(k − t− 2)!)

≤ k2t+1

(t+ 1)!t!
kt(k − t)!k2

≤ k3t+3(k − t)!
(t+ 1)!t!

. (3.11)

1This follows from the standard stars and bars combinatorial argument; see [Fel50].
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We now estimate N3 = N3(t), the number of ways of choosing EF once VF and EF have

been chosen. Since each vertex has at least one outgoing edge, the maximum outdegree of

any vertex is at most t + 1. On the other hand, since dout(1) + . . . + dout(k − t) ≤ k, at

least max(k − 2t, 0) vertices have dout(i) = 1. At least max(2k − 4t, 0) legs start from these

vertices so at most 4t legs begin at vertices with dout(i) > 1. At each of these legs, we have

at most t+ 1 choices to make when choosing the path. We thus have

N3 ≤ (t+ 1)4t, (3.12)

which is independent of the chosen vertices and edges.

For t = 0, using (3.10), (3.11) and (3.12), we have

S0 ≤ nk−3/2k2/k!N2(0)N3(0)

≤ k5nk−3/2.

Since Wx(F ) = O(1) for t = 0, the contribution to (3.9) is o(nk−1).

For t ≥ 1, we have

StK
2t � nk−t−1kN2N3K

2t/(k − t)!

≤ k4nk−1 k
3t(t+ 1)4t

nεt(t+ 1)!t!

≤ k4nk−1k
3t(te)2t

nεt
,

where we have used the estimates t! > tt

et
and (t+1)t

tt
≤ e. For k = o(nε/5), the last expression

is decreasing for t ≤ k and bounding each term by the bound for the t = 1 term, we have

∑
t

StK
2t � k7nk−1−ε = o(nk−1)

for k = o(nε/7).
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CHAPTER 4

Proof of Theorem 5

Proof. We will work on the event

E = En = {ρ(X) < 1 + ε, λ > 1 + 2ε for all λ ∈
⋃
θ∈Θ

Λθ}

which occurs w.h.p. Fix θ ∈ Θ and for λ ∈ Λθ, let

Rλ :=

(
X√
n
− λ
)−1

denote the resolvent of X/
√
n. On E, λ > ρ(X), so we may expand Rλ as a Neumann series

Rλ = −1

λ

(
1 +

1√
n

∑
i≥1

X i

n(i−1)/2λi

)

=: −1

λ

(
1 +

1√
n
Sλ

)
.

We write the Jordan decomposition of A as A = V JU∗ where V (resp. U∗) is the n× rk(A)

(resp. rk(A) × n) matrix of generalized right (resp. left) eigenvectors of A associated to

nonzero eigenvalues of A satisfying U∗V = 1 and J is the Jordan matrix of A restricted to

nonzero eigenvalues with size rk(A)× rk(A). Starting with the eigenvalue equation det( X√
n

+

A− λ) = 0 and using the determinant identity det(1 + AB) = det(1 +BA), we have

det

(
X√
n

+ A− λ
)

= 0⇒ det (1 +RλA) = 0

⇒ det

(
1− 1

λ
U∗
(

1 +
1√
n
Sλ

)
V J

)
= 0

⇒ det

(
−λ+ J +

1√
n
U∗SλV J

)
= 0.

Let Jθ be the block matrix of J corresponding to eigenvalue θ and let U∗θ and Vθ be the

restrictions of U∗ and V to the generalized left and right eigenvectors of θ respectively. Recall
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Proposition 2 as well as the notation used therein. We apply Proposition 2 with M = Jθ

and P = P θ = 1√
n
U∗θSλVθJθ.

First note that for each column indexed by t ∈ Iθv , Jθet = θet, where et is the coordinate

vector corresponding to t. Hence for s ∈ Iθu and t ∈ Iθv ,

P θ
st =

1√
n
θu∗sSλvt.

Observe that the moment assumption made in Theorem 5 guarantees the applicability of

Lemma 7 to the collection

{
√
nP θ

st : s ∈ Iθu, t ∈ Iθv , θ ∈ Θ}.

By Lemma 7, (
√
nP θ

st)s,t,θ ⇒ (Fr)r∈I2 defined by (1.11), (1.6) and (1.12). Finally, apply-

ing Proposition 2 yields the procedure to determine the fluctuations as specified in Theorem

5.
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Appendix A

Deterministic perturbations

In this appendix we state the deterministic perturbation result referred to in the proof of

Theorem 5. It is originally attributed to Lidskii. See [MBO97] and references cited within.

We remind the reader that we denote the Schur complement of A in the block matrix ( A B
C D ),

D − CA−1B by SC(A, ( A B
C D )).

Proposition 2. Let M be a d × d deterministic matrix in Jordan form. For notational

simplicity, we will assume M has a single eigenvalue θ. Let

Jk :=


θ 1

θ 1

. . . 1

θ


denote the k × k Jordan block and write

M =
K⊕
k=1

J⊕mkk

Thus for each k ∈ [K], M has mk Jordan blocks Jk. Let Pn be a sequence of d×d perturbation

matrices with entries of size o(1). Then M + Pn has spectrum

Λ(M + Pn) = {λk,m,i : k ∈ [K],m ∈ [mk], i ∈ [k]}

with λk,m,i → θ for all k ∈ K, m ∈ [mk] and i ∈ [k]. The fluctuations

fk,m,i := λk,m,i − θ

are given by the following procedure.
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Let ck :=
∑k

j=1mj and set c := cK. Decompose P = Pn into c2 blocks (Bij)
c
i,j=1 with the

c diagonal blocks (Bi,i)
c
i=1 having sizes

1, . . . , 1, 2. . . . , 2, . . . , K, . . .K

with k occurring with multiplicity mk. Let ki × kj denote the size of block Bi,j. This block

decomposition is conformal with that of M induced by the Jk’s. Let R = Rn be the submatrix

of P of size c× c with entries given by

Rij = (Bij)ki1.

Hence R is formed from the lower left elements of the blocks in the decomposition of P .

Let Ek = Rck×ck be upper left submatrices of R and let Fk := SC(Ek−1, Ek) be the

mk ×mk Schur complement of Ek−1 in Ek, where we set F1 := E1. Then, to leading order,

the fluctuations fk,m,i are given by the k k-th roots of the mk eigenvalues of Fk for each

k ∈ [K]. If M has multiple eigenvalues, we apply the above procedure to each eigenvalue

separately.

We remark on a few special cases of Proposition 2. We denote the entries of P = Pn by

pij and assume p = O( 1√
n
) (as will turn out to be the case in our applications).

1. Suppose M = diag(θ1, . . . , θd) is diagonal with distinct eigenvalues. Let λj denote the

corresponding eigenvalues of M + P in the sense that λj → θj as n→∞ Then

fj := λj − θj = pjj(1 + o(1)).

2. Suppose M = θId. Then {
√
n(λj − θ)}dj=1 converge to the d eigenvalues of

√
nP .

3. Suppose M = Jd(θ). Then {n 1
2d (λj − θ)}dj=1 converge to the d roots of

√
nPk1.

We now present a special case of the proof of Theorem 2. The presentation below is adapted

from the proof of [MBO97, Theorem 2.1] and illustrates the key features of Theorem 2. The

proof begins with a change of variables to arrive at the appropriately normalized fluctuation.
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One then pre- and post-multiplies the perturbed matrix by suitable diagonal matrices in order

to isolate the leading order terms. After performing some elementary operations, evaluating

the relevant determinant yields the result.

We set ε to be a small parameter, ε = n−1/2 is sufficient for our purposes. We consider a

5× 5 matrix A in Jordan normal form, with a single eigenvalue θ defined by

A :=



θ 1

θ

θ 1

θ

θ


= J⊕2

2 ⊕ J1.

Let B be a fixed complex matrix of same size, thus B := (bij)1≤i,j≤5 ∈ C5×5. Finally let

M = M(ε) := A+ εB be the perturbation matrix. For λ = λ(ε) an eigenvalue of M we have

the eigenvalue equation

det(λ− (A+ εB)) = 0.

We first find the perturbations λ− θ to leading order in ε that correspond to the eigenvalues

of J⊕2
2 . It turns out that these 4 fluctuations are of order ε1/2. Thus we make the change of

variables

z = ε1/2, µ =
λ− θ
z

and write λ − (A + εB) = µz + θ − A − z2B =: P (µ, z). The matrix µz + θ − A has

entries µz on the diagonal and −1’s in some of the entries of the superdiagonal. We wish

to transform this to a matrix with µ’s on the diagonal while preserving the property that

the entries of µz + θ − A and z2B are polynomial in z. This we accomplish by defining

L2 := diag(z−1, z−2, z−1, z−2, z−1), R2 = diag(1, z, 1, z, 1) and setting F2 = L2PR2. We then
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have

F2(µ, z) =



µ −1 0 0 0

−b21 µ −b23 0 0

0 0 µ −1 0

−b41 0 −b43 µ −1

0 0 0 0 µ


+O(z)

=: G(µ) +O(z).

To first order, the fluctuations µ are given by the roots of det(G2(µ)). Denoting the columns

of G2(µ) by (Ci)
5
i=1 and performing the operations C1 ← C1 + C2, C3 ← C3 + C4, we arrive

at the matrix

Q2(µ) :=



0 −1 0 0 0

−b21 + µ2 µ −b23 0 0

0 0 0 −1 0

−b41 0 −b43 + µ2 µ 0

0 0 0 0 µ


.

Let E1 :=
(
b21 b23
b41 b43

)
; the notation is chosen to coincide with that in Theorem 2. Observing

that rows 1, 3 and 5 have a single nonzero element in positions (12), (24) and (35) respectively,

we have

det(Q2(µ)) = µ det(µ2 −B2)

and thus µ2 is an eigenvalue of E1, to first order.

The procedure of finding the perturbed eigenvalue arising from the singleton J1 block is

similar; we sketch the differences. We now make the change of variables

µ =
λ− θ
ε

and let

L1 := diag(1, ε−1, 1, ε−1, ε−1), R1 = I5.
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As before, we define

F1(µ, ε) := L1(µε+ θ − A− εB)R1

=



0 −1 0 0 0

−b21 µ− b22 −b23 −b24 −b25

0 0 0 −1 0

−b41 −b42 −b43 µ− b44 −b45

−b51 −b52 −b53 −b54 µ− b55


+O(ε)

=: G1(µ) +O(ε).

Setting

E2 :=


b21 b23 b25

b41 b43 b45

b51 b53 b55

 .
we have

det(G1(µ)) = det
([

0 0 0
0 0 0
0 0 µ

]
− E2

)
and µ = SC(E1, E2) to first order.
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Appendix B

Truncation

In this appendix, we extend the results involving the moment method, namely Proposition 1

and Lemma 7 using a truncation argument (see [BS06a]). We consider the two assumptions

(i) |x| ≤ K = O(nM).

(ii) E|x|m <∞, m = 2/M .

We show that if Proposition 1 and Lemma 9 hold for (i) with M < 1/2, then they hold for

(ii).

Suppose we have (ii) with m > 4, corresponding to M = 2/m < 1/2. We first show that

the event

{|xij| ≤ nM for all i, j ∈ [n]}

occurs w.h.p. Indeed, we have

P
[
|xij| ≥ nM some i, j ∈ [n]

]
≤ n2P

[
|x|m ≥ n2

]
. (B.1)

Since n2
1|x|m≥n2 ≤ |x|m and E|x|m <∞, the last expression converges to 0 by the dominated

convergence theorem.

Now define the truncated random variables x̂ := x1|x|≤nM and X̂ = (X̂)ij by X̂ij := x̂ij.

While x̂ is bounded, it no longer has mean zero. On the other hand, for n sufficiently large,
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we have

|Ex̂| ≤ E|x1|x|≥nM |

≤
E|x|m1|x|≥nM
n(m−1)M

� n−(m−1)M

≤ n−3/2. (B.2)

By Schur’s test for the operator norm of a matrix, we have

‖EX̂‖ = O(n−1/2). (B.3)

Now let x̃ := x̂−Ex̂ and X̃ := X̂−EX̂ denote the truncated and centered random variables.

By construction, Ex̃ = 0. Furthermore,

E|x̃|2 = E|x̂|2 − |Ex̂|2 → E|x|2 = 1 (B.4)

by (B.2) and dominated convergence. Given (B.4), it is easy to check that under (i),

Proposition 1 is valid for X̃. Since E|x̃|2 ≤ E|x|2, Lemma 7 also valid for x̃. To prove the

validity of Proposition 1 and Lemma 7 for x under (ii), it suffices to prove the following.

Lemma 12. Suppose u = un and v = vn are unit vectors in Cn. Then for every γ > 0, the

event

An,γ :=
⋃

k≤log2 n

{|u∗X̂kv − u∗X̃kv| > γn(k−1)/2}

occurs w.h.p.

We first state a result that is a consequence of the proof in [BY86]. Following the notation

of [BY86] we define δ := nM−1/2 so that |x̃| ≤ δ
√
n. Fix z > k + 1 and p a positive integer.

Then

P

[∥∥∥∥∥
(

1√
n
X̃

)k∥∥∥∥∥ ≥ z

]
≤ z−2pn−pkETr

(
X̃k
(
X̃k
)∗)p

=: z−2pn−pkEn.
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In [BY86](pg. 561), it is shown that

En ≤ nkp+
3
2

pk∑
l=1

(
2kp

2l

)
(k + 1)2kp−2l+2p(2kp)

(
6kpδ1/6

log δ
√
n

(2kp)3

)6kp−6l

δkp−l.

In our application, k ≤ log2 n and choosing p = δ−1/7 say, we have

6kpδ1/6

log δ
√
n

(2kp)3

→ 0. (B.5)

In fact, the left-hand side of (B.5) is less than 1 for n ≥ N(m).

For such n, following [BY86](pg. 562), it then follows that

z−2pn−pkEn ≤

(
(2kpn2)1/p(1 + (k + 1)δ1/2)2k

(
k + 1

z

)2
)p

.

Choosing z = 3k say, for any k ≤ log2 n we have

P

[∥∥∥∥∥
(

1√
n
X̃

)k∥∥∥∥∥ ≥ 3k

]
= O(e−n

c

) (B.6)

for some c = c(m) > 0. We now turn to the proof of Lemma 12.

Proof. By (B.6), we may assume

∥∥∥∥( 1√
n
X̃
)k∥∥∥∥ ≤ 3k for all k ≤ log2 n which occurs w.h.p.

We will need the crude bound ∑
a1+...+ak=n

ai≥0

k∏
i=1

ai ≤ n2k. (B.7)

We then have

1

n(k−1)/2
|u∗X̂kv − u∗X̃kv| ≤ n−(k−1)/2‖(X̃ + EX̂)k − X̃k‖

≤
k∑
l=1

1

n(l−1)/2

l+1∑
l′=0

∑
a1+...+al′=k−l

l′∏
i=1

∥∥∥∥∥
(
X̃√
n

)ai
∥∥∥∥∥ ‖EX̃‖l

≤
l∑

k=1

1

nl−1/2

l+1∑
l′=0

(3k2)l
′

≤
k∑
l=1

l + 1

n(l−1)/2

(
3k2

√
n

)l+1

= o(1),

where we have used (B.7) and (B.3) in the third line.
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