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1. INTRODUCTION

This study considers the ways in which data communication between dif-
ferent campuses of the University of California can be provided. The
purpose of this communication is to permit the sharing ofcomputing resources
among the campuses.

There are various reasons for desiring.ﬁhe sharing of cﬁmputing
resources. |

‘ An obvious need is the use éf resources that are not avéiléble on the

user's campus. These resources may be interactive languages, batch processors,

or data banks.

If, however, intercampus>data coﬁmﬁnication could be providedkinex—
pensively eﬁough on a large-scale bésié, then other things would become
feasible. A user could usenremote facilitiésvthat wére better suited to- his
needs (and thus more éfficient) than thbse available'on his campus; if
the communication costs were low enough, o&erall economies would result.

Another prospect ié that campus éomputing centers could specialize,

each offering only a few weil—supported ser&ices, depending upon the
network to offer variety. This specialization could lead to greater ef-
-fieiency and Bétter servicé, and perhapsAeconomies in softéaré purchases.
The network could also offer more hours of éervice and befter overall
reliability, since service ffom other campuses coﬁld be used whenéver the
local service was unavailable.

A degree of load-sharing would also result, since if the response time

or turn-around time on one machine became unacceptably large users would
take their business elsewhere. The net could also allow the remote storage

of important data for security reasons.




The study first ex@mines the characteristics of interactive and batch
computing, and in- particular those related to communications.

Then the ways in which intercampus data communication‘can‘be provided
are exemined, inclnding circuit switching systems such as the ITS and the IDSS.
The problems with circuit switching are examlned, and the characteristics of
message switching are presented, motivated by.the desire to increase the efficient
utilization of communication lines and to solve compatibility problems;

Two different types of neSSage switching networks are presented, the
"star" net and the "distribute&'net, and theit characteristics compared on the
grounds of cost; software complexity, capacity, and reliability. The "star"
net is tentatively chosen as the most cost effectlve for current‘needs.

A cost estimate of the equlnment development and operatlng costs of the
star net is presented, and a model formulated to show cost and performance.

Curves are shown that present the estlmated cost—per termlnal-hour for 1nteract1ve
terminal use of the net and cost- per—mllllon—blts for remote batch proce331ng.

The costs of a circuit sw1tch1ng systen are also presented for comparison.
Presented also is a development plan for the implementation of a prototype'network
for interactive traffic only among the five southern Ub C. campuses.

The conclusion reached is that a message sw1tch1ng system can provide
.interactive terminal communlcations'at a cost low enough to allow large-scale
sharing of interactive'computing resources among the.campuSes, much 1ess'expensively
~than can be provided‘with a circuit switching system.

Message switching is also useful for remote batch processing, although the

cost savings are not as ‘dramatic as in.the case of interactive computing.




2. WHAT ARE THE NEEDS FOR INTERCAMPUS DATA COMMUNICATION?

Computing facilities on other campuses may be used either interactivel

meaning via on-line interaction with the computer, or through remote batch

processing, where jobs are entered into a batch stream from a remote locationm.
The characteristics of these two uses and their requirements for data comm-

unication are now considered.

Interactive Use

On-line interaction requires access via‘a terminal; sucﬁ as a teletypewriter;
typewrifer—like device, 6r CRT display. Such terminals send and receiﬁe'déta
a rates of from 110 to 2400 bifs per second. These aré peak rates; the average
rate is much lower than this aue to factors such as the user's typing speed,
delays introduced by the cémputer, and "think time" experienced‘by the user.

' The average data rate of a Teletype or typewriter-speed terminal is about 18
bits per second, while a fasﬁ CRT display may averége 100 bits pér éecond.
The first figuré is from a study by Stubbs énd Jackéonl,while the second is
extrapolated from the meodel they present. These rates are for alphanuméric
‘termlnalS' graphic CRTs such as those used with the Culler-Fr-ed system at
Santa Barbara will have a hloher average rate, perhaps 600 blts per second.

A problem with 1nterconnect1ng termlnals and computers‘ls compatibility.
Terminals operate at a number of data rates; common ones are 110, 134.5, 150,
300, 1200, 1800, and 2400 bits per éecond. Transmission'of data is usually
asynchronous Eut may also be synchronoué. Terminals may-réquire echoing or
not, transmission may be ei;her half or full duplex,aﬁd various codes, char-
acter formats, and communication protoéols are used. For terminals to comm-
unicate with a CPU the characteristics pf thg terminal must match the charactér—
istics of the connection to the computer.

Terminals usually have fixed characteristics, although some CRTs have
switch-selectable speed, and at least one typewriter terminal has a selectable
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character code. Some -terminals can/ select whether or not they require char-




- acters to be echced or not, but this is about the extent of the versatility
that terminals can have without internal modifications. Recently, more
"intelligent" ﬁerminals have been introduced that have greater versatility,
such as the Imlac terminal3 and the Datapoint 22004, These terminals
contain a built-in stored progran CPU, allowing ﬁhe characteristics of the
terminal to be easily chaﬁged. |

At the compufer end of the termlnal—computer connectlon some of the
characterlstlcs are determlned by the operatlng system or the interactive
language in use, espeeially the character set and whether characters are
to be echoed‘or not. Other characteristice are deeermined by hardﬁare opeions
in the CPU's terminal communications e@uipment.

Of some consideration &ith interactive computing is the delay intreduced
by the data communicationrnetwork, since appreciable delays can inerease the
response time experienced by theluser, slowing down the computing that can be
done, and irriteting the user. Minimizingvthis delay is particularly import-
ant when cheractere are echoed by the remote CPU.

The "holding time", the length of fime that a terminal is connected
and in use, is quite long for interactive terminals, ranging from 10 or 15
. minutes to‘an hour or more.b

Remote Batch Processing

The usual way in which remote batch processing is dene is with a card
reader and line printer.. This may be a remote batch terminal (euch as an
IBM 2780 or a Un*vac DCT 2000) or a small teleprocessing computlng system‘
such as an IBM 360/20 or 1130. Remote batch work can also be done by the
use of peripherals on a locel large-scale computer, provided the communic-
ations equipment and software will perm*t it.

Remote batch proce351ng terminals generally run at near the‘Capac1ty

of a voice grade communication line. Card readers read cards ar 2 rate of

i




100 to 600 cards per minute, corresponding to a data rate of about 1000

to 60004bits per second. Line printers typically operatekat 300 to 1000
lines per minute, or 3600 to 13,000 bits per second. These figures are

peak rates. Average datarrates are loﬁer than this, although the difference
between peak and aVerage data rate is not hearly as proneunced with batch
work asAit isvwith interactive. In the cost-performance estimates pPresented
later the ratio of average to peak data rate is apéroximated at SOZ;

A typical example of remote batch precessing is as fbllows: A job is
'submitted on éunched cards end read by a card reader, with the data being
.transferred to the remote CPU. When the deck has been completely read 1n,
the remote CPU begins proce351pg.i After the processing has been completed
the output is ttansmitted beck to the local station, and printed on a line
,printer; The average data tate, then, depends not only upon the speed of
the card reader and line prlnter but also on the type of job belng run and
on characterlstlcs of both the remote and local (if any) operating system,
such as buffering and the ability to multiprogram.

Compatibility is also a problem with teﬁote batch tetminals, althoﬁgh
the extent of the problem is not cleer. VTransmissien isiaimost always
Vsyﬁchtonoﬁs, at speeds of ZOOO, 2400, or 4800 bits per second. There are,
“however, variations iﬁ character sets,‘error checking methods, and commun-
icatioﬁ protocols. |

‘Holding times for remote batch work-are usually much shorter than for
interactive terﬁinals, a few'minutes per job. There is no need for rapid
real-time response, and delays in processiﬁg messegesAare therefore of

little consequence.




3. HOW CAN THESE NEEDS BE SATISFIED?

For intercampgs ;esourc;—sharing to become pfactical, a sufficient
number of terminals must be able to access computing facilities on other
campuses. fhe more terminals that have this capability, the easief it will
be for services from other campuses to be utilized,

To allow this access, some means of switching must be provided sa that
the terminal can éommunicate with the particular campus desired. Also, since
distances’to cther campuses ére great enough to make the cost of the commun-~
ication lines rather expensive, it is important that these channels be used
in an efficient manner. Two means of switching will be inVestigated, "ecircuit
switching" and "message switching"

Circuit Switching

Ciréuit switching consists of switchiﬁg the physical wire that provides |
-the databtransmission path. Once the connection.is established, the two ends
. can communlcate in any convenient manner, as long as tﬂey are compatlble with
~each other. Thls technlque is used by the ordlnary telephone switching exchange
V(dlallng establishes a connection, after which cbmmunlcatlon.ﬂan begln) and
in fact the campus telephoné exchangebls often used Lo connect terminals to
“_comﬁuters. This is done by the use of a terminal and "modem" at fhé user's
énd,.and an automatic-answering téléphone énd modem at the coﬁputer end. Tﬁé
purpose of the modeﬁ is to convért digitél data into audio tones suitable for
transmiséion over teiephéne lines; such devices are’algo known aé "Datasets",
"Data-phones", or "couplers", and may connectvto the telephone linereither

directly or accoustically through the telephone handset. A typical arrangement

is shown below:
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The use of the telephone systém as.a switch to connect terminals with
computers givés two‘advantagestover a dedicated, "hardwired"” éonnection. First,
itAgives each terminal flexibility, allowing it to conmect to manyﬁdifferent
CPUs. Secondly, it allows efficient use of "ports" into the computer, since
only those terminals actually using the system are monopolizing a port.

This is significant because many timesharing systems will onlj allow as many
ports as simultaneous users, and dedicating a port to a little-used terminal
reduées the use of the machine. Even where this is not true, current computer
pricing pollcy Dlaces a premium price on termlnal connections, making circuit
switching economically advantageéus. The problem of port eff1c1ency can

also be solved by use of a portflnder » & circuit switching device that allows
a number of terminals to compete for a lesser number of ports. Such a device
~is being installed on the Sigma 7 at Irvine. This will alloﬁ highef speed
connections than practical with a telephone system, at a lower cost. Signals
are sent at up to 2400 bits per second, without modems, over a full duplex
(four—wire) connection.

Intercampus data communication via circuit switching can bé atcomplished
by two systems, both of which are exteﬁsions of the telephone egchange idea.
One is the ﬁniyérsity tié—line or ITS system, while thevsecond is a éircuit

switching scheme planned exclusively for data, known as IDSS.

The ITS System

This system allows a user with a telephoné on any campus to connect to a
comﬁutef on another campus, by simply dialing it up. Since this system already
.exists, with communication.lines connecting all campuses, it can provide a
flexible data communlcatloﬁ service without a large flxed cost. Also, the
ability to share use of the system w1th voice traffic allows terminals that
are only occasionally used inexpensive access, requiring only an ordinary

telephone. A user may call either a local or a remote coemputer with the

same equipment.




A disadvantage tc the ITS is its poor quality, causing a high‘error
rate. Also, the lines cannot be conditioned for data, limiting the transmission
speed to about ZOCO bits per second. The ITS provides only a single two-wire
line, and so full duplex communlcatwon (necessary for echoplex operatlon) is
not feasible above 300 bits per second

The use of ITS also presents an administrative problem. The long holdling
times that occur with da;a cause a disproportionate use of the intercampus
lines by data users,‘who arevstiil billed the same flat rate as voice usefs.
Because of this problem, the ITS is presently restricted to voice traffic
Onlf except during evenings ana weekends.

The ITS is planned so be replaced in 1973 by a sysﬁem of higher quality;
The new system will have a means of billing intercampus calis, allowing the
costs of the system to be distributed mere accurately, Use of the system
for deta'would then be poss?ble.

The IDSS

The other system is tﬁe Intercampus Data Switching System, a eirceit
switching scheme proposed with @ central switch in Berkeley, and leased lines
to each of the other campuses. A user on a campus buys a "port" on the switch
in Berkeley, including a 1iee to his campus, for’a flat rate of aboutr $ 150
to $ 300 per month. This is a four-wire, full duplex channel, conditioned
to aLlow data transﬁ1351on at34§80 to 9600 blts per second in each d1rect1on.
Included with each connection is an ordinary telephone to allow other ports

to be dialed, with a two-digit number. With the switch presently planned,

a maximum of 60 ports can be used, and a maximum of 10 simultaneous connecticns

at any one time are allowed.

Problems with Circuit Switching
There are two main problems with circuit switching, both of which are
most troublesome with interactive terminals. One problem is the inefficient

use that interactive terminals make of the capacity of 2 line, while the other




problem involves the inefficiencies and difficulties resulting from the
requirement that both ends of the line be compatible with the other.

Inefficient Use of Line Capacity , . .

Interactlve terminals have a rather slow average data rate, especially
when the terminals are slow to beglq with, such as a Teletype. A voice—-grade
line has a capacity of 2000 bits per second uncondltloned and 4800 to 960Q
bits per second if suitable conditioned. A Teletypeﬂspeed terminal, then,
with an average data rate of 18 bits per second, does not make very efficient
use of the line.

A common solutlon to this problem is "multiplexing", a méans of allbwing
a 31ngle v01ce—°rade channel to carry several ;hannels of terminal~computer
conversations. Multiplexing can be done bfreither time-division or f;equency—
division'techniqués, although it is useful; in general, only for slow-speed
terminais, uﬁ to 300 bit§'per second.

Multiplexing, howe&er, is not really a solqtion to the problem, since
it is only useful when a line has been set uprbefwéen two campuses; and more
than cne computer-terminal conversations are desired between these campuses;

This might be desirable in special cases, such as providing communication

. over a 51ngle line for a cluster of termlnals that all use the same remote

CPU much of the time. However, in such cases it would seem cheaper to obtain
a dedicated liqe between the two campuses rather than go through the switch
in Berkeley, since the connection must exist only if one terminal is in use.

.The only case where multiplexing might be advéntageous with circﬁit-~
switching would be in a situation where it was desirable to ﬁse a cluster of
#erminals only within certain hours, and where the line could be used for
other purposes the rest of the time.

Compatibility and Port Fragmentation

The other problem with circuit switching is that each end of the circuit

must be compatible with the other. They must operats at the same data trans-




mission rate, have the same method of transmission (asynchronous or synch-
rbnous), the same character format, and use modems with compatible signalling

frequencies.

Usually, eacﬁ computer "port" has a specified speed; character format,
and possibly other characteristics. For each different type of tetminal that
is-to be conﬁected to the CPU, a seperatefpprt must be available with the
proper characteristics;

This requirement leads to a problem known as "port fragmentation",‘where
e empty ports exist but are of the wrong type and are therefore unusable Thls'
problem is most serious with 1nteract1ve terminals because of the wide variety

of characterlstlcs common, but can also be a2 problem with batch terminals.

Message Switching

A message switching system accepts data in the fotm of ﬁessages, and”
routes ‘these messages to their proper destination. Unlike circuit switching,
data is not sent directly invreal~time from the source to the destination,
but instead is stered‘and forwarded, eventually reaching the destination.

Message switching solves the two main problems that plague the use of
c1rcu3t switching with 1nteract1ve terminals—-inefficient use of line capacity,
and compatlblllty Message switching also prov1des 1ncreased rellablllty
.>1n that it can have the ability to detect and correct transmission line errors.

Message switching allows more efficient use of communication line
capacity, since data is packed together and sentvacross the line at hlch speed.
Also, individual characters are not sent immediately across the line but
are buffered to remove peak bursts, and thus the required line capacity is
that of the average data rate of the terminal rather than the peak rate,
| The problem of compatibility and pert‘fragmentation is reduced since
the message sw1tch1ng system can accept and dellver data at whatever sneed is
required by the terminal or CPU. . A terminal need only be connected to a

message switching computer set up for the proper characteristics of that
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terminal, and it can then communicate with remote computers without regard
to tﬁese characteristics. .Message switching solves the compatibility problem
inherently for transmission‘speea, characﬁer format, and type of traﬂsmission,
Other characterisfics, such as character séts, special communiéation protocols
(such‘as lockiﬁg and unlqcking ;he keyboard of a terminal), or echoing, can
be provided by a message switching system it it has been programmed to trans-—
late from one set of characteristics to another. Thus, a strange terminal
can "look like a Teletype' to a.CPU. |

A message switching system includes = cbmputer on each campus. This
computer does data packing to allow the use of highspeed modems; does buffering
to smooth oﬁt peak loa&s, and provides reliability by aetécting transmission
.errors when they occur and retransmitting the data. This CPU also provides
a way of connecting terminals directly to the network withéut going through

a large-scale computer.

Connecting Terminals to a Message-Switching Network
Terminals may be connected to the message switching computer either
directly or by use of dialup Datasets and the campus telephone exhange. The

diagram below shows both methods.
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The direct method can work quite well. The connéétion itself can be
made rather inexpensively wiﬁh MOS terminal interfaces~—such devices have
recently been introducedqur about $ 40 for both transmitter and receivef.5
For most distances within the same campus, four-wire twisted pair can be
used without modems for the transmission pafh,‘ac speeas up to 2400 bits
per second. The cable itself can be either University-owned or leased
from the telephone company. (current rates for local lines are $ 4/month

per half mile for a four-wire connection). The direct connection method is
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Vinexpensive, alloﬁs fuil duplex transmission at high speed, and trouble
is easy to ttack down.
fﬁe other terﬁiﬁalvconnection ﬁethod usestdialup Datasets. Thls presenta
some of the same problems of compatlblllty and port fragmentatlon as does
circuit switching. A poss1ble solution is the adaptive terminal interface—-—
a port that samples the characters belno received and adjusts itself to

the characterlstlcs of the termlnal belng connected. However there are

dlfflcultles in 1mplement1ng this and it is probably not useful at speeds

- . above 300 bits per second, partly because the different type of Dataset

fequlred Present another compatlblllty problem.

Connectlng CPUs to the Message Switching System

The simplest way of connecting an existing large-scale CPU to the net
, PrrTs

- |
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The message-switching CPU connects to the large—scale CPU as if it

is shown below:

were a dedicated, hardwired terminal. It is desirable that the porrs
Vconoectlng the m~s computer run at a olgh speed this would allow both

high and low—speed terminals to eff1c1ently use the CPU. A low speed port
'coold also be used, however highspeed terminals logged in from the net
would be limited to the speed of the port. 'This scheme has the advantage;
of requiring no hardware or software modifications to the existing CpU.
However, itvdoes require that some ports be permanently assigned to the net,
Terminals comnected to the m—-sS computer caﬁ use either a remote CPU or the
local CPU, althoogh terminals connected directly to the local CPU cannot

gain access to the net without modifying the software of the local CPU.




A second method of connécting to a CPU is shown below:

LAQ@E_?
CFuU }

This method allows all data to~pass~through a single connection, using
synchronous communication equipment. Thié type‘of connection can be provided
as standard equipmnt.by almost all CPUs; the only limitation usually is speed.
This connection requires modifiﬁatiqns to the software ofkthe CPU, although
if necessary, the M-s compufer'could be pfogrémmed to emulate rather-closely
the function of the large CPU's cémmunications equipment so that a minimum

of changes would‘be required. The m-s computéf might, for example, have a
list of port numbers thét it cén assign, and when terminals converse with

the large‘CPU the m-s computer simply sends a‘port_number and character
across the interface, and the large CPU handies this &ery similérly as it

~ would a’charaéter réceived With its own terminal communications equipment.
Further mbdification of the software would aliow terminals>connected to the

large CPU access to the network.

A third method for éonnection to a CPU is shown below:

s
PMAESSAGE \ SERIVA [ 1scera i
SWcHING L wCashGe MESSAGE
WTER§ALCE €4 =
ComPUTE R \ ¥ Integrace

This method is very similar to the second method, the only difference
being that it allows a connection to be made at greater speed and efficiency.
The interface shown is serial, eliminating problems of variationms in word

length. A good interface specification to use for this counection is the IMP-

Host interface used in the ARPA net,6’7’8 since interface equipment for

several large CPUs has already been built.
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4. TYPES OF MESSAGE SWITCHING NETWORKS

Two different types of message switching networks will be examined
as to their suitability. One type is the "star" network, while the other
is the "distributed" network.

A Star Network

The diagram below shows a star network connecting the nine campuses
. ] 2
of the University.

5]
e \

|
%@Q

Each campus is connected to a central switch, shown here at Los Angeles.,

. S@

LA

This is similar to the IDSS circuit switching system (which has a central
switch in Berkeley). However, with message switching, a computer is used as
the central "switch", accepting messages from each line aﬁd routing them to
 their proper destination.

The central switch in a star network introduces two important problems——
reliability and the limitation of network caﬁacity.

Reliability is a problem because the integrity of the-network depends
upon the proper functioning of the central switch. If Fhe software or
hardware in the central swi;ching'computer faiis, thevnefwbrk does also.
Alsc, communication line failures can isolate a caﬁpus from thé central
switch and thus from the network.

A limitation ié placed on the capacity of the network because‘all data
in a star net must pass through thg central switch, and thqs the total capacity
of the networkvdepends upon the ability of the central switching coemputer

to process data.
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" To see moreAclearly tHe fiow of data through the network, consider the
case of a user with a Teletype at Berkeley’who is communicating with a-CPU
at Irvine. Data from the Telerype is placed into a message by t?e message
switching computérAat Berkeley, and then sent to the cgntral switching computer
at Los Angéles. The central sﬁitching computer deciphers rhe destination
addresé and routes the message to the Irvine m-s computer, which unpacks the
data from the message and transfers it to the CPU. If the central switching
computer (at UCLA) should fail, or either the communication line from Berkeley
to UCLA or UCLA to Irvine fails, the Teletype/CPU conversation dies.

A Distributed Network

3

The other type of message switching ne%gork is the "distributed" network

shown below.

' 5<D
This network is "'distributed" in that there is no central switch or

control whose failure destroys the functioning of the entire net. This type
of network has more line connections than absolutely necessary, such as the -
" Davis-Riverside path shown és a dashed line. This redundancy provides an
alternate patﬁ =1e) rhat the‘failure of one line or dne>computer does not
prevent a pair of nodes from communicating. TheAaltérnate paths also ailow
messages to be ”aaaptively routed" in order to équalize the flow of data
through the network.

An example of the distributéd type of net ié the ARPA networkG, a
nationwide net connecting together large-scale compﬁters at various universities
and research centers, including UCLA and UCSB. The ARPA system is a high—

performance system designed to transport large amounts of data over Jong

distances.
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A distributed net is not subject'to the rellahility and capacity
llmltatlons that the star net, since there is no central "sw1tch However,
a dlstrlbuted net requlres much more software complexity than does a star
net, with each message: sw1tch1ng computer keeplng track of the status of.

other nodes, determlnlno the best path for the messages it has to route.

The message sw1tch1ng computer used in the ARPA net is known as an Interface

Message Processor, or "IMP", /

We will again consider the case of a Teletype at Ber&eley conversing
withha‘CPU at Irvine, to show the flow of data in a distributed net. As
before,‘the local m-s computer at Berkeley accepts data from the leletype
and makes up a message. (Although 1n‘the case of the ARPA net terminals
are not directly ccnnected to the IMP but instead through another computer.
This will be ignored in the present dlscu531on) | There are now two paths
that the message could follow. The shortest one‘is_through Davis, Riverside,
and San Diego.. The message does notlpass directly through the nodes in
gﬁese locations; instead the message is stored in‘core memory at‘each of
the nodes, and then forwarded to the next.‘ If this shortest path is notr
availahle, however, due to the failure‘of 2 communication line or node

computer along the way, the message could Stlll get through via the alteranate
path through San Franc1sco, Santa Cruz, Santa Barbara, and Los Angeles. |
The alternate path mlght also be used 1f, for example, heavy traffic was
flowing between‘Riverside aud‘San Diego, and qulcker routl ng was avallable
through the alternate path, even though it is longer and passes through more
IMPs. |
The topology shown for the distributed net ig optimized for minimal

line distance. As traffic through the net increases, more communication lines

may be added, arranged so that the flow of data through the nst is equalized.

T
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A Two-Star Network

A variation of the stég network has two central switches, as shown below:
Y :

The copfiguration shown ﬁses ngieley and Los Angeles as the locations
- for the central switéhes, witﬁ a trunk line connecting them.

The double-star net hot only requires shorter communicétion lines, but
more iﬁportantly, allows a central switch to be located at the two centers
of data traffic, Berkeley and UCLA. Depending upon the actuai pattern of
traffic experienced on thé ﬁeg, the doublé—star configuration may significantly
increase the efficiency ofrline utilizafiononer a star net with a single
central switch. The double star net also‘hésAnearly fwice the capacity of‘a

single~star net, assuming that most of the traffic in each star does not travel

through to the other star.

Picking a Network>Topology

" The important differences between the star net and the distributed net
are cost; software complexity, data capacity, efficiency of use of communica-
- tion lines, and reliability.

- Cost and Complexity

A distributed net has significantly greatér soffware complexity than
the star net. Also,»é distributed net, is more difficult to deyelop and fo
fully debug, since the alternate paths make yalfunctions difficult to trace.
For these reasons, thevdevelopment of a diétfibuted network in-house would
probably not bé feasible. An alternative way to build a distfibuted net is

by purchase of IMPs from Bolt, Beranek, aﬁd'Newman, the designers of the

ARPA net.
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- IMPs, however, were designed for high-volume traffic and long
communiéation'lines, and are rather expensive. Also, terminals cannot be
directly éonnected to an IMP but must be éonnected through a "Host" CPU.

This reéuirement would probably necessitate the addition of another mini-
computer connected to each ™P so that terminals can be connected without

going through an>existing CPU. This is deéirable for two reasons. First,

it allows terminals to be used when service from the regular large~scale

CPU is noﬁ available. Secondly, it allows access to the net without software
modification to the large CPU,, and from terminal ;ypes’that ﬁay not be suppofted
by the large CPU.

Evep if a new distribufed net was deéigned, it would probably still be
‘wise to use ﬁﬁo CPUs on each campus. Besides the question of whether one
CPU has enoﬁgh processing power for both tﬁe store-and-forward and message
formétting and terminal control functibns; there are reasons for separating
theseAfunctions into two CPUs. Since eacﬁ'campus may want to modify the
software for terminal handling to thelr own spec1al requirements, the CPU
that does tnis should not be the same CPU that handles messages pa581ng through
from other campuses. In other words, the distributed net should be a sealed-
off system, to prevent the proliferation of user-introduced bugs from degrading
‘the net in random'ways that wduld be difficult to detect.

. A star net not only has simpler soffware, but would require only cne CPU
on each campus plus one or two more CPUs fbr the central switch(es). Each
campus'npde computer handles only t?affic for that campus and thus cannoct
affect other parts of the net.

Thé capital costs for a distributed net using IMPs are $750,000 to
$1,000,000, including message switching and términal control CPUS, interfaces
to terminals and Host CPUs, énd software. A star nét'would cost about
$350,000, including a message switching and terminal control CTU for each

campus, infaces, and software.
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Capacity and the Efficient Use of Communication Lines

The capscity of a star net is limited by the ability of the central
switch to process data. This limitation is heavily dependent upon message
length. Messages resulting from batch processing traffic, due to their
greater length, allow more data to be passed through the net for the same
amount of processing than do shorter messages that resultvfrom interactive
traffic. The capacity also depends upon the processing power of the CPU
and the compiex1ty (and efficiency) of the line interface hardware. The
capacity of a single star net,‘then, could range from‘ZO0,000 to l,SOO;OOO
bits per second. | |

Whether the distributed net or the star net makes the ﬁost eff1c1entr
use of communication lines depends largely on what the traffic w1ll be.

If the major source of traffic is one (or two) campuses, then a star net
wight be best with the central switch(es) at the traffic source. The-
number of nodes in the net is also a consideration.' A distributed net
with only nioe nodes is probably not as effective as a net with a éreater
number, since not enough paths exist to efficiently equalize the flow of
'traffic. A distributed net might be more practical if the net served not
'.only the university but also the state colleges and other state agencies.
: Rellabllltz

The dlstrlbuted network clearly offers a hlgher degree of rellablllty
.than does thc star net, However the price of this reliability is high,
and we must carefully consider how much reliability is really needed.

For uses of the net that are presently proposed, the_need for reliability
is basically to minimize the downtime, when services are not available.
.There is no need for absolute reliability as might be reduired in, for

example, on~line patient monitoring in a hospital.
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To compare the reliability of the star net with the distributed net,
we will consider a user at one location, and see how often he is denied

access to remote computing services.

A message-switching computer can be very reliable, since it dces not
need to depend upon mechanical devices such as discs. A ruggedized IMP
has a-mean—time—to—failure of 10,000 hours, or ebout onevyear.é
Witﬁ abdistributeo net, a use; is denied access to remote conpuLlng
when either the message switching computer falls or the terminal controlllng
computer fails, or when there is a simultaneous line or node computer failure
in both paths so thae the messege cannot get thfoogh. The computers can
be'expeeted‘to fail and cause downtime about two days out of the year, for
a few hours each. The probability of failure in both patﬁs is very low,
and has beeo estimated for the ARPA net at about 30 seconds per year.6
With a star net, a user is denied access to computing.when either the
local computer fails, the central switching compﬁter fails, or there is a
'llne fallure cutting the campus of ff from the central sw1tch As in the
case of the distributed net, the failure of CPUs cause downtime twovdays
out of the year. The most serious problem w1th the star net is line fallures.
-Line outages of a few seconds or less can be handled by the retransﬁ1531on
of lost messages. However outages longer than thls will cause 1nterruption
of service for varying amounts of time. Accurate figures are not available
for the frequency and length of line outages or for the probability of compleee
failure however it mlght be estlmated that a typical campus- to—central switch
-1ink would have a total downtime of a few hours per year. When traffic becomes
sufficient to requ1re ﬁore than one line between a campus and the central
switch the duplication may help reliability, although it is not clear how
much since much of the equipment likely to fail may be common to both channels.
Sorfar we have only considered message»switching computer failures due

to hardware malfunctions. However, a main cause of the failure of a computing




system is design bugs in the software. In order to have a central sw1tch
‘that is hlghly rellable, thls problem must be coped w1th in some reasonable
fashlon. This is probably best dene by keeping the software in the central"
switch as simple as possible.'The central node software should be frozen
very early in the development of the system, fully debugged with as much
functlonal capability in the campus local nodes rather in the central sw1tcn.
Thls goal of 31mple central sw1tch1ng software 1s-a reasonable one,r
" since the switch can perform with very few functions. Messages must be
.accepted from each llne transferred 1nto core, and the destination address'
deciphered. The message is then set.up for routing to the llne leadlng
ito the proper destlnatlon. Whlle these tasks are done error checking must
be performed on each received message, and acknowledgementkmessages generated
for each correctly received message. Each messagedpassing through the system
must be held until an acknowledgement hasvbeen received indicating that it
has been correctly receired by the destination node.
A further means of increasing the reliability of the centralbswitch'
would be tovduplex the processors, so that a standby CPU could take over in
'the event of failure.' However’ linevfailures are probably more of a probiem

than failure of the central switch, and this should not be necessary.

A Conclusion

The star net appears to be the best choice, since the cost is much less
than‘that for a distributed met. The capacity and reliability characteristics
of the star net, although inferior to those of the distributed net, are adequate
to meet the needs of the Uni&ersity for perhaps the next 5 years. The next
section presents a cost-performance study of the star net, and later a derel—

opment plan is presented for a prototype star net.




" LINE DISTANCES AND MONTHLY LINE CHARGES FOR VARIOUS NETWORK TOPQLOGIES

Rates are based upon TELPAK charges of §. 52 per mile, channel termlnals at

each end at $35 per end, and line cond1t1011n0 charges of $38 per end for

C2 condltlonlng. Each line is a four-wire (full duplex) connection,

SINGLE STAR NEWWARK -- 9 campuses

Central Switch Location : Mileage - Monthly Charges
Berkeley o - 1957 - $2186
Santa Cruz e 1784 ] . 2096

- Santa Barbara . , 1608 B} - 2004
Los ‘Angeles : - 1622 ' 2011

. Irvine 1769 © 2088
Riverside - : . .1835 o 2122

DOUBLE STAR NETWCRK -- 9 campuses

Berkeley Los Angeles : 770 o , §;11568_
" Irvine ’ 786 s .. 1577
131 . . .

Riverside S 842 : ' o 1606

SOUTH~ONLY STAR NET —- 5 campuses

Central SwitCh Location : Mileage t MenthlyVCHarges
. Los Angeles : o 301 . | $ 741 .
. Irvine ‘ , o272 o 725
.Riverside S 325 - A 753
~ Santa Barbara o 540 o 865

NORTH-ONLY STAR NET -- 4 campuses

BerAkeley ’ : 1131. - R $ 506
San Francisco ' : 140 ' - - 511
Santa Cruz ‘ ' 235 : _ 560

DISTRIBUTED NETWORK
The topology with minimum line distance is% Dav1s~Berkeley San Francisco-
Santa Cruz-~Santa Barbara-Los Angeles-Irvine-San Diego-Riverside-Davis.

This configuration has 9 lines with a total distance of 1011 miles, and
line charges of $1840/month.




5. A PROPOSED NINE-CAMPUS NET-~COST AND PERFORMANCE

This section presents a proposed storeeand—forward message
switching netwotk, using the "star" topology. Costs of the net
are estimated, and the capacity of the net is calculated for
" both interactive and batch processing use. The costs of- the net
are then shown in terms of estimated cost—per—tefminal—hour (for
iﬁteractive use) and'cost—per—million~5its—of—data (for batch proe
“ceseing). Ihe costs of a circuit sw1tch1ng system similar to IDSS

are shown for comparlson.

- The network contlguratlon dfed 1n1t1ally is shown below.

A central switching computer is located at UCLA, while a local
message switching computer exists on each cambus, and is connected
to UCLA via a communication line. All communication lines are full

_duplex voice grade w1th C2 line condltlonlng, and operate at 4800

bltS per second.

vData Capacity of the Net o ‘ f:‘ "- SR 1";

'Fot tﬁe configoration ehown above the agoregate.data capac1ty
of the net is 4.5 times the capac1ty of each llne or_43,200.b1ts
pet second. ‘

This flgure represents the total amoudt of data that can pass
through the net under optlmum condltlons. However this is not all
usable——some of it is used by the message aw1tch1ng system 1tselF as
overhead, while the total net capacity cannot be fully utilized under
less than optlmom conditions of load distribution. " Finally, the
usable capacity of the net‘is not fully used all of the time, and ao
the costs must be based opon average use although the ret must have

sufficient capacity to handle periods of peak loading.
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. Overhead with Message Switching

With message switching, some part of each message nust contian addressing
information,.reduncancy to allow detection of errors, and miscellaneous
‘service bits. |

This overhead is greatest for interactive traffic. One reason for this
is that such traffic generally occurs in short bursts of about 20 characters
“in length. Another reason is that many tlme—sharlng systems operate in
"echoplex" mode, whererhcaracters are echoed by the timesharing CPU in
teal—time.’ This necessitates twc messages fer every character typed by the
user. .Fortunately, input accounts for only about 102 of the total interactive
data traffic, so one-character messages ate not too frequent. Also,many

‘ ‘ : ,
systems operate in non-echoplex mode, allowing a whole line to be saved up
vbefore transmission to the CPU. This can also be done with echonlex operation,
. but is difficult because of variations in echoing characteristics and input
termination characters With different operating systems.

For the purposes of the cost model, it will be assumed that 60% of the
net capacity is useful for interactiye traffic; while 40%'1s cpnsumed by
onerhead.r

_ Overhead for remote batch proce551no is less since tne bursts are much
longer, and in fact message - length is usually limited by the lack of buffer
storage. >For'the cost model, the 80% of the net capacity will'be assumed to

be useful for batch traffic..

Line Capacity Fragmentation

‘The calculation of basic capacity for the "star" net--where the capacity
is calculated at 4.5 times the capacity of each line--assumes that the use’
of the lines is evenly distributed among all the campuses. This is not nec-—
essarily the case,'however. Suppose, for example, that all the terminals

on the net wished to log onto a computer at Irvime. In this case the usable




capacity of the entire net would be limited by the capacity of the line from
the central‘switch to Irvine. This waste of capacity due to a less than
optimum distribution of load is called here fline capacity fragmentation”
In the cost model, 50% of the network capacity will be assumed to be unusable
due to this effect.
To reduce the effect ef'line capacity ffagmemtation, the central switch
should be locatea on the campus with the major source of traffic, since
lines frem a central switch op the same campus can be runvcheaply at very
high speed. For this reaeon, UCLA was picked for locating the cenfral switch
for a'single—star net. A double-star net with switching sites at UCLA and
_Berkeley would further reduce this effect and reduce line charges as well.
Line,capacity fragmentation can also be reduced when the net has
enough traffic to require mofe than one communication iineAbetween campuses,
sinee the number of lines.can.then be adjusted to compensate ﬁor long-term
averages of une&en load distribution.

Average Use of the Net

Cost figﬁfes for the net are based uponruse 60 hours per week, or about
260 hours per month. However, the full capac1ty of the net cannot be expected
‘to be used all of the time. The costs of the net should be based upon use
ef the net somethlng less than full-time, althouOh the net capac1tyAmust still
be great enough to handle periods of peak loading where the entire capacity
of the net is used. It will be assumed that the average use of the net is.
about 50/ of capac1pvv

Unlike circuit switching, a ﬁessage switching system has the ability to
degrade, allow1no more terminals to use the net that the actual rated capacpty

9

When this happens, the termlnals W1ll simply run at slower than their maximum

rated speed. This effect is not considered in the cost model, but is advan-

tageous because it can smooth over peak loading problems.




The "rated capacity” of a message switching net'willrbe defined here as
the maximum number of terminals that can be used simultaneously at their
full réted speed. It does not mean the number of terminals connected to
the net, since there is no limit to this.

Costs of the Net

The costs of the model net are now shown. Capital costs for the net
are estimated at $350,000, including an equipment cost of $280,000 and a
development cost of $70,000. Operating expénses for a minimal net include

line charges of $2011 monthly and $1000/month for hardwareAand software

maintenance.

. Equipment Costs

10 minicomputers with ASR 33 Teletypes and

8 X core _ 233,000
Synchronous line interface hardware : g 9,000
Asynchronous line interface hardware , . 14,400
Modems, 4800 bit per second synchronous © 64,000
Power supplies and misc., hardware existing 9,000
Interface equipment to CPUs - ‘ 50,000

' 280,000

‘Development costs

The costs below include of hardware and software for the central switch,
terminal interface hardware for the local nodes, and a basic software pack-

age for the local nodes that supports both interactive terminals and batch

processing.

Personnel Requirements.

Telecommunications Programmer 2 man-year $22,000
Development Engineer 1 man-year $10,000
Engineering aids 2 man-year $12,000
Drafting ' -1 man-year $ 6,000

: ' . $50,000
Administrative overhead, 407 . 20,000

$70,000
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Operating Expenses
Operating expenses include line charges and hardware and software

maintenance. Llne charges for a minimal single~star net are $2011/month

and malntenance is estimated at $1, OOO/month

Expanding the Net

The cost estimates presented earlier are based upen a minimal net;
with a single voice grade line connecting each campus with the central switch.
As the traffic on the net increases, more lines can be added; Estimates
‘of the useful capacity of the netvfor various line configurations are showh
‘, in the table below. |

It is assumed that the same number of lines will be run between each
campus and the central switch, although thls will probably not be the case
in a practlcal system due to.the varying trafflc requlrements of each campus.

The cost of each additional line is the increase.in line charges, plus

the cost of the line interfaces and modems at each end.

"ESTIMATED USABLE‘NETWORK CAPACITYV

‘ No}}of Lines : For InteractiVe Use | - For Batch Use
. bits/se¢  no. of TTYs no. of hs CRTs bits/sec
] E 6,480 360 e 8,640
2 | 12,90 720 128 17,280
& 25,920 1440 - 256 34,560
8 0 sieso 2880 512 69,120

(for a single star net with 4800 bit per second modems).

. Cost-Performance Curves

Using the model that has been described, the cost of the network to
the user was calculated. The curves presented include all costs of the

network, including equipment costs, development costs, line charges, and
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'operatiﬁg expenses. Capital costs are amortized over 60 months.
The model initially has a single line connecting each dampus. As the

load on the net becomes heavier, more lines are added to 1ncrease the cap-
acity of the net.

Figure 1 (on the next page) shows a cufve of per-terminal-hour costs
for an interactive-only network. Cests are shown for termlnals tﬁat operate
at four different speeds. The cost per termlnal—hour for a circuit switch-
ing system is alsoc showd. This cost ié siﬁilar to but no the same as the
IDSS sysfem. The detéils'of hdw this was calculated is covered in the next
section.’ |

Figure 2 shows a similérbcurve for fembst batéﬁ pfotessing.expreséed
in cost-per-million-bits-of-data. The cost of communicating with circuit

switchring is also shown, for transmission rates of 2400 and 4800 bits pér second

Cost of Circuit Switching

In calculating the cost of éircuit switching; a configurétion similar
vto'the IDSS system was used. The location of the central switch is Los
Angeles, héwever, for comparison With the éase of the message switching net.
Cost data for the circuit»switch itself is not available, and so the costs
'§hown are line charges énd>do not inclu&e the switch.

As in ﬁhe case of messége switchiﬁg, not ali_the iines iﬁ the system
are uséble under less that optimum conditions. This "line fragmentation"
results from an‘even.distribution of load; and ié especially serious with
circuit switching becaﬁse of the compatibility problem. We w1’1 assume that
50/ of the lines cannot be used at any glven time due to this problem. Cost
figures for circuit switching are, like the ones forimessage—switching,
based upon use GC hours per week. Also, it is assumed that average use is
cnly 50% of capacity. The cost-per-hour of a terminal connection between

two campuses, then, is about $7.30 per hour.
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FIGURE i

COST PER TERMINAL EOUR vs NUMBER OF INTERACTIVE TERMINALS
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second. (peak is 110 to 150 bits per second)
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COST PER MILLION BITS
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In the case of remote batch processing, we wish to fiéure the cost per
million bits. Since the cost deoends upon the speed at which data is sent
over the line, we w1ll figure two cases, at 2400 and 4800 bits per second.
The cost of modems is estimated at $2000 for 2400 b/s'and 4000 for 4800 b/s,
and is amortized over 60 months in the calculation. The typical remote
' batch terminal is assumed to have an average data rate of about 50% of
1ts peak rate. Then ‘the costs are $ 96 per megablt at 2400 b/s and
~$.54 per megablt at 4800 bits per second
These costs are blased ;n the direction to make cifcuit sﬁitohing less
' vexpensive than‘it really is, since the eost of the switchiis not‘iocluded ,. and

most remote batch use probably has an average data rate of less than 50%

of peak. Also, circuit switching man be more expensive if the remote batch

terminal is used less than 30 hours per week.
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6. DEVELOPING A PROTOTYPE NETWORK

" The detgils of the impiementation of a prototype network will now be
presented. This network is designed to serve the five soufhern tampuses
éf UC--Santa Barbara, Los Angeles, Riverside, Irvine, and San\Diego, with
a central switcﬁing node at I;vine.

The initial network--referred to as "Version 1"-- is intended
‘for interactive tefminal usernly. Remote batch processing.cah be done
with the iDSS circuit switching system.

Versioﬁ 1 is.designed to be as simple as possible, to speed develop—
ment, while still retaining the major advantages of message §witching.- No
‘hardware or softwére modifications are required to anve#iéting CPU in
order to allow terminals to log on from thé‘ﬁetwork. Terminals can be
dirgctly conﬁected to the local node computé;, or Datasets can be connected,
~allowing terﬁinals to dial ﬁpAvia the caméus telephoﬁe exchange.
| Terminals sﬁpportea with Version 1 will be model 33 and 37 Teletypes,
IBM 2741s, and Teletype—compétible CRTs that operate at speeds up‘to
-2400 bits per second, such as the CTC Datapoint 3300. This is é teﬁtative
lisﬁ, and a survey of the different campuses can better tell.which terminals
.are most necessary.

Intérfacing to the CPUs with the locél node compufers will be done
by the éimﬁle expedient‘of connecting to a port as if the node computer
) ﬁerg én ordinary hafdwired terminal.‘.

Figure 3 shows a diégyam of the prétotype net, while Figufes.é and 5
_ show the hardware configurations fpr é local node computer and a central

switching computer, respectively.
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Estimated Hardware Costs for a Prototype Network

The hardware costs here are for a central switching node. plus a node
combuter for each of the five southern campuses. Each campus node has one
synchronous communications channel (for commuﬁication with the central node),
and 8 asynchronous commuﬁications channels, which can conhect to terminals,
Datasets, and CPU ports. More lines can be added if desired in groups of 8.

Modems are included that run at 4800 bits per second, synchronously.

Cost of a local node for eachicampus:

1 Minicomputer, with 4K of core and ASR 33 Teletype $ 10,800
1 Synchronous communications channel ' - -500
1 Synchronous modem, 4800 bits per second ' 4,000
8 Asynchronous lines and scanner : 1,600

Power supplies, miscellaneous
hardware, connectors, rack panel I ' - 1,100
18,000

Cost of a central switching node:

1 Minicomputer, with 4K of core and ASR 33 Teletype $ 10,800
1 4K core memory module : ‘ 2,500
5 Synchronous communications channels ’ 2,500
3 Synchronous modems, 4800 bits per second , 12,000
Power supplies, hardware, connectors, rack panel 1,200
» ' 29,000

5 Local Nodes @ $18,000 $ 90,000

1 Central Node @ $29,000 29,000

Total hardware costs $119,000

Development Costs for Hardware and Software

Personnel Requirements

Telecommunications Programmer 1 man-year - $11,000
Development Engineer - 1/2 man-year 5,000
Engineering aids 1 man-year 6,000
Drafting v ’ ~ 1/2 man-year 3,000

o - $25,000
Administrative overhead (40%) B $10,000

$35,000
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A Development Plan‘

Acplan will now be proposed for the development of the 5~campus

prototype network.
Phase 1: General planning for the”network‘ie>done, and specifications
decided upon. Message formats are'specified and some of the software is
specified forAthe local node computers. A minicomputer isAselected,.the
design of the asynchronous and snychfonous‘communications equipment is
Vdone, and prototypes.are conetructed and tested.

Phase 2: During this period initial software ic written for Verelon 1.
Software for the central sw1tch1ng node is completed and a first Version
of software for the local node computers is written, allowing the net to
operate ‘with one type of terminal, a model 33 teletype. Meanwhile, copies
of thevasynchronous and synchronous communications‘equipment are being
constructed, and a central switching CPU and several local node CPUs are
configured. VInitiail&,.these nodes are connected together in the same
room, with some terminals, and the basic message switching software is
tested out. Ports from nearby computers (such as Irvine's Sigma 7 or
?DP—lO) afe connected to the net? and terminal users on the net can log
"onto these machines‘ At firet, only the simple message formatting and
switching software is wriften,’later erfor detections and retransmission.‘
software is nut into the system; |

Phase 3: After the network hae been tested'out locally on one campus, the
local nodes are moved to their respective sites, and the_communications
lines are connected, tcgether with the modems. When thlsAls.done the
network should work well, with the only restriction being the use of

model 33 teletypes only. The last part of this phase involves the completion
of software to allow othef terminals access to the net. Version 1 is now

fully implemented, and terminals on any campus can now lecg onto any computer

on any of the five other campuses.
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Figure 3. A PROTOTYPE NETWORK
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7. A CONCLUSION

This study has attempted to present the basic ways in which inter-
campus data communication can be done, and examine the ways in which scme
ways are better than others. Some of the more promising methods have been
explored in greatér detail than the rest, to the point of presenting a
development plan for implementation.

This section, then, is an attempt to answer the question, "what should
be done?".

The main questions confronting us are:

l; Shduld the data network be a circuit switching dr a message
switching system? |

2. If it is message switching, should the net be a star or a distribu-
ted net?

These questions must be answered for both interactive and remote batéh
érocessing. They also involve time--what is best now (or what can we afford)
and what should be done in the long run.

It is clear that message switching offers the only way to provide
interactive terminal access inexpensively enough to encourage ﬁassive
interactive resource—shaping among the campuses.

The question is whether circuit sWitching or message switching should
be used for remote batch processing., This decision is influenced by the
advantages of having a single system forAboth interactive and batch use.
(This would allow capital costs and the fixed line costs to be shared amdng
more usérs, lowering the cost to each user).

Rather than attempt to analyze‘the subject further, a brief ;ecomﬁenda—

tion will follow:




A message switching netwérk‘should be déveloped for both interacti§e
and batch processing. The type of network initially used should be a étar
net, With a message switching CPU on each of the nine campuses. )

A star net is recommended for initial development becauée it is
inexpensive and because the capacity and reliability will be adequate for
the next féwryears.

t is possible that the eventual network to be used will be a distri-
buted nét. This will depend ﬁpon the traffic patterns that deveiop, the
capacit& required in the future, whether or not the net‘is expanded to
includé the state coliéges and other users, and the fesults of the star
ﬁet's performance, especiélly with regard to reliability.

| if a star netvwere cdnvgrted to a distributed net, the local node
computer hardware and mg;h of the software could be utilized as termiﬁal
control CPUS.

To prepare forvfhis eventuality, interfaces between large CPUs and

local node computers should use an interface specification compatible with

the IMP interface.8
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