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Abstract

Multifactorial Investigation of Perovskite Solar Cell Degradation in Operation

by

Carlos Koladélé Biaou

Doctor of Philosophy in Engineering - Applied Science & Technology

University of California, Berkeley

Professor Vivek Subramanian, Co-chair

Professor Oscar Dubón, Jr., Co-chair

In 2009, Kojima et al. introduced a perovskite solar cell delivering 3.8% power conversion
efficiency (PCE). Then, in 2012, Henry Snaith’s group demonstrated a solution-processed
perovskite solar cell with a PCE of 10.9%. Ever since, a race for the highest PCE perovskite
solar cells has taken over the photovoltaic research community with the latest confirmed
maximum PCE, as of 2020, at 25.2%. However, to be realistically viable, perovskites need
to overcome their problem with long-term stability. Numerous studies, both theoretical and
experimental, have tackled the issue. Some involved looking solely at the effects of humidity,
temperature or oxygen on the active layer, whereas others focused on the effects of UV light
on the solar cell structure. These single factor studies provide invaluable insights on the
degradation of perovskites. Yet, a more holistic approach is needed to understand the effects
of salient primary factors along with confounding higher order factors on the degradation.
The design of experiment (DOE) methodology is uniquely suited for this endeavor. Few
studies have employed a multifactorial approach in perovskite investigations. In this work,
we seek to provide a mechanistic understanding of the degradation of perovskite solar cells
in operation by focusing on methylammonium lead triiodide (CH3NH3PbI3 or MAPbI3)
and tracking over time its crystallographic (XRD), optical (UV-Vis), and electrical (IV)
characteristics under various electric load and temperature conditions. Moreover, we also
record the evolution of electronic defects via Photo-Induced Current Transient Spectroscopy
(PICTS). Using these techniques, we found that two interaction factors (temperature × load
& temperature × time) were significant in the degradation of the perovskite cells studied,
which validates the importance of our holistic approach. Furthermore, we found that bands
of trap states, initially highly localized deep within the band gap of the perovskite, widened
over the exposure period and increasing temperature. We also found that the average trap
activation energy for each band of trap states became shallower over the degradation period.
These observations establish a mechanistic link between deep level traps and the evolution
of the current-voltage characteristics, crystallite size, microstrain, and optical absorption.
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Chapter 1

Introduction to Perovskite Solar Cells

1.1 Motivation

Our global energy access is not equitable. Today, 16% of the world’s population still
lacks access to electricity [1]. The situation in Africa is especially dire because roughly 600
million people living below the Sahara desert lack access to this commodity essential for fully
participating in the 21st century’s technology age. For the Africans with access to electricity,
its nature is unreliable. Constant power outages due to the demand vastly outweighing the
supply, especially in rural areas, are a hindrance to economic development [2]. Solar powered
mini-grids can greatly accelerate this expansion while providing a sustainable alternative to
the diesel-powered generators commonly used in Africa [3].

Our global energy diet is not sustainable. One of the latest Statistical Review of
World Energy by BP shows a rapid growth in energy demand and carbon emissions over the
past few years. Indeed, the global primary energy grew by 2.9% in 2018 — the fastest growth
seen since 2010. At the same time, carbon emissions from energy use grew by 2.0%, also
the fastest expansion for many years, with emissions increasing by around 0.6 gigatonnes.
That’s roughly equivalent to the carbon emissions associated with increasing the number of
passenger cars on the planet by a third [4]. The rise in energy consumption in 2018 appears
to be related to weather effects. In particular, there was an unusually large number of hot
and cold days across many of the world’s major demand centers (US, China and Russia),
with the increased demand for cooling and heating services helping to explain the strong
growth in energy consumption [5]. To a very large extent, the growth in carbon emissions
is simply a direct consequence of the increase in energy growth. Relative to the average of
the previous five years, growth in energy demand and carbon emissions were 1.5% and 1.4%
higher in 2018, respectively. This is worrisome, especially if the link between the growing
levels of carbon in the atmosphere and the types of weather patterns observed in 2018 was
not just correlational, but causal. Indeed, this would raise the possibility of a vicious cycle:
increasing levels of carbon leading to more extreme weather patterns, which in turn trigger
stronger growth in energy (and carbon emissions) as households and businesses seek to offset
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their effects. Thankfully, the rise in renewable energy last year helped curb the growth of
carbon emission with only 0.5% increase in 2019 [6]. Hence, there’s a dire need for an
aggressive adoption of solar and other renewable energies to sustain both the global energy
demand and the environment. Perovskites can reduce the adoption cost.

In this chapter, we will show the potential of perovskite solar cells. First, we will briefly
discuss the evolution of their study over the years by focusing on power conversion efficiency
milestones between 2009 and 2020. Second, we will present the general characteristics of
the perovskite material by focusing on its crystal structure and optoelectronic properties.
Third, we will describe the main fabrication techniques used for building the solar cells and
discuss their advantages and drawbacks. Fourth, we will discuss the usefulness of perovskite
in building tandem cells with silicon and its economic advantages. Finally, we will discuss
the main issues that prevent perovskites from currently achieving their market viability.

1.2 Brief History

1.2.1 2009

Perovskite solar cells started garnering the attention of the scientific community starting
with a report [7] from the Miyasaka Research Group from Toin University of Yokohama,
Japan. Approaching the problem from a dye-sensitized cell point of view, they were seeking
an alternative to two types of sensitizers:

• First, organic sensitizers because of their low absorption coefficients and narrow ab-
sorption bands often limiting their light harvesting ability and,

• Second, inorganic quantum dots such as CdS, CdSe, PbS, InP, and InAs because
of significant losses in light conversion and charge separation at the semiconductor-
sensitizer interface resulting in low quantum conversion and photovoltaic generation.

This led them to investigate organic-inorganic hybrid lead halide perovskite compounds
CH3NH3PbX3 (X = Br, I) as visible-light sensitizers in photoelectrochemical cells. These
compounds revealed themselves to be very attractive options for their unique optical [8],
electrical [9] and excitonic [10] properties. Indeed, CH3NH3PbI3 was shown to have an
optical absorption coefficient of ∼ 105 cm-1 at the absorption band edge, and a low exciton
biding energy of 37 meV, while CH3NH3PbBr3 exhibited a conductivity of 2x10-5 S/cm at
room temperature. With these appealing materials, they built a sandwich-type open cell by
combining the CH3NH3PbX3 with a mesoporous layer of TiO2 to form the photoelectrode
(anode) and using a Pt-coated FTO glass as the counter electrode (cathode) with insertion
of a 50 µm thick separator film. The gap between the electrodes was filled with an organic
electrolyte solution containing lithium halide and halogen as a redox couple. The results
were the first perovskite solar cells made with a PCE of 3.13% and 3.81% for CH3NH3PbBr3
and CH3NH3PbI3, respectively (See Figure 1.1 and Table 1.1).
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Figure 1.1: [Top] (a) Crystal structure of perovskite compounds. (b) SEM image of particles of
nanocrystalline CH3NH3PbBr3 deposited on the TiO2 surface. The arrow indicates a particle, and
the scale bar shows 10 nm. [Bottom] IV characteristics of perovskite under illumination [7].

Perovskite Type JSC (mA/cm2) VOC (V) FF PCE (%)
CH3NH3PbBr3 5.57 0.96 0.59 3.13
CH3NH3PbI3 11.0 0.61 0.57 3.81

Table 1.1: Photovoltaic characteristics of perovskite cells of effective area 0.24 cm2 [7].
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1.2.2 2012

A few years later, Miyasaka collaborated with Henry Snaith’s group at Oxford University
to improve the aforementioned cell design and further characterize its performance. This
collaboration [11] has put perovskite on the fast track to be the leading research topic in
the photovoltaic (PV) community with a reported PCE of 10.9% and a more compact ar-
chitecture than the one previously described. Working with a CH3NH3PbI2Cl structure,
chosen for its relative air stability, they observed that this absorber material has a 1.55
eV band gap and could generate more than 1.1 V of open-circuit photovoltage as a single
junction device. The cell was fabricated by sequentially spin-coating, on top of a fluorine
tin oxide (FTO) coated glass substrate, a compact layer of TiO2, a mesoporous oxide layer
(TiO2 or Al2O3) as the transparent n-type electron transport material or scaffold, the per-
ovskite absorber, and 2,2’,7,7’-tetrakis-(N,N-di-p-methoxyphenylamine)9,9’-spirobifluorene
(spiro-OMeTAD) as the transparent p-type hole conductor. A layer of silver was thermally
evaporated on top to serve as the anode, whereas the FTO was used as the cathode (See
Figure 1.3). The measured current-voltage characteristics, shown in Figure 1.2 and Table
1.2, revealed that switching the mesoporous TiO2 with Al2O3 resulted in higher VOC and
PCE. The paper posits that the photocarriers generated in the Al2O3-based cells remained
in the perovskite phase until collected at the compact TiO2 layer for electrons and must
hence be transported throughout the film thickness in the perovskite. As a consequence, it
was apparent that the perovskite layer could function as both absorber and n-type compo-
nent, transporting electronic charge out of the device. To probe its effectiveness at charge
transport, Lee et al. [11] performed small-perturbation transient photocurrent decay mea-
surements [12]. The cells were exposed to simulated sunlight and ”flashed” with a small
red light pulse; in such experiments, the decay rate of the transient photocurrent signal is
approximately proportional to the rate of charge transport out of the photoactive layer. As
shown in Figure 1.4, the charge collection in the Al2O3-based devices was faster than in
the TiO2 sensitized devices by a factor of more than 10, indicating faster electron diffusion
through the perovskite phase than through the n-type TiO2.

This study also garnered a lot of interest because this cell was fully solution-processable,
low-cost, and offered the promise of forming multi-junction cells with silicon down the road
due to its excellent visible to near-infrared absorptivity.

Mesoporous oxide layer JSC (mA/cm2) VOC (V) FF PCE (%)
TiO2 17.8 0.80 0.53 7.6

Al2O3 - Champion 17.8 0.98 0.63 10.9
Al2O3 - High VOC 15.4 1.13 0.45 7.8

Table 1.2: Photovoltaic characteristics of perovskite-based cells with various mesoporous oxide
layers and of effective area 0.09 cm2 [11].
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Figure 1.2: Current density-voltage characteristics under simulated AM1.5 100W/cm2 illumina-
tion for perovskite cells with various mesoporous layers [11].

Figure 1.3: [Left] Schematic representation of full device structure, where the mesoporous oxide
is either Al2O3 or anatase TiO2. [Right] Cross-sectional SEM image of a full device incorporating
mesoporous Al2O3 [11].
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Figure 1.4: Charge transport lifetime determined by small-perturbation transient photocurrent
decay of perovskite-sensitized TiO2 cells (black circles) and Al2O3 cells (red crosses), both with
lines to aid the eye. Inset shows normalized photocurrent transients for Al2O3 cells (red trace with
crosses every 7th point) and TiO2 cells (black trace with circles every 7th point), set to generate 5
mA/cm2 photocurrent from the background light bias [11].

1.2.3 2016

With the passage of a few more years, perovskites were known for their immense poten-
tial yet failure to last long under atmospheric conditions. Indeed, numerous formulations
of the ABX3 structure have been tested to improve the PCE and environmental stability.
MAPbI3 (1.56 eV) perovskites raised concerns with respect to their structural phase tran-
sition at 55oC [13], degradation upon contact with moisture, and thermal stability [14].
Mixed halide perovskites such as MAPbBrxI3-x raised the issue of light-induced trap-state
formation and halide segregation [15]. FAPbI3, though having a band gap of 1.43 eV [16],
which is closer to the single-junction optimum of ∼1.33 eV [17], lacks structural stability at
room temperature as it can crystallize either into a photoinactive, non-perovskite hexagonal
δ-phase (”yellow phase”) or a photoactive perovskite α-phase (”black phase”) [13, 18, 19],
which is sensitive to solvents or humidity [20]. CsPbBr3 exhibits excellent thermal stability
but does not have an ideal band gap for PVs (2.32 ± 0.02 eV) [21]. CsPbI3 has a better
band gap of 1.73 eV [22] and good emissive properties [23] but crystallizes in a photoin-
active, orthorhombic δ-phase (”yellow phase”) at room temperature, and the photoactive
perovskite phase (”black phase”) is only stable at temperatures above 300oC [22]. Conse-
quently, Grätzel’s group at École Polytechnique Fédérale de Lausanne (EPFL) published a
study in 2016 that addressed those issues [24]. They posited that the road to high efficiency
and stability perovskites will involve the use of mixed organic/inorganic cations (methy-
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Figure 1.5: Cross-sectional SEM of (a) Cs0M and (b) Cs5M devices [24].

lammonium (MA), formamidinium (FA), cesium (Cs)...) and mixed halides. They argued
that these types of formulations would exploit the benefits of the individual components
while reducing their drawbacks. Therefore, they investigated triple cation perovskites of
the generic form Csx(MA0.17FA0.83)(100-x)Pb(I0.83Br0.17)3, abbreviated CsxM for convenience,
where x is in percentage. The solar cell architecture used was a stack of glass/FTO/compact
TiO2/Li-doped mesoporous TiO2/perovskite/spiro-OMeTAD/gold (See Figure 1.5). All the
layers were sequentially spin-coated and annealed on top of the FTO glass substrate, except
for the gold layer, which was thermally evaporated. An optimum for efficiency, consistency
and stability was reached for x = 5%. Salida et. al [24] contend that the integration of
the smaller Cs on the MA/FA combination leads to a lowering of the effective Cs/MA/FA
cation radius in the new perovskite compound. This shifts the tolerance factor, an indicator
of the stability and distortion of a crystal structure [25], towards a cubic lattice structure
that matches the black perovskite phase. The photoactive black phase is thus entropically
stabilized at room temperature. The introduction of Cs has improved all the current-voltage
characteristics (See Figure 1.6 & Table 1.3) and stability of the illuminated perovskite cell
(See Figure 1.7). This study illustrates the salience of stability, reproducibility and process
control in the development of perovskite solar cells.

Perovskite n JSC (mA/cm2) VOC (mV) FF PCE (%)
Cs0M 40 21.06 ± 1.53 1121 ± 25 0.693 ± 0.028 16.37 ± 1.49
Cs5M 98 22.69 ± 0.75 1132 ± 25 0.748 ± 0.018 19.20 ± 0.91

Table 1.3: Summary of Figure 1.6.
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Figure 1.6: Statistics of CsxM devices as collected over 18 different batches [24].

Figure 1.7: JV and stability characteristics (a) current-voltage scans for the best performing
Cs5M device showing PCEs exceeding 21%. The inset shows the power output under maximum
power point (MPP) tracking for 60s, starting from forward bias. (b) Aging for 250 h of a high
performance Cs5M and Cs0M devices in a nitrogen atmosphere held at room temperature under
constant illumination and MPP tracking [24].
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1.2.4 2020

Nowadays, the state-of-the-art single junction perovskite solar cell has a certified efficiency
of 25.2% according to the National Renewable Energy Laboratory (NREL) [26]. This feat
has been achieved jointly by the Massachusetts Institute of Technology (MIT) and the Korea
Research Institute of Chemical Technology (KRICT). No further details are available at this
time about the record device, but this is reflective of the current era of secrecy surrounding
major breakthroughs in perovskite research. Companies such as Oxford PV and Swift Solar
are banking on making significant improvements in scalability and stability of perovskites
to create a marketable product. One can only speculate that the new record device employs
mixed cation and halides along with a high quality fabrication technique such as chemical
vapor deposition to reduce interfacial traps. Nonetheless, progress in this field that started
just a decade ago has been nothing but remarkable (See Figure 1.8). The PCE levels achieved
are on par with commercial silicon cells, and the last hurdles to clear are to scale the cell
size and reach long-term stability.
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Figure 1.8: Record cells over time as certified by NREL [26].

In the next section, we will discuss the general characteristics of perovskites that have
allowed for this steady improvement in power conversion efficiency over time.
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1.3 General Characteristics

1.3.1 Crystal Structure

The term perovskite merely refers to a large family of crystalline ceramics with the ABX3

crystal structure resembling that of calcium titanium oxide (CaTiO3), which was discovered
by German mineralogist Gustavus Rose and named after fellow Russian mineralogist Count
Lev Alekseyevich von Perovski [27]. The A site refers to a larger cation, B a smaller cation,
and X an anion bonding A and B together. This structure is based on a mixed fcc pack-
ing of three X anions and one A cation. This partitions the fcc array to yield a 12-fold
cuboctahedral coordination of the X anions about the larger A cation. The B cations are
octahedrally coordinated by the X anions. The structure is usually illustrated as an idealized
cubic structure but is more commonly tetragonal or orthorhombic because of tilting of the
octahedra or Jahn-Teller distortions. In Figure 1.9, the B cations occupy the body center,
the A cations occupy the cube vertices, and the X anions decorate the face centers. By
definition, many set of compounds could be used to form a perovskite. Henceforth, we will
focus on describing the characteristics of MAPbI3 as it is the compound of interest in this
work.

Poglitsch and Weber deduced the temperature dependent crystal structure of MAPbI3
from temperature dependent Guinier-Simon photographs of the powdered crystal [28]. The
results are summarized in Table 1.4. MAPbI3 forms a tetragonal structure at room temper-
ature (space group I4/m or I4/mcm). The transition to the cubic phase (Tc = 327.4 K)
is accomplished by a slight distortion of the PbI6 octahedra around the c axes. The MA+

cation cannot be fixed there, suggesting that its position might be an eightfold disordered
one. Lowering the temperature of the cubic phase causes the transition to a phase with
tetragonal symmetry. This first transition preserves the disordered character of the MA+

cation. The crystals formed have a strong tendency toward adopting the elongated rhombic
dodecahedron (rhombo-hexagonal dodecahedron) shape (See Figure 1.10) [13]. The second
transition from the tetragonal symmetry to an orthorhombic symmetry reduces the disor-
dering of the MA+ cation occupation. It gets a fixed position in the orthorhombic phase
of MAPbI3 (space group Pna21) [28]. MAPbI3 tends to remain stable in air for months
yet is affected by humidity and loses its crystalline luster after a couple of weeks. How-
ever, Stoumpos et al. affirm that this is only a surface effect since the bulk properties of
the material are retained [13]. Figure 1.11 shows simulated and experimental data of X-ray
diffraction (XRD) patterns for MAPbI3 crystals in the tetragonal β-phase. It shows that the
main peaks are at 2θ ≈ 14◦(110), 28.5◦(220), 31.5◦(210), 40.5◦(224), and 43◦(314).
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Figure 1.9: Perovskite crystal Structure of the form ABX3 [29].

Figure 1.10: Typical SEM of the crystal structure of MAPbI3 post-solution processing [13].
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Phase Temperature (K) Crystal System Space Group Lattice (pm) Volume (106 pm3)
α > 327.4 cubic Pm3m a = 632.85(4) 253.5

β 162.2-327.4 tetragonal I4/mcm a = 885.5(6) 992.6
c = 1265.9(8)

γ < 162.2 orthorhombic Pna21 a = 886.1(2) 959.5
b = 858.1(2)
c = 1262.0(3)

Table 1.4: Temperature dependent structural data of MAPbI3 [28].
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Figure 1.11: Typical XRD pattern of MAPbI3 crystals in the β-phase prepared via solution
processing (Adapted from [13, 30]).

1.3.2 Optoelectronics

Lin et al. sought to accurately determine the optical constants (refractive index n and
extinction coefficients k) for planar perovskites [31]. To achieve this, they used a combination
of spectroscopic ellipsometry, total transmittance, and near-normal incidence reflectance
measurements. This is a non-trivial exercise for dispersive materials like perovskites, yet the
constants were deduced by using an iterative self-consistency check employing an adapted
form of the Kramers-Kronig relationship. Figure 1.12 presents n and k for MAPbI3. Three
different spectral regions appear: λ < 500 nm with the very strong absorption characteristic
of PbI2, 500 nm < λ < 800 nm with moderate absorption (comparable with the absorption of
typical organic semiconductors), and λ > 800 nm with minimal absorption. It is noteworthy
that k, which is a dimensionless representation of the absorption coefficient, shows two
sharp edges with onsets at ∼ 500 nm (reminiscent of PbI2) and ∼ 750nm (the optical gap
of MAPbI3).
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Figure 1.12: Refractive index n and extinction coefficient k of MAPbI3 at RT [31].

Energy is generated by exciting an electron from the ground state unto an excited state
via the absorption of a photon. Such an excited state can be regarded as an electron and a
hole bound together by an electrostatic force. An electron-hole pair bound as described is
called an exciton. Having a low exciton binding energy relative to thermal energy (∼ 26 meV
at RT) in any photovoltaic material is extremely important because it eases the creation of
free electron-hole pair at room temperature thus maximizing the photocurrent generated.
Using magnetoabsorption spectra, Hirasawa et al. extracted the exciton binding energy of
MAPbI3 to be 37 meV [10]. Miyata et al. measure the value to be 16 meV in the low-
temperature orthorhombic phase using very high-field interband magnetoabsorption [32].
Moreover, other studies have shown that the diffusion length of free carriers in MAPbI3
are above 100 nm [33, 34] and above 1 µm for other perovskite formulations [33]. The low
exciton binding energies and long diffusion lengths are a few of the reasons why perovskites
are favorable materials for solar cells.

Figure 1.13 shows the electronic band structure of MAPbI3 as calculated from first prin-
ciples using the GW approximation [35]. It reveals a direct band gap of 1.57 eV, which is
in good agreement with experimental values determined at 4K to be 1.66 eV in the same
study. The authors claim the small difference between the calculated and measured values
of the band gap arise from the absence of electron-phonon interactions in the ab initio cal-
culations. Interestingly, the extracted band structure also reveals the presence of another
electronic transition with an onset energy of 1.95 eV, which could influence the shape of the
absorption onset for its proximity to the band edge.

Maintaining the general characteristics presented in this section are important in ensuring
the stability of perovskite solar cells. Indeed, any drastic change in ambient temperature
can result in a phase change of the perovskite, which can be deleterious to its photovoltaic
properties (See Table 1.4). This phase change can also affect its absorption properties and
even its band gap. Therefore, we track these properties in this study to gain a mechanistic
understanding of the degradation of perovskite solar cells in operation. In the next section,
we will discuss the fabrication techniques used to build the solar cells.
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Figure 1.13: First-principles calculations of the band structure of MAPbI3 calculated using the
GW approximation. The black arrowed line shows the direct band transition from the first valence
band (V1) to the first conduction band (C1) at 1.57 eV. The red arrowed line shows the transition
from the second valence band (V2) to C1 at 1.95 eV [35].

1.4 Fabrication Techniques

Several methods have been applied to the fabrication of perovskite solar cells. They include
spin coating [11], dip coating [36], 2-step interdiffusion [37], chemical vapor deposition [38],
spray pyrolysis [39], atomic layer deposition [40], ink-jet printing [41], gravure printing [42],
and thermal evaporation [29, 43]. We will highlight three and offer the trade-offs associated
with each.

1.4.1 Spin-Coating

The spin-coating process involves drop casting a given volume of perovskite precursor onto a
substrate and spinning it at high speeds to allow the centripetal force and the surface tension
of the precursor to create an even coverage. The substrate is then annealed to evaporate the
remaining solvent, promote crystallization, and form the absorber film. This technique is
widely used in the development phase of perovskites for its simplicity in achieving uniform
films. The disadvantage is that it is inherently a batch process and cannot be properly
scaled for industrial use due to limitations in area scaling, and costs associated with the
process. Lee et al. spun their CH3NH3PbI2Cl perovskite from a precursor solution in N,N -
dimethylformamide (DMF) [11]. The substrate was a semitransparent FTO-coated glass
with a compact layer of TiO2 that acted as anode. In between the perovskite and the
compact TiO2 layer was a porous oxide film (either TiO2 or Al2O3) fabricated from sol-gel



CHAPTER 1. INTRODUCTION TO PEROVSKITE SOLAR CELLS 15

processed sintered nanoparticles. The precursor solution was infiltrated into the porous oxide
mesostructure via spin-coating and was dried at 100oC, which enabled the perovskite to form
via self-assembly of the constituent ions. A dark coloration, characteristic of the photoactive
β-phase of perovskites, was observed only after annealing. With respect to the perovskite
coating process, many considerations went into effectively infiltrating the mesoporous layer.
If the concentration of the solution is low enough and the solubility of the cast material high
enough, the material will completely penetrate the pores as the solvent evaporates. Typically,
the material forms a ”wetting” layer upon the internal surface of the mesoporous film that
uniformly coats the pore walls throughout the thickness of the electrode. The degree of
”pore filling” can be controlled by varying the solution concentration. If the concentration
of the casting solution is high, then maximum pore filling occurs, and any ”excess” material
forms a ”capping layer” on top of the filled mesoporous oxide.

Li et al. used a conjugated polymer-assisted growth to form a perovskite-polymer layer
[44]. PbI2 and methylammonium iodide (MAI) were dissolved in dimethyl sulfoxide (DMSO)
: γ-butyrolactone. The perovskite solution was spun in a first spin step, then drops of
chlorobenzene with or without conjugated polymer was added during the second step to
accelerate crystallization. Figure 1.14 summarizes the spin coating process, Figure 1.15
shows the films’ morphology and Figure 1.16, the respective current-voltage characteristics.

Figure 1.14: Spin-coating process for fabricating perovskite films with an antisolvent [44].

Figure 1.15: SEM of (a) pristine, (b) with n-type polymer F-N220, (c) with p-type polymer PF-1
spin-coated perovskite films [44].
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Figure 1.16: Current-voltage curves of optimized spin-coated perovskite solar cells with and
without (a) N2200, F-N2200; (b) PF-0 and PF-1 measured under AM1.5 simulated sunlight. The
inset pictures show the PCE distribution based on corresponding 20 devices [44].

1.4.2 Vapor Deposition

A technique better suited to preparing layered multi-stack thin films over large areas is vapor
deposition. It is a mature technique used in the glazing industry, the liquid-crystal display
industry, the thin-film solar cell industry, etc. it can lead to full optimization of electronic
contacts at interfaces through multilayers with controlled levels of doping [45], as is done
in the crystalline silicon ’heterojunction with thin intrinsic layer’ solar cell [46], and in thin
film solar cells [47]. Charge-collection interfaces can be carefully tuned via vapor deposition,
and multi-junction architectures are simpler to achieve [48].

Liu et al. sought to understand and optimize the properties of the vapor deposited
perovskite absorber layer [29]. To that end, they deposited it via a dual-source evapora-
tion system with ceramic crucibles (organic light-emitting diode sources) in a nitrogen-filled
glove box. The vapor deposited perovskite devices were fabricated on FTO-coated glass. A
compact layer of TiO2 was spun on the FTO-coated glass with a mildly acidic solution of
titanium isopropoxide in ethanol prior to the deposition of the perovskite. The substrates
were placed in a holder above the sources containing the precursors with the TiO2-coated
FTO facing down towards the sources. The organic CH3NH3I and inorganic PbCl2 precur-
sor salts were placed in the sources. Once the pressure in the chamber was pumped down
below 10−5 mbar, the two sources were heated slightly above their desired deposition tem-
peratures for a few minutes to remove volatile impurities before simultaneously evaporating
the materials at a molar ratio of 4:1. The holder was rotated during evaporation to ensure
uniform coating (See Figure 1.17). The perovskite films were optimized for best device per-
formance by varying the deposition rates and periods for both sources in order to control
the stoichiometric composition of the perovskite. Once the deposition was completed, the
films were annealed in a nitrogen environment prior to spinning the hole transport material
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and evaporating the silver as the top contact to complete the device.
Once fabricated, the vapor deposited perovskites were compared to spin-coated ones.

Figure 1.18 summarizes the topological and cross-sectional comparison, whereas Figure 1.19
shows the current-voltage characteristics. The vapor deposited films are extremely uniform
with crystalline features on the length scale of hundreds of nanometers. In contrast, the
solution processed films appear to coat the substrate only partially, with crystalline ’platelets’
on the length scale of tens of micrometers. The cross-sectional images show that the vapor
deposited film is uniform with larger grains sizes while the solution processed one is smooth
but with peaks and valleys. The IV characteristics, further summarized in Table 1.5, show
a significantly improved performance from the vapor deposited devices as opposed to the
solution processed ones.

These results were harbingers for the commercialization of perovskites. Because vapor
deposition of perovskite layers is entirely compatible with conventional processing methods
for silicon wafer-based and thin-film solar cells, the infrastructure could already be in place
to scale up this technology [29].

Figure 1.17: Dual source thermal evaporation system for depositing the perovskites [29].
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Figure 1.18: SEM top views of (a) a vapor deposited perovskite film and (b) a solution-processed
film. Cross-sectional SEM of complete solar cells constructed from a vapor deposited perovskite
(c–high mag, e–low mag) and a solution processed one (d–high mag, f–low mag) [29].



CHAPTER 1. INTRODUCTION TO PEROVSKITE SOLAR CELLS 19

Figure 1.19: IV characteristics of champion cells for each technique measured under simulated
AM1.5 sunlight of 101 mA/cm2 irradiance (solid lines) and in the dark (dashed lines) [29].

Deposition Technique JSC (mA/cm2) VOC (V) FF PCE (%)
Vapor Deposited (Champion) 2.15 1.07 0.67 15.4
Vapor Deposited (avg±s.d.) 18.9±1.8 1.05±0.03 0.62±0.05 12.3±2.0

Solution Processed (Champion) 17.6 0.84 0.58 8.6

Table 1.5: Solar cell performance parameters from Figure 1.19. The averages and standard
deviations were extracted from a batch of 12 vapor deposited devices [29].

1.4.3 Gravure Printing

Gravure printing is uniquely suited for the manufacturing of perovskite solar cells because it
is a high throughput roll-to-roll technique. To print, the ink is dropcasted onto the patterned
roller to fill the recessed cells. As the roller spins, it draws excess ink onto the surface and into
the cells. Then, the doctor blade scrapes the roller before it makes contact with the substrate,
removing the excess ink from the non-printing areas and leaving the cells the right amount
of ink required. Next, the substrate gets sandwiched between the impression roller and the
engraved roller, which results in the ink transfer from the recessed cells to the substrate.
Once in contact with the substrate, the ink’s surface tension pulls the ink out of the cell and
transfers it to the substrate. The thin film newly formed is finally dried. Unlike spin coating,
gravure printing has no centrifugal force acting on the perovskite to accelerate its drying,
and the inclusion of an antisolvent treatment to promote crystallization would significantly
reduce the throughput. Using an airblade to direct the flow of a nitrogen gas in a wide
and thin stream over the deposited perovskite film will help spread it across the substrate,
accelerate drying, and promote supersaturation (See Figure 1.20) [42]. Optimizing the scan
speed of the substrate, the flow rate of the nitrogen gas, and the substrate temperature
during scan has shown promising results (See Figure 1.21).
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Figure 1.20: Schematic illustration of gravure printing perovskites using an airblade. (a) The ink
is gravure printed onto the substrate, (b) moved to a hotplate where an airblade with flowing N2

is scanned over the film, and (c) the film is moved to an annealing hotplate [42].

Figure 1.21: [Top] Heat map of PCE from gravure printed devices, dried via airblade under
different substrate temperatures (30, 70, 85oC), flow rate, and scan speed conditions. [Bottom]
JV characteristics of four drying method combinations [42].

1.4.4 Processing Environment

Uncontrolled processing environments with high humidities will result in poor film qual-
ity and useless photovoltaic activity. Some experiments [49] have shown that process-
ing MAPbX3 perovskites in air of relative humidity (RH) greater than 40% result in or-
ange/brown film coloration post-spin, then reverting back to a bright yellow upon annealing
and finally dark brown/grey post-heating. These are all signs of films with poor device per-
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formance. Raga et al. show that annealing perovskite films in air with 50% RH is comparable
with ones annealed in a dry nitrogen environment [50]. The current-voltage characteristics
of those devices are shown in Figure 1.22. Raga et al. believe that at 50% RH, annealing
will completely remove water from the film regardless of the environment. In general, studies
concur in the need of controlling the processing humidity [51, 52, 53].

Figure 1.22: Representative current-voltage curves for cells annealed at increasing temperature
in N2 and air with 50% RH [50].

1.5 Perovskite-Silicon Tandem Solar Cells

Several architectures exist for forming perovskite solar cells. Thus far, we have shown the
extensive work that has been done on raising the efficiency of single junction cells. Because
the field has consistently achieved fairly high efficiencies, tandem cells with silicon have
gained some steam with the ultimate commercialization in sight. Within the tandem world,
there are many pathways to the integration of perovskites with silicon. We will focus here
on a 2-terminal (2T) monolithic integration.

A monolithic architecture allows for having a compact, fully vertically integrated struc-
ture where current is collected at each electrode similarly to a single junction device. A suc-
cessful tandem device will exploit the optimal optical absorption regions for each photoactive
material in the structure. In the case of perovskites and silicon, the former is excellent at
absorbing light closer to the red region of the spectrum, whereas the latter is better closer to
the blue region. A detailed balance analysis [54] shows that crystalline silicon has a close to
optimum band gap for a bottom cell in a two-semiconductor tandem device while the band
gap of the perovskite top cell can be adjusted closer to the top cell optimum of 1.7 eV [55,
56]. Another criteria to consider in making a tandem cell is process compatibility. So far,
mostly silicon heterojunction (SHJ) bottom cells are used due to the well-passivated c-Si
wafer surface, which leads to high open circuit voltages [57]. Perovskites with the p-i-n top
cell architecture prevailed over n-i-p, for the temperature limitations of the SHJ cell (200oC)
prevented the use of high temperature processes such as the sintering of mesoporous TiO2

[58]. It was shown that by depositing a SnO2 buffer layer in the top contact via ALD, the
absorption losses were mitigated in the n-type top contact of the p-i-n top cell architecture
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[59]. Köhnen et al. pushed the envelope further by making more adjustments [60]. To
strike a balance between conductivity and transparency of the indium zinc oxide (IZO) top
electrode, the oxygen concentration was fine-tuned during sputtering. Then, a SnO2 buffer
layer was deposited via ALD to enable an effective electron-selective contact for the p-i-n
top cell. Finally, the thicknesses of the nc-SiOx:H, perovskite absorber, and IZO front elec-
trode were optimized for maximum output power. The cross-sectional SEM in Figure 1.24
shows the textured backside of the bottom cell, which is a rear-junction SHJ solar cell with
a planar front side. To improve light incoupling into the bottom cell, n-doped nc-SiOx:H
was used to create an electron-selective contact with proper refractive index interfacing with
a thin indium tin oxide (ITO) layer as recombination site to interconnect both sub-cells.
The perovskite top cell with p-i-n architecture is built in the following layer sequence with
light entering the top cell from the LiF side: ITO/PTAA/perovskite/C60/SnO2/IZO/LiF.
Poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amine] (PTAA) and C60 are the anode and cath-
ode, respectively. The perovskite absorber, Cs0.05(MA0.83FA0.17)0.95Pb(I0.83Br0.17)3, was spin-
coated using an antisolvent. SnO2, deposited via ALD, is a barrier and buffer layer to the
top contact as it prevents both moisture and oxygen penetration, both known to be dele-
terious to perovskites. A silver metal frame around the cell area was thermally evaporated
to form the busbar without grid fingers. Finally, thermally evaporated LiF serves as the
anti-reflective coating. The current-voltage characteristics in Figure 1.23 show a PCE of
26%. This is still shy of the detailed balance theoretical limit of ∼40% PCE [54], so there
is room for improvement. Reports by Oxford PV show that their tandem cell has reached a
certified 28% PCE, but no further detailed were made available [61].

Figure 1.23: [Left] J-V characteristics of the optimized tandem solar cell with the performance
metrics and a 5 min MPP-track. [Right] External quantum efficiency (EQE) and 1-reflectance
(1-R) spectra of the same device. The integrated current densities are 20.19 mA/cm2 and 19.27
mA/cm2 for the perovskite and silicon sub-cells, respectively. Additionally, the integrated loss
currents from parasitic absorption and 1-R are shown [60].
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Figure 1.24: [Top][Left] Colored cross-sectional SEM image of the top cell (upper panel) and
back side of the bottom cell (lower panel) of a typical monolithic tandem solar cell. The left side of
the top cell is recorded with an energy selective backscattered (ESB) detector, the right side with
an in-lens detector. Note that the scale bars in the top and bottom panels are different as indicated.
[Right] Schematic device layout of the tandem architecture. [Bottom] Top view schematic design
of the tandem solar cell [60].
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1.6 Economics

As we master perovskite technology, it is important to understand which factors matter in its
viability as a commercial product. We will focus on a key economic metric in the introduction
of new generation technology in the world of cleantech and examine how perovskite solar
cells fit in that paradigm. Additionally, we explore the market entry routes in Appendix B.

1.6.1 Levelized Cost of Electricity (LCOE)

The levelized cost of energy or electricity (LCOE) is a measure of the average net present
cost of electricity generation for a generating plant over its lifetime. As such, it calculates
the present value of the total cost of building and operating a power plant over an assumed
lifetime. The LCOE allows for the comparison of different technologies of unequal life spans,
project size, capital cost, risk, return, and capacities [62]. In short, it is an effective measure
of the net cost of a given generating technology and a tool to fairly compare it to others. A
simplified formula for LCOE is given by [63]:

LCOE =

∑n
t=1

It+Mt+Ft

(1+d)t∑n
t=1

Et

(1+d)t

It is the investment expenditures ($) in year t, Mt, the operations and maintenance (O&M)
expenditures ($) in year t, Ft, the financing expenditures ($) in year t, Et, the electricity
generated (kWh) in year t , d, the discount rate, and n, the lifetime of the system (years).
For a PV plant with a fixed solar array capacity, Et = P × S × (1− L)× (1− r)t, where P
is the rated power of the solar array, S is the annual solar isolation at the installed location,
L is a constant loss factor for the array due to shading, soiling, DC connection, and AC
conversion, and r is the system degradation rate [64]. The upfront investment for the initial
installation (I0) is the major cost component of a PV system. This initial cost includes
the PV modules, inverters, other balance-of-system (BOS) equipment (e.g. racking, wiring,
and tracking), installation labor, project overhead costs (e.g. permitting, environmental
studies, and designing), grid interconnection, land fees, and taxes. The O&M cost includes
an annual cost to maintain the normal operation of the system and the costs for repairing and
replacing broken modules and inverters. The financial cost includes project debt interest,
tax, insurance, incentives, and internal return of capital investment.

Li et al. performed a LCOE analysis on four different types of modules: traditional sili-
con cells, planar perovskite cells, silicon/perovskite tandem cells, and perovskite-perovskite
tandem cells (See Figure 1.25) [65]. Their findings, summarized in Figure 1.26, show that,
at equal lifetimes and efficiencies, any module containing perovskite is cheaper than the
traditional silicon module. Song et al. further emphasize that point by analyzing the manu-
facturing of a hypothetical single junction perovskite module (See Figure 1.27) in Wichita,
Kansas [64]. Figure 1.28 shows that for a ∼ 15 years lifetime, the LCOE of a module of PCE
> 10% would be lower than 10¢/kWh, the average price of electricity in the US in 2017.
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These projections show that with decent lifetimes and efficiencies, perovskite solar mod-
ules can be disruptive in the solar generation market. Because of its cheaper manufacturing
and materials cost, upstart businesses and industry staples have kept a keen eye on the
progress of perovskites.

Figure 1.25: Module A: Traditional silicon cell; Module B: Planar perovskite; Module C: Sili-
con/perovskite tandem; Module D: Perovskite/perovskite tandem [65].

Figure 1.26: LCOE sensitivity analysis as functions of module (A) lifetime and (B) efficiency.
The markers indicate the assumed conditions [65].
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Figure 1.27: Structure of a monolithically integrated perovskite solar module. P1, P2 & P3
represent laser scribing processes to separate the transparent electrode, perovskite absorber, and
metal contact, respectively, to form cells that can be integrated into a module [64].

Figure 1.28: LCOE for perovskite PV module with different module efficiencies and lifetimes.
The 6¢/kWh U.S. Sunshot goal [66] and 10¢/kWh average cost of electricity in the U.S. in 2017
are presented on the dotted curves [64].
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1.7 Issues

1.7.1 Scalability

The state-of-the-art PCE for perovskite stands as 25.2% [26]. However, Park and Zhu re-
mark in their review of scalability of perovskites that all record-efficiency devices have been
achieved using substrates with active areas as small as 0.1 cm2 [67]. For commercialization,
it is necessary for large-scale (> 800 cm2) modules to achieve such high PCEs. To date, most
modules have had smaller areas and are often termed submodules (200-800 cm2) or mini-
modules (< 200 cm2) [68]. A PCE of 17.25% was certified in 2018 for a minimodule (seven
series cells) manufactured by Microquanta with a designated illumination area of 17.277 cm2

[68]. A lower PCE of 11.6% was also reported in 2018 by Toshiba for a submodule (44 series
cells) with an area of 802 cm2 [68]. The VOC per cell was 1.07 V for both the minimodule
and submodule, whereas a large difference in the JSC per cell was found upon increasing the
size, decreasing from 20.66 mA/cm2 for the minimodule to 14.36 mA/cm2 for the submodule.
Increasing the JSC with the device size is, therefore, a challenge. To overcome it, techniques,
summarized in Table 1.6, need to be optimized to uniformly coat a large area with full cover-
age (no pinholes) and good crystallographic properties. An optimized blade coating process
was shown to produce a 57.2 cm2 module with PCE 14.6% [69]. Slot-die coating was used
to produce a 149.5 cm2 module with a PCE of 11.2% [70]. One of the most stable module
structures was screen-printed over a 49 cm2 area and achieving 10.4% PCE [71]. Beyond
solution processing, a fully vapor-based scalable deposition method has been developed for
preparing a 91.8 cm2 module with a PCE ∼ 10% [72]. These accomplishments in increasing
module efficiency and size are impressive, yet there is still room for improvement. Park and
Zhu project that perovskite module will reach a limit of ∼ 22% at the 1 m2 scale [67].

Method Material Largest Coating PCE (%) Refs
Area (cm2)

D-bar MAPbI3 20× 20 ∼ 17 [73]
Blade MAPbI3 6× 15 20.3 (14.8 for a [69]

57.8 cm2 module)
Slot Die MAPbI3 - ∼ 12 [74]
Spray MAPbI3 7.5× 7.5 16.4 [75]

Stamping MAPbI3 10× 10 20 [76]
FAPbI3 10× 10 18 [76]

Vacuum evaporation FAPbI3 8× 8 14.2 [77]

Table 1.6: Summary of coating technologies for large-area perovskite films. Unless otherwise
stated, the PCE values were measured for small-area cells using pieces of large-area coated per-
ovskite films [67].
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1.7.2 Toxicity

An important downside of perovskites in their current form is that they contain heavy met-
als – mainly lead. The PV community is very much aware of the toxicity issues associated
with the Pb content of highly performing perovskite solar cells and of the strain this im-
poses on the public perception and acceptance of the technology [78]. The development of
low-toxicity Pb-free materials is of course always preferred in the solar cell market if perfor-
mance is not too compromised. Ideal Pb-free candidates as solar cell absorbers should have
low toxicity, narrow direct band gaps, high optical-absorption coefficients, high mobilities,
low exciton-binding energies, long charge carrier lifetimes, and good stability. There are sev-
eral candidates, showcased in Figure 1.29 [79], that have attractive properties with Sn-based
perovskites attracting the most attention. Indeed, the representative methylammonium tin
iodide (MASnI3), formamidinium tin iodide (FASnI3), and cesium tin iodide (CsSnI3) have
direct band gaps of ∼ 1.20, ∼ 1.41, and ∼ 1.3 eV [13], respectively, which are narrower than
their Pb counterparts and closer to the detailed balance optimum [17]. After exposure to
atmospheric conditions, the Sn-based perovskites degrade to Sn4+ becoming SnO2, which is
more environmentally friendly than the Pb by-products. A cursory look at the fundamental
physical properties of Sn-based perovskites reveals a similarity to Pb-based ones [13], which
would suggest that, at least in principle, these materials should be able to match the effi-
ciencies of APbI3 structures. First reports in 2013 showed a PCE of ∼ 6% [80], whereas
the latest reports, as of 2019, exhibited a PCE of 9.6% [81]. The Sn-based devices usually
have high JSC’s (up to 25mA/cm2) because of their low band gaps, yet their average VOC is
∼ 0.5 V, which is much lower than the 1.1 V for Pb-based perovskites [80]. This is due to
the self-oxidization process transforming Sn2+ into Sn4+. The latter acts as a p-type dopant
in the structure resulting in too high of a carrier concentration and very high photocarrier
recombination.

Despite the metal content per square meter of solar panel being only a few hundred
milligrams, the potential occupational and non-occupational exposure associated with the
large-scale implementation of the Pb-based perovskites should be treated with caution. In-
deed, upon moderate exposure to external stimuli such as humidity, oxygen, elevated tem-
perature, or their combination, these perovskites tend to degrade into harmful compounds
carrying heavy metals, which may readily leach into the environment as a result of the struc-
tural failure of a photovoltaic module [84]. Until a non-toxic and high performing perovskite
compound is found and optimized, the safe deployment of this technology relies entirely on
adopting precautionary measures against contamination at each stage of the device’s life,
from fabrication to disposal/recycling [85].
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Figure 1.29: [Top] Record efficiencies of representative solar cells using Pb, Sn, Ge, Sb, and
Bi-based perovskites [80, 81, 82, 83]. [Bottom] Band gaps of perovskites as potential solar cell
materials. Suitable materials should have direct band gaps between 1.1 and 2.0 eV [79].
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Figure 1.30 summarizes the risks associated to and controls for the processing of per-
ovskite solar module over their lifetime with a focus on the fabrication, use and decommis-
sioning portions given that the raw material extraction and synthesis of starting products
follow well-established procedures [85]. In essence, it shows that the use of proper per-
sonal protective equipment (PPE) during fabrication and decommissioning minimizes the
occupational hazards. It also shows that proper encapsulation with 100% reliability in the
containment of degradation products from modules that lose their structural integrity during
their useful life will ensure a safe deployment of perovskite solar modules.

Figure 1.30: Concise schematic of the life cycle of perovskite solar cells, indicating the most
important hazards (red) and strategies for their control (green). Safety protocols for phases one
and two have already been established and are not described here [85].
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1.7.3 Stability

The major remaining problem with perovskite solar cells is their instability under normal
operating conditions, which is hampering their marketability [86, 87]. The economic analysis
in Section 1.6 shows that we must guarantee high efficiency perovskites beyond 15 years at
least, ideally between 20-25 years. The gold standard industrial test stipulates that solar
devices should drop no more than 10% in PCE under a damp heat test (85oC, 85% RH) for
1000 h [88]. Perovskite solar cells are on their way to that milestone but not quite there yet.
The sources of degradation (See Figure 1.31) are manifold but can be summarized in six
categories: intrinsic properties, moisture, temperature, electric field, oxygen, and UV light
[89]. MAPbI3 is unstable because of the relative volatility of MAI, which evolves out of the
film while heated, which is only exacerbated in contact with moisture and atmospheric air [13,
84]. FAPbI3 perovskites have a narrower band gap than MAPbI3 and show better thermal
stability [18], but are structurally unstable because of the large size of the FA+ cation. The
trend has thus been towards mixed cations to improve both the thermal and structural
stability of the perovskite. Table 1.7 recapitulates the performance of degrading perovskites
in the literature. Unfortunately, few high efficiency cells have passed the aforementioned
damp heat test [90]. Because the issues of degradation and stability is central to this work,
we will take a deeper dive on the state of perovskite degradation research in the next chapter.

Figure 1.31: Summary of the degradation factors of perovskite solar cells [89].
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1.8 Thesis Organization

This thesis uses a multivariate approach to the study of perovskite solar cell degradation to
uncover relevant interaction factors and provide a mechanistic understanding of the under-
lying processes. This work seeks to fill a gap in knowledge that single factor studies alone
cannot do by using the design of experiment (DOE) methodology. It provides a structured
framework for varying multiple inputs to gain insights on their impact on the measured re-
sponses. The significance of factors and their interactions is revealed by a p-test, and the
correlation between multiple responses can also be extracted. We use the DOE approach
here to understand the connections between deep level traps and electrical, crystallographic,
and optical characteristics.

In Chapter 2, we will survey the literature on perovskite solar cell degradation by first
focusing on single factor studies, then multifactorial studies. When discussing single factor
studies, we will explain the effects of four extrinsic factors (moisture, temperature, UV light,
and oxygen) on perovskites and describe means to prevent them individually. The multi-
factorial studies discussion will be on the two published works known to date on perovskite
degradation. The first studied the impact of operating conditions on the PCE, whereas
the second screened intrinsic and extrinsic factors to optimize the device architecture for
stability.

In Chapter 3, we will detail the DOE theory and methodology. We will describe its basic
guidelines and explain the principles behind a factorial design. Then, we will explain how we
employed that methodology to our work in the selection of factors to vary and the relevance
of the responses tracked. We also present and discuss the results of the DOE in uncovering
the relevance of interaction factors.

In Chapter 4, we will discuss how to track deep level trap in degrading perovskites.
We will first describe their kinetics before describing how to measure them using various
techniques including photo-induced conductivity transient spectroscopy (PICTS). We will
also describe the evolution of deep level traps in our study and their nature.

In Chapter 5, we will engage in an informed analysis of the correlation between deep level
traps and the electrical, crystallographic, and optical characteristics of the perovskites. We
will provide a mechanistic explanation highlighting the underlying processes behind these
connections.

Finally, in Chapter 6, we will summarize our findings by first highlighting the significant
higher order interaction we’ve uncovered. Then, we will re-emphasize the importance of
controlling deep level traps and pinning them deep within the band gap to improve the
stability of the cells. Finally, we will provide new avenues to explore with this type of
multifactorial framework.
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Chapter 2

Survey of Degradation Studies

Extensive work is currently underway to solve the long-term stability problem for perovskite
solar cells, their most pressing issue. As highlighted in Section 1.7.3, previous studies have
allowed us to identify six principal degradation factors and their effects on the device. Sub-
sequent studies have usually isolated and solved each of those problems individually by
engineering new perovskites and/or encapsulating the whole device. Few studies treat the
problem holistically. Henceforth, systematic investigations are sine qua non as they allow
for an understanding of the interactions between degradation factors and trade-offs in the
performance of the perovskite photovoltaics. In this chapter, we a fortiori seek to review two
general categories of works: single factor studies, which focus on studying the effects of a
unique extrinsic degradation factor at a time, and multifactorial studies, ones that use a
systematic approach in analyzing multivariate degradation factors.

2.1 Single Factor Studies

2.1.1 Moisture

One of the main degradation pathways of perovskites is moisture induced. Indeed, it is a
chemical process in which water is a catalyst to hydrolyze the perovskite due to its polar
nature. The main by-products are PbI2, CH3NH2I, and HI [89, 98, 99]. The decomposition
reactions are described as follows:

CH3NH3PbI3(s)
H2O←−→ PbI2(s) + CH3NH3I(aq) (2.1)

CH3NH3I(aq)←→ CH3NH2(aq) +HI(aq) (2.2)

4HI(aq) +O2(g)←→ 2I2(s) + 2H2O(l) (2.3)

2HI(aq)
hν←→ H2(g) + I2(s) (2.4)
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Figure 2.1: (a) UV-Vis absorption spectra of TiO2/MAPbI3 film before and after moisture degra-
dation. (b) XRD patterns of TiO2/MAPbI3 films before and after moisture degradation [98].

It should be noted that oxygen and UV radiation are required for reactions 2.3 and 2.4. In
fact, reaction 2.3 shows the degradation of HI via a redox reaction in the presence of oxygen,
whereas reaction 2.4 highlights the decomposition of HI into H2 and I2 under UV radiation
via a photochemical reaction. The consumption of HI, according to reactions 2.3 and 2.4,
drives the degradation process forward. Because of the oxygen and moisture sensitivity
of perovskites, most researchers elect to proceed with the fabrication process in an inert
glove box. However, once assembled, MAPbI3 solar cells brought to atmospheric conditions
reportedly start to decompose at 55% RH, which is observable by a change in coloration
from dark brown to bright yellow [100]. The passivation layer thus created inhibits the
generation and transport of photocarriers, which reduces the ultimate PCE. The absorption
of TiO2/MAPbI3 films between 530 nm and 800 nm greatly decreases after exposure to air at
35oC and 60% RH for 18h (See Figure 2.1a) [101]. XRD spectra of the same films reveal that
the original peaks of MAPbI3 all disappear post-exposure to moisture (See Figure 2.1b). The
new peaks located at 34.3o, 39.5o, and 52.4o after degradation are attributed to the (102),
(110), and (004) planes of hexagonal 2H polytype PbI2, and another new peak at 38.7o is
assigned to the (201) plane of orthorhombic I2.

Frost et al. proposed a similar degradation pathway as the one described in reactions 2.1-
2.4 for the decomposition of MAPbI3 in presence of water from a simple acid-base reaction
[99]. In Figure 2.2, a single water molecule (a) — a Lewis base — combines with MAPbI3
and removes one proton from ammonium, leading to the formation of the intermediates
[(CH3NH3

+)n-1(CH3NH2)PbI3][H3O
+]. Then, the intermediates can decompose into HI (b),

CH3NH2 (c), and finally into PbI2 (d) by phase changes of hydrogen iodide (soluble in water)
and methylammonium (volatile and soluble in water).

To improve the moisture stability, Noh et al. studied unencapsulated MAPb(I1− xBrx)3
hybrid solar cells under ambient conditions with controlled humidity along the storage period
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(See Figure 2.3) [100]. They found that all mixed halide perovskites were relatively stable
during the first few days of the study at 35% RH. However, after a single day of exposure
at 55% RH, the cells were stored back in a 35% RH environment, and their PCEs were re-
measured. The subsequent measurements revealed that low Br-content perovskites degraded
sharply, whereas the higher Br-content perovskites remained stable. They suggested that
the substitution of larger I atoms with smaller Br atoms lead to the increase of the binding
force between the organic and inorganic constituents, the decrease of the effective lattice
constant, and the transition to a more compact and stable cubic phase.

Figure 2.2: Possible decomposition pathway of perovskites in the presence of water [99].

Figure 2.3: Stability of the PCE of MAPb(I1− xBrx)3 with storage period in air, at room temper-
ature, and without encapsulation. The humidity was maintained at 35% RH except for the fourth
day when the cells were exposed to 55% RH [100].
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2.1.2 Temperature

MAPbI3 is highly sensitive to heat, as successive phase transitions occur from the lower
temperature (T < 162.2 K) orthorhombic phase to the higher temperature (T > 327.4 K)
ideal cubic phase, via the intermediate temperature (162.2-327.4 K) tetragonal phase [28].
Upon further temperature increase, the perovskite decomposes into the volatile CH3NH2 and
HI compounds following this degradation reaction [89]:

CH3NH3PbI3(s)
Heat↑−−−→ PbI2(s) + CH3NH2(g) +HI(g) (2.5)

Conings et al. sought to understand how temperature affects MAPbI3 [84]. Hence, they
spin-coated and annealed perovskite onto a glass/ITO/TiO2 substrate, then degraded it for
24h at 85oC under three conditions: pure dry N2, pure dry O2, and ambient atmospheric air at
50% RH. The XRDs of each sample revealed the formation of PbI2 and I2 in only the MAPbI3
degraded under ambient conditions (See Figure 2.5a). UV-Vis measurements also revealed
that MAPbI3 degraded in ambient conditions had the most significant loss in absorption (See
Figure 2.5b). However, steady-state photoluminescence, measured at grazing incidence, thus
more surface sensitive, showed a much reduced band gap luminescence, together with the
emergence of a peak at 510 nm that signals the presence of PbI2 (See Figure 2.5c). AFM and
conductive AFM (c-AFM) topographs directly matched the presence of grains of PbI2 and I2
to a reduction in cross-sectional current, which magnitude was such that IN2 > IO2 > Iambient
(See Figure 2.4). This shows that temperature degradation of perovskites is a process that
starts at the surface before penetrating the bulk of the material and transforming it into
its degradation by-products. The IV characteristics in Figure 2.6 show the detrimentality
of high temperatures to the PCE of perovskites, dropping from ∼ 11% for pristine cells to
∼ 3% in ones degraded in ambient atmospheric air at 50% RH.

Figure 2.4: (Top Row) AFM and (Bottom Row) c-AFM images at V= 0.5 V of perovskite
films subjected to 85oC for 24h in indicated atmospheres. The percentages on the c-AFM represent
the fraction of the depicted area contributing to the measured current [84].
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Figure 2.5: (a) XRD of ITO/TiO2/perovskite samples that were subjected to 85oC for 24h
in different atmospheres; Corresponding (b) absorption and (c) steady-state photoluminescence
spectra (inset focuses on the wavelength range where PbI2 is expected) [84].

Figure 2.6: IV characteristics of solar cells prepared with perovskite layers that were subjected
to a temperature of 85oC for 24h in different atmospheres. The error bars reflect the standard
deviation for a batch of four solar cells [84].
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Figure 2.7: (A) J-V characteristics of the RbCsMAFA-based solar cell. The inset shows the scan
rate-independent MPP tracking for 60 s. (B) J-V curve of the highest-VOC device. The inset shows
the VOC over 120 s. (C) EQE electroluminescence (EL) as a function of voltage. The left inset
shows the corresponding EL spectrum over wavelength. The right inset shows a perovskite solar
cell. (D) Thermal stability test of a perovskite solar cell [102].

To improve the thermal stability, a focus has been on changing the A cation from the
ABX3 formulation of perovskites. Section 1.2.3 contains a discussion of cation selection.
Saliba et al. proposed embedding the small and oxidation-stable rubidium cation Rb+ into
a ”cation cascade” [102]. The RbCsMAFA mixture proved itself to have a combination
of excellent electrical (PCE∼ 22 %, VOC∼ 1.1 V) and optical properties (nonradiative re-
combination losses > 1% at JSC) as shown in Figure 2.7A-C. That cell was subsequently
aged for 500 hours at 85oC under continous illumination with full intensity and maximum
power point (MPP) tracking in a nitrogen atmosphere. The device retained 95% of its initial
performance under those conditions (See Figure 2.7D).

2.1.3 UV Light

Perovskite solar cells are affected by UV light induced degradation especially at the junction
between the electron transport layer (ETL) and the photoactive perovskite layer. TiO2 is
the material of choice for the ETL because of its high transparency and excellent electron
transport properties. However, holes photogenerated in TiO2 upon exposure to UV light
react with the oxygen adsorbed at surface vacancies thereby acting as deep traps, leading to
recombination [89]. This effect is especially pronounced in cells encapsulated from moisture
and oxygen ingression [103]. Figure 2.8 shows this effect by comparing the degradation of
variously encapsulated MAPbI3 perovskite solar cells with TiO2 ETL under 100 mW/cm2
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Figure 2.8: Evolution of the normalized solar cell performance parameters over 5h of AM1.5
100mW/cm2 solar illumination for various encapsulation conditions [103].

simulated irradiance at 40oC. The possible decomposition reaction at the TiO2/MAPbI3
interface may be as [104]:

2I− ←→ I2(s) + 2e− (2.6)

3CH3NH
+
3 ←→ 3CH3NH2(g) + 3H+ (2.7)

I− + I2(s) + 3H+ + 2e− ←→ 3HI(g) (2.8)

When UV light shines on the perovskite solar cells, TiO2 gets excited and can extract
electrons from I-, resulting in I2, which deconstructs the perovskite crystal (reaction 2.6).
The electron extracted by the TiO2 can return to its surface and allow reactions 2.7 and 2.8
to occur while emitting HI and CH3NH2. The loss of H+ tends to shift reaction 2.8 to the
right. To effectively prevent this degradation, Ito et al. deposited a Sb2S3 passivation layer
between the TiO2 and the perovskite layers [104].
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2.1.4 Oxygen

The oxygen present in air is enough to turn MAPbI3 perovskite from its pristine dark brown
coloration to the photo-inactive bright yellow phase in just a few hours. Indeed, once the
solar cell is exposed to air, oxygen molecules diffuse into the perovskite layer and get trapped
into the iodine vacancies. Photogenerated electrons ionize the oxygen and produce highly
reactive superoxide species. The latter attack the sample and extract H+ from the photo-
excited perovskite layer leading to the formation of PbI2, H2O, CH3NH2, and I2. This efficient
decomposition process of the perovskite layer is summarized in Figure 2.9 [105]. Aristidou
et al. sought to improve the stability of the MAPbI3 solar cell by inhibiting the superoxide
formation at the iodide vacancies by defect passivation. Their investigation revealed that
spin coating a solution of methylammonium iodide (MAI) onto the MAPbI3 perovskite films
filled the vacant iodide sites and extended the device’s stability (See Figure 2.10) [105].

Figure 2.9: Schematic representation of the reaction steps of O2 with MAPbI3. (a) Oxygen
diffusion and incorporation into the lattice, (b) photoexcitation of MAPbI3 to create electrons and
holes (c) superoxide formation from O2, and (d) reaction and degradation into layered PbI2, H2O,
I2 and CH3NH2 [105].

Figure 2.10: Normalized PCE loss for MAPbI3 with/without a 10 mM treatment of MAI [105].
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2.2 Multifactorial Studies

2.2.1 Systematic Analysis of the Operating Conditions’ Impact
on PCE

Understanding how primary extrinsic factors affect perovskite solar cells is an important step
towards making them a viable product. Of greater value is the systematic understanding
of their stability under operation, for it paints a realistic picture of the impact of multiple
primary factors considered holistically. In 2018, Domanski et al. were the first to perform
such an investigation and initiated a discussion on how to age perovskite solar cells and
facilitate the development of consensus stability measurement protocols [106]. Their work
focused on using state-of-the-art devices with a FTO/cp-TiO2/mp-TiO2/perovskite/Spiro-
OMeTAD/Au architecture, where the perovskite is a Cs-containing ’triple cation.’ All de-
vices were used as fabricated and without any form of encapsulation. They started by com-
paring the illumination sources typically used in testing perovskite cells: UV-containing Xe
light and UV-free white LED both calibrated to 1 sun power. Upon analysis, the degradation
under either source was statistically indistinguishable, as the effect of UV light appeared to
not be catastrophic for the degradation of the cells under inert conditions (See Figure 2.11).
Consequently, they suggest using white LEDs to deconvolve the effects of UV. When focusing
on atmospheric conditions, they show that illuminated cells exposed to oxygen and humid-
ity sharply degrade unlike cells tested in inert nitrogen (See Figure 2.12). This observation
shows that storage in dark, dry and inert conditions preserves the state of the cell, which is
useful and practical information for experimentalists processing many cells.

Figure 2.11: The effect of UV light on the stability of perovskites. Comparison of ageing 8 cells
under an unfiltered Xe source and 13 under a UV-free white LED lamp. The values are normalized
to the initial ones. The solid lines represent averages, while the shaded areas represent the standard
deviations. The broken lines are guides to the eye [106].
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Figure 2.12: The effect of O2 and H2O on the stability of illuminated perovskites. Eight devices
were aged under 5% and 100% RH air, six under 0% RH air, and thirteen under N2. The values are
normalized to the initial ones. The solid lines represent averages, while the shaded areas represent
the standard deviations [106].

Domanski et al. also considered the effects of temperature on illuminated devices. They
showed that lower temperature devices (-10oC to 20oC) exhibited an initial exponential decay
in PCE followed by a slower linear decay that allowed the devices to remain operational.
On the other hand, a cell maintained at higher temperature (65oC) degraded quickly and
lost more than 80% of its initial PCE halfway through the degradation period. Temperature
cycling between -10oC and 65oC performed on similar cells showed a slower degradation
rate than at 65oC. This means that temperature shocks are not as deleterious as extended
exposure to high temperatures (See Figure 2.13).

Figure 2.13: The effect of temperature on ageing. (a) The effects of temperature and temperature
cycling (80 cycles) on the stability of illuminated perovskite solar cells. (b) A close-up of the trace
of the temperature-cycled device [106].
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To evaluate the role of electrical load on the degradation of perovskite solar cells, Do-
manski et al. aged a number of devices at open-circuit, short-circuit and maximum power
point (MPP) conditions. They found that MPP tracking lead to a significantly slower decay
than under open-circuit conditions (See Figure 2.14). At VOC, the photogenerated carriers
that are not extracted are possibly a source of degradation by accumulating radicals in the
perovskite [107]. These results are important because they show that ageing without a load
is very conservative and can be used as a worst case scenario, whereas the MPP tracking is
a more realistic degradation scheme and can be used as a best case scenario for projections.

Figure 2.14: The effect of electrical load on PCE stability. The devices were held at the MPP,
VOC or JSC during ageing period. The values are normalized to the initial ones. The solid lines
represent averages, while the shaded areas represent the standard deviations. After 250h of ageing
under illumination, the devices were stored in the dark for 24h before being re-measured [106].

Solar cells naturally undergo light cycling with the alternation of day and night, clear
and cloudy skies, winter and summer. Figure 2.14 shows that storage in the dark for 24h
helps recover some of the loss PCE after extended exposure to the elements. The effect on
stability was more thoroughly evaluated by performing 23 light cycles and comparing the
loss PCE to a cell under continuous illumination. No detrimental effect due to light cycling
was observed (See Figure 2.15). The migration of cations is believed to induce this reversion
in performance losses [108].

Figure 2.15: The effect of light cycling on ageing. One device was exposed to light continuously,
while the other one was cycled with 6h light, 6h dark [106].
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2.2.2 Screening Intrinsic and Extrinsic Factors

In 2019, Tyagi et al. examined 9 intrinsic and extrinsic degradation factors summarized in
Table 2.1 [109]. Using the design of experiment (DOE) method, they undertook a multivari-
ate analysis of perovskite solar cells’ stability following the Plackett-Burman (PB) technique
(more details on the DOE methodology will be provided in Chapter 3 as it is central to this
work). This design allowed them to extract significant results from performing only 12 exper-
iments as opposed to 512 that a full factorial run would require from a two-level design with
9 factors. Using transmission mode data of absorption measurements as the response for this
screening experiment, they ranked the degradation factors by level of salience for two test
cases: Time taken to reach 80% (T80%) of the original value (absorption of the perovskite
layer) and 50% of the initial value (T50%). In this case, T80% is used as a proxy for the
initial exponential decay, and T50%, for the slow linear degradation (See Figures 2.11-2.15).
The rankings, shown in Figure 2.16, reveal that all but the halide choice, hole transport
material (HTL), and UV were significant degradation factors for T80%, whereas all but the
fabrication steps and electron transport layer (ETL) were significant for T50%. Using these
results, Tyagi et al. built two devices representative of the best (Device A) and worst (Device
B) architectures for long-term stability. Device A (NiOx/MAPbBr2I/PC70BM/LiF/Ag) and
Device B (PEDOT:PSS/MAPbI3/PC70BM/Ag) are compared in Figure 2.17 and confirm
the results of the PB screening experiment.

O2 Humidity UV Filter T Halide HTL ETL Fabrication Step Thickness
L 0% < 5% w/ 45oC MAPbI3 PEDOT:PSS w/o LiF one-step 500 nm
H 20% 80% w/o 65oC MAPbBr2I NiOx w/ LiF two-step 280 nm

Table 2.1: Factors and levels used in the PB screening design [109].

Figure 2.16: The absolute difference between the highest and lowest fitted means (|∆FM|) showing
the significance of factors for (a) T80% and (b) T50% values. A positive effect indicates that the
’L’ level is preferred for higher stability [109].
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Figure 2.17: Normalized PCE as a function of time for Device A (black) and Device B (red)
measured by (a) ISOS-D1 (stored in the dark and ambient temperature) and (b) ISOS-L2 (under
continuous light exposure at 65oC) [109].

2.3 Summary

These multifactorial studies show the usefulness of a holistic approach to the investigation
of degradation in perovskite solar cells. Indeed, they allow the ranking of various degra-
dation factors by relevance and the significance of their confluence. Domanski et. al used
the multifactorial approach to open a discussion in the perovskite solar cell community on
how to appropriately carry out stability studies by using the most appropriate illumination,
atmosphere, humidity, temperature, and electric load condition [106]. Tyagi et al. used DOE
to optimize their device architecture for stability [109]. Moving forward, we use the multi-
factorial approach to uncover degradation mechanisms as they relate to deep level traps. We
will discuss in detail the DOE methodology in the next chapter.
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Chapter 3

Multifactorial Methodology with the
Design of Experiments (DOE)

Observing a system is an integral part of understanding its inner workings. However, to fully
grasp its dynamics, it is imperative to monitor its responses while methodically varying its
inputs. Perovskite solar cells are no different, for they function as a system with tunable
inputs and measurable outputs. The design of experiments (DOE) approach is well-suited
at examining this type of multifactorial system. Hence, we will discuss in this chapter the
principles of DOE in both the design and analysis of experiments and detail its application
in the methodology of this work.

3.1 DOE Basic Guidelines

To use this statistical approach in designing and analyzing an experiment, it is important
to have a clear vision of the problem to be studied, a method for data collection, and at
least a qualitative understanding of the analysis. Table 3.1 summarizes the recommended
procedure [110].

Steps Stages
1. Recognition and statement of the problem Pre-experimental
2. Selection of the response variable Pre-experimental
3. Choice of factors, levels, and ranges Pre-experimental
4. Choice of experimental design Pre-experimental
5. Performing the experiment Experimental
6. Statistical analysis of the data Post-experimental
7. Conclusions and recommendations Post-experimental

Table 3.1: Guidelines for designing experiments [110].
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3.1.1 Recognition and Statement of the Problem

Though seemingly obvious, this step requires thoughtfulness because succinctly identifying
the problem requiring experimentation is no easy task, neither is developing a clear and
generally accepted statement of the problem. In a research lab, this is usually an ongoing
conversation between the principal investigator(s) and lab researcher(s) based on literature
reviews and/or prior experiments. In industry, it may require input from more stakehold-
ers: engineering, quality assurance, manufacturing, marketing, management, customer, and
operations. The problem tends to fit within one of these broad categories [110]:

• Factor screening or characterization for a new system or process to identify the
most influential factors on the responses of interest;

• Optimization of a characterized system to extract the most desirable outcome from
the most influential factors;

• Confirmation of the behavior of a characterized system to verify that its operation
is consistent with theory or past experiments;

• Discovery of a novel system behavior from the addition of new factors or ranges of
given factors;

• Robustness of a system to address questions of variability, stability or degradation
of responses.

3.1.2 Selection of the Response Variable

Response variables should be rigorously chosen to accurately reflect the state of the system’s
features under study. Usually, the averages and standard deviations of the measured charac-
teristics will serve as response variables. Well calibrated measurement systems ought to be
used to carry out the experiments, and any known instrumental error should be factored in
the measurement and analysis process. If the gauge of a measurement system is poor, each
experimental unit should be measured several times and averaged for use as the observed
response [110].

3.1.3 Choice of Factors, Levels, and Range

The factors influencing the performance of a system can be classified as either potential
design factors or nuisance factors. The potential design factors are those that are intended to
purposely vary during the experiment. Design factors, held-constant factors, and allowed-to-
vary factors are some useful sub-categories. The design factors are the ones actually selected
for the study. Held-constant factors are variables that may exert some effect on the response
but are purposefully held constant, for they are not of interest in the study. Allowed-to-vary
factors are the non-homogeneous supplies or materials that the design factors are applied
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to. This batch-to-batch, unit-to-unit variability is often ignored because the randomization
of samples tends to balance any significant effect it may have. Held-constant and allowed-
to-vary factors are often assumed to be insignificant.

In contrast, nuisance or blocking factors may have a significant effect that must be ac-
counted for, though they may not be the focus of the experiment designed. They are often
classified as controllable, uncontrollable, or noise factors. A controllable nuisance factor is
one whose levels may be set by the experimenter (time of experiment, days of the week,
etc.). Should a nuisance factor be uncontrollable, yet measurable, an analysis of covariance
can be used to compensate for it. On the other hand, when a factor can be minimized for
the purposes of the study yet varies naturally and uncontrollably, it is called a noise factor.

Once the design factors are selected, their respective ranges must be thoughtfully chosen
as well. Process knowledge is usually required for this and can be built from a combination
of practical experience and theoretical understanding. Depending on the objectives of the
experiment, few or many levels are chosen. In reality, the levels of given factors may be
increased as knowledge of the system studied is furthered. A cause-and-effect or fishbone
diagram illustrates the factors and responses of a system (See Figure 3.1) [110].
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Figure 3.1: Sample fishbone diagram [110].

3.1.4 Choice of Experimental Design

Consideration is given to the sample size (number of replicates), the suitable run order for the
experimental trials, and whether or not blocking or randomization restrictions are involved.
Empirical models are also selected to describe the results. In many case, a first order or main
effects model might suffice (See Equation 3.1). A common extension is to add an interaction
term (See Equation 3.2). Depending on the objectives of the experiment and the number of
factors at play, higher order interactions may be appropriate (See Equation 3.3).

y = β0 + β1x1 + β2x2 + ε (3.1)

y = β0 + β1x1 + β2x2 + β12x1x2 + ε (3.2)

y = β0 + β1x1 + β2x2 + β12x1x2 + β11x
2
1 + β22x

2
2 + ε (3.3)
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In these equations, y is the response, the x’s are the design factors, the β’s are unknown
parameters to be estimated from the data in the experiment, and ε is the error term [110].
The choice of experimental design is usually aided by a software package like JMP [111].

3.1.5 Performing the Experiment

Properly planned experiments beget seamlessly run experiments. Attention must be given
to following the experimental space designed and proper monitoring of the experimental
process. Mistakes and errors could prove fatal in the analysis of the system.

3.1.6 Statistical Analysis of Data

Statistical analysis usually yields objective rather than subjective conclusions. Well-designed
experiments do not require elaborate statistical analysis, and the empirical models from equa-
tions 3.1-3.3 are usually sufficient in describing the results. Residual analysis complements
the models.

3.1.7 Conclusions and Recommendations

Once the data have been analyzed, practical conclusions can be drawn about the results, and
recommendations for follow-up and/or confirmation studies can be made. Overall, the DOE
process is iterative and strongly guided by well-designed experiments that allow to infirm or
confirm various hypotheses about the system studied.

3.2 Factorial Design

3.2.1 Definitions and Principles

A factorial design is one in which, for each complete trial or replicate of the experiment, all
possible combinations of the levels of the factors are investigated. In general, factorial designs
are the most efficient for the study of the effects of two or more factors. For example, if
there are a levels of factor A and b levels of factor B, each replicate contains all ab treatment
combinations. When arranged in a factorial design, factors are often said to be crossed [110].

The effect of a factor is defined as the change in response produced by a change in the
level of the factor. This is called the main effect, for it refers to the primary factors of interest
in the experiment. The left of Figure 3.2 shows a simple two-factor factorial experiment with
both design factors at two levels. The levels are coded as ”low” and ”high” and symbolized by
”-” and ”+,” respectively. The main effect of factor A in this two-level design can be thought
of as the difference between the average response at its low and high levels. Numerically, this
is A = (40 + 52)/2− (20 + 30)/2 = 21. So the main effect of factor A is +21, and +11 for B
by using a similar approach. In some experiments, the difference in response between levels
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Figure 3.2: Two factor factorial experiment [Left] without and [Right] with interaction [110].

of one factor is not the same at all levels of the other factors. When this occurs, there is an
interaction between the factors. On the right of Figure 3.2, the A effect is +30 and -28 at the
low and high levels of B, respectively. Because the effect of A depends on the level chosen for
factor B, there is an interaction between A and B. The magnitude of the interaction is the
average difference in the two A effects, or AB = (−28 − 30)/2 = −29. Figure 3.3 shows a
graphical illustration of these responses. The left plot shows non-intersecting lines, whereas
the right one shows lines crossing — indicating the presence of an interaction [110].

Figure 3.3: Factorial experiment responses [Left] without and [Right] with interaction [110].

A regression model akin to Equation 3.1 will be the basis for a quantitative representation
of the responses. The β parameters are obtained via a least squares estimates. For an
experiment with no interactions, the response surface plot will be a flat plane, and the contour
plot will contain parallel lines (See Figure 3.4). However, if a significant interaction appears
in the response model, then the response surface will be twisted, and the contour lines will
be curved (See Figure 3.5). In some cases, the effect of the interaction between factors might
be larger than the main effects themselves. Therefore, a significant interaction will often
mask the significance of a main effect, which underlines the quintessence of multifactorial
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Figure 3.4: Response surface and contour plot for model y = β0 + β1x1 + β2x2 + ε (without
interaction) [110].

Figure 3.5: Response surface and contour plot for model y = β0 +β1x1 +β2x2 +β12x1x2 + ε (with
interaction) [110].

studies. Indeed, the DOE systematically evaluates the salience of interactions by examining
the levels of one factor with the levels of the other factors fixed to draw conclusions [110].

3.2.2 Advantage of Factorials

The following example illustrates the advantage of factorial designs. Let A−, A+, B−, and
B+ represent the levels of a two factor, two level experiment. Information on both factors
could be obtained by varying the factors one at a time, as shown on the left of Figure 3.6.
The effect of changing factor A is given by A+B−−A−B−, and the effect of changing factor
B is given by A−B+−A−B−. Because of experimental error, it is desirable to take replicates
at each combination and estimate the effects of the factors using average responses. Thus,
a total of six observations are required. Had a factorial experiment been performed, an
additional combination, A+B+, would have been taken. Now, using just four observations,
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two estimates of the A and B effects can be made, respectively. These two estimates of each
main effect could be averaged to produce main effects that are just as precise as those from
the single-factor experiment. Moreover, should an interaction be present, the one-factor-at-
a-time design will fail to properly detect it. With only four total observations required, the
factorial design is more efficient and accurate than the one-factor-at-a-time experiment and
has a relative efficiency of 6/4 = 1.5. Generally, this relative efficiency will increase as the
number of factors increases (See right of Figure 3.6) [110].

Figure 3.6: [Left] A one-factor-at-a-time experiment. [Right] Relative efficiency of a factorial
design to a one-factor-at-a-time experiment (two-level factors) [110].

3.2.3 General 2k Design

A 2k factorial design is one with k factors, each at two levels. The statistical model for a
2k design would include k main effects,

(
k
2

)
two-factor interactions,

(
k
3

)
three-factor interac-

tions,..., and one k -factor interaction. Thus, the complete model would contain 2k -1 effects
for a 2k design. The general approach to the statistical analysis of the 2k design is summa-
rized in Table 3.2. The process is highly iterative, and the advent of software packages like
JMP has eased the speed and ease at which it is completed.

Steps
1. Estimate factor effects
2. Form initial model
3. Perform statistical testing
4. Refine model
5. Analyze residuals
6. Interpret results

Table 3.2: Analysis procedure for a 2k design [110].
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The first step is to estimate factor effects and examine their signs and magnitudes to
get a preliminary sense of which factors and interactions are significant. Then, in forming
the initial model for the experiment, a full factorial design is commonly chosen to get all of
the main effects and interactions. In step 3, the significance of the latter is formally tested
with an analysis of the variance. Refining the model in step 4 often consists of discarding
any non-significant variables from the full model. Step 5 checks for the model’s adequacy
and assumptions in analyzing the residuals. The final step is to graphically and numerically
represent the results and draw conclusions.

For even a moderate number of factors, the total number of runs in a 2k factorial design
is large — 32 for 25 design, 64 for 26, and so on. For convenience, a single replicate of the
design is completed, which engenders the risk of fitting the model to noise. Indeed, if the
response is highly variable, misleading conclusions may result from the experiment, should
the levels be too close to one another (See Figure 3.7a). To ensure reliability, increasing the
distance between the low and high factor levels is desirable (See Figure 3.7b).

Figure 3.7: The impact of choice of factor levels in a design with a single replicate [110].

With only one replicate, there is no internal estimate of error. A normal probability plot
of the estimates of the effects overcomes that problem [112]. The effects that are negligible
are normally distributed, with mean zero and variance σ2 and will tend to fall along a
straight line on this plot, whereas significant effects will have nonzero means and will not
lie along the straight line (See Figure 3.8a). Thus, the preliminary model will be specified
to contain those effects that are apparently nonzero, based on the normal probability plot.
The apparently negligible effects are combined as an estimate of error. It is important to
note the drawbacks of normal probability plots. Indeed, should none of the effects be large
enough, the plot may be ambiguous and hard to interpret. Should there be too few effects,
the plot may also be of little help. To overcome this weakness, a half-normal plot, one of
the absolute value of the effect estimates against their cumulative normal probabilities, can
be employed. The straight line on the plot always passes through the origin and should also
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pass close through the 50th percentile data value (See Figure 3.8b). The half-normal plot is
particularly effective when there only a few effect estimates.

(a) (b)

Figure 3.8: (a) Normal probability plot (b) Half-normal probability plot [110].

To complement the normal and half-normal probability plots and overcome their sub-
jectivity, softwares like JMP use formal analysis procedures like Lenth’s method, described
next [113]. Suppose that there are m contrasts cj of interest. If the design is an unreplicated
2k factorial design, these contrasts correspond to the m = 2k − 1 factor effect estimates.
The basis of Lenth’s method is to estimate the variance of a contrast from the smallest (in
absolute value) contrast estimates. Let

s0 = 1.5×median(|cj|)
and

PSE = 1.5×median(|cj| : |cj| < 2.5s0)

PSE is called the ”pseudostandard error,” and Lenth shows that it is a reasonable estimator
of the contrast variance when there are only a few significant effects. The PSE is used to
judge the significance of contrasts. An individual contrast can be compared to the margin
of error

ME = t0.975,d × PSE
where t0.975,d is the 0.975th quantile of a t distribution on d degrees of freedom, defined
as d = m/3. For inference on a group of contrasts, Lenth suggests using the simultaneous
margin of error

SME = tγ,d × PSE
where the quantile of the t distribution used is γ = (1 + 0.951/m)/2.
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In JMP’s implementation of Lenth’s method, P -values for each factor and interaction
are computed from a ”real-time” simulation. It assumes that none of the factors in the
experiment are significant and calculates the observed value of the Lenth statistic 10,000
times for this null model. Then, P -values are obtained by determining where the observed
Lenth statistics fall relative to the tails of these simulation-based reference distributions.
These P-values can be used as guidance in selecting factors for the model [110].

3.3 Studying Perovskite Degradation with a DOE

Approach

This work’s methodology is based on a 2k factorial design from the design and analysis of
experiments approach. Using the guidelines from Table 3.1, we detail steps 1 to 5 of our
experimental procedure next, and discuss steps 6 & 7 in Chapters 5 and 6, respectively.

3.3.1 The Problem

In this work, we seek to provide a mechanistic understanding of the degradation of perovskite
solar cells in operation by focusing on methylammonium lead triiodide (CH3NH3PbI3 or
MAPbI3) and tracking over time its crystallographic (XRD), optical (UV-Vis), and electri-
cal (IV) characteristics under various electrical load and temperature conditions. For the
electrical characteristics, we do not limit ourselves to the typical current-voltage curves as we
also record electronic defects via Photo-Induced Current Transient Spectroscopy (PICTS).
Using these techniques, we seek to establish clear trends on the evolution of defects over
a given degradation period, how they relate to other responses, and their significance in
building a stability model.

3.3.2 Response Variables

There are four types of response variables we are tracking in this study:

• Electrical/Photovoltaic Characteristics: These are the four figures of merit that
are extracted from a current-voltage curve of an illuminated solar cell under 1 sun
irradiation. Explicitly, they are the short-circuit current (JSC), the open-circuit voltage
(VOC), the fill factor (FF), and the power conversion efficiency (PCE). These metrics
were chosen because they give a general representation of the state and performance
of the solar cell at any given time, as explained in Appendix A.

• Optical Characteristics: We tracked two metrics here from a UV-vis absorption
spectrum. Namely, the absorbance at 550 nm (A550) as a proxy for the general light
absorption of the perovskite solar cell, and the absorption band edge (Eg) as a proxy
for tracking any major change in band gap. A550 was chosen because it showed the
most sensitivity to varying degradation conditions.
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• Crystallographic Characteristics: The crystallite size (L) and microstrain (µε) are
the two metrics we extracted from the XRD spectra, using Scherrer’s equations [114],
to evaluate changes in the crystal structure of the perovskite solar cells.

• Electronic Defects: Using PICTS, we followed the evolution of deep states in the
perovskite solar cells. Specifically, we measured the traps’ activation energy (Ea) and
capture cross-section (σa). Deep level traps will be further discussed in Chapter 4.

3.3.3 Degradation Factors, Levels and Ranges

We have only considered the effects of temperature and electric load on perovskite over
a determined degradation period. For the temperature, we have chosen two levels, 25oC
and 55oC, that respectively represent room temperature and roughly the highest ambient
temperature recorded on earth [115]. For the electric load conditions, we also chose two
levels, open-circuit (OC) and maximum power point (MPP), as they represent the most and
least conservative degradation scenarios, as discussed in Section 2.2.1. Exposure duration
was the last factor, and the 5 periods chosen (0, 15, 45, 105, and 225min) captured the full
degradation of unencapsulated MAPbI3, as determined in our prior work [116].

3.3.4 Experimental Design

We chose an unreplicated 22 × 5 full factorial design and summarized it in Table 3.3.

Factors Responses
2 Levels 5 Levels Photovoltaic Crystal Absorption Traps

Exp # Temp.(oC) Load Time(min) VOC(V) JSC(mA/cm2) FF PCE(%) L(nm) µε A550 Eg(eV) Ea(eV) σa(cm2)
1 25 OC 0 0.87 -20.58 0.48 8.58 48.16 0.19 1.74 1.58 0.96 5.9E-12
2 25 OC 15 0.85 -18.65 0.35 5.61 50.56 0.18 1.92 1.58 0.73 2.3E-14
3 25 OC 45 0.82 -23.27 0.44 8.47 39.86 0.22 2.45 1.58 0.75 1.4E-12
4 25 OC 105 0.74 -14.99 0.30 3.35 49.50 0.23 1.93 1.59 0.60 2.2E-16
5 25 OC 225 0.69 -2.56 0.21 0.36 57.35 0.18 1.66 1.59 0.70 2.2E-12
6 25 MPP 0 0.80 -18.04 0.35 5.04 40.37 0.21 1.54 1.59 0.95 4.3E-09
7 25 MPP 15 - - - - - - - - - -
8 25 MPP 45 0.91 -22.87 0.44 9.21 49.79 0.19 2.18 1.58 0.80 5.0E-11
9 25 MPP 105 0.77 -7.62 0.30 1.74 90.58 0.14 1.82 1.59 0.75 1.9E-09
10 25 MPP 225 0.64 -2.50 0.26 0.40 57.56 0.16 1.58 1.59 0.58 8.0E-16
11 55 OC 0 0.87 -20.58 0.48 8.58 48.16 0.19 1.74 1.58 0.96 5.9E-12
12 55 OC 15 0.76 -8.78 0.36 2.26 57.94 0.14 2.68 1.58 0.78 1.6E-07
13 55 OC 45 0.76 -17.05 0.26 3.34 49.16 0.19 1.69 1.59 0.72 3.7E-13
14 55 OC 105 0.39 -7.46 0.38 1.09 87.44 0.15 1.20 1.59 0.77 2.7E-08
15 55 OC 225 0.57 -4.67 0.29 0.76 94.96 0.14 0.47 1.60 0.27 2.3E-14
16 55 MPP 0 0.80 -18.04 0.35 5.04 40.37 0.21 1.54 1.59 0.95 4.3E-09
17 55 MPP 15 - - - - - - - - - -
18 55 MPP 45 0.80 -15.38 0.34 4.19 88.77 0.15 1.77 1.59 0.84 3.9E-10
19 55 MPP 105 0.80 -7.02 0.23 1.32 76.05 0.16 2.29 1.58 0.51 1.3E-16
20 55 MPP 225 0.66 -9.12 0.20 1.21 104.36 0.09 0.44 1.62 0.50 1.2E-14

Table 3.3: Experimental space for this work. All degradation was done at < 5% RH. The skipped
experiments do not affect the significance of the results. The order presented here does not reflect
the randomized data collection process and is only for the reader’s convenience.
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3.3.5 Experimental Details

All experiments were carried on MAPbI3 perovskite solar cells, whose architecture is shown
in Figure 3.9.

Glass

Back Contact: ITO

ETM: TiO2

Perovskite: MAPbI3

HTM: Spiro-OMeTAD

Top Contact: Au

50 nm

300 nm

100 nm

1.1 mm
(From Supplier)

80 nm

e
h

Figure 3.9: (Left) Band diagram and (Right) Architecture of the MAPbI3 solar cell studied.
ETM and HTM refer to electron transport material and hole transport material, respectively.

3.3.5.1 Sample Preparation

ITO coated glass (7 Ω/sq, MSE supplies) were used as substrates for the solar cells. They
were successively cleaned in baths of a 2% mixture of Hellmanex (Sigma-Aldrich) in DI wa-
ter, acetone, and isopropanol for 5min each in a sonicator. Then, they were exposed for
3min to oxygen plasma (March Plasmod) prior to spinning the electron transport mate-
rial (ETM). The ETM was prepared from a titanium isopropoxide solution (Solaronix) to
form the compact TiO2 layer and a colloidal dispersion of TiO2 nanoparticles of < 50 nm
(Solaronix). The hole transport material (HTM) precursor was prepared from a solution of
spiro-OMeTAD (288 mg, Sigma-Aldrich) in chlorobenzene (4 mL, Sigma-Aldrich) and doped
with a 520 mg/mL solution of bis(trifluoromethane)sulfonimide lithium in acetonitrile (70
µL, Sigma-Aldrich) and 4-tert-Butylphenol (115.2 µL, Sigma-Aldrich).

3.3.5.2 Perovskite Precursor Preparation

The MAPbI3 precursor was prepared from a solution of MAI (395 mg) and PbI2 (1153 mg) in
a 1:9 ratio of dimethylformamide (DMF, 2.25 mL) to dimethylsulfoxide (DMSO, 0.25 mL).
The solution was stirred until completely homogeneous. All reagents were purchased from
Sigma-Aldrich.
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3.3.5.3 Solar Cell Fabrication

First, under low humidity conditions (<1 ppm H2O), 100 µL of the titanium isopropoxide
precursor was spun onto the ITO substrates at a speed of 5000 rpm and acceleration of
2000 rpm/s for 30s. Then, they were dried at 150oC for 10min on a metal top hotplate
followed by a sintering step under atmospheric conditions at 500oC for 30min in a furnace to
form the TiO2 compact blocking layer. After the substrates have cooled back down to room
temperature under atmospheric conditions, the colloidal dispersion of TiO2 nanoparticles
was spun on top of the blocking layer at 5000 rpm and 2000 rpm/s for 30s. They were
subsequently dried at 150oC for 2min on a metal top hotplate followed by a sintering step
at 475oC for 30min in a furnace to form the TiO2 mesoporous layer. The substrates were
moved to a nitrogen glovebox for the deposition of the perovskite layer.

100 µL of the perovskite precursor was spun under two consecutive regimes: regime 1
at 1000 rpm and 500 rpm/s for 10s and regime 2 at 6000 rpm and 3000 rpm/s for 25s. 10s
into regime 2, droplets of cholorobenzene were deposited at a rate of 1 mL/min for a total
volume of 100 µL using a digital syringe pump. Thereafter, the perovskite was annealed for
10min at 100oC on a metal top hotplate to form the active layer. Once cooled back down
to room temperature, the HTM precursor was spun on top of the stack at 4000 rpm and
2000 rpm/s for 30s. Finally, 80 nm of gold were thermally evaporated, using a stainless steel
mask, to form the top contact. The active area, defined as the overlap between the FTO
and Au contacts, was 0.05 cm2. This fabrication process was adapted from a report by Yi
et al. [117].

3.3.5.4 Degradation Set-up

An environmental chamber (AES BHD-503) was used in conjunction with a custom set-up
made for this study (See Figure 3.10). An incandescent light (150 W) was calibrated using
a dimmer switch to deliver exactly 1 sun of irradiance to the device under testing (DUT).
The DUT had a custom holder (See Figure 3.11) allowing for individual cells on a substrate
to be connected to a 1 kΩ load (MPP) located outside the chamber. The holder consisted of
a laser-cut piece of teflon with an opening in the center allowing light to penetrate the solar
cells. Toothless copper alligator clips were attached to the teflon piece with aluminum wires,
which doubled as leads to the electrical load. Teflon was chosen for its stability over the
temperature and humidity ranges of the experiments. The toothless alligator clips were used
to make direct contact with the gold anodes and the FTO cathode on the unencapsulated
solar cells without significantly damaging them. Maintaining the load outside the chamber
at atmospheric conditions ensured that the resistance was not varying over time. The PID
controls of the environmental chamber were enabled to maintain constant temperature and
humidity, especially when the incandescent light was on. Without them, the temperature in
the chamber would overshoot the set value, for the light is also a heat source.
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Figure 3.10: Schematic of the custom degradation set-up installed in the environmental chamber.

 

     
 

Figure 3.11: (Left) Top view of the teflon holder with the toothless alligator clips holding a
non-encapsulated solar cell. (Right) DUT under illumination connected to a load.
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3.3.5.5 Measurements

Post-fabrication and pre-degradation, the electrical, optical, and crystallographic character-
istics of every cell were measured. Then, post-exposure, those characteristics were measured
again and complemented by a PICTS measurement.

The electrical characteristics were measured using a solar simulator (Oriel-Sol1A) deliv-
ering an AM1.5 spectrum at 100mW/cm2 and a Keithley-2400. To ensure the validity of
the data collected, the standard solar simulator set-up was improved to limit unnecessary
light exposure and speed up the measurements by fully automating the process. First, we
built a new set-up that connected the data acquisition unit (DAQ) to an Arduino Mega
2560 via a computer. The Arduino microcontroller was in turn connected to low resistance
electromagnetic relays (0.2Ω, 9002-05-00 Coto Technology), which fed into the DUTs. To
synchronize this circuit, a new MATLAB code was written with a starting block coming
from Zimmermann et al. [118]. With this software, we were able to completely measure the
devices within 3min by performing both forward and reverse scans and shutting off the light
while the software switched to the next cell to be tested. This system, illustrated in Figure
3.12, considerably improved the reliability of our measurements. The electrical characteris-
tics were extracted from the forward bias scans, for they exhibited slightly lower performance
values, and we perceived them as conservative figures of merit. Figure 3.13 shows typical
current-voltage curves used in the analysis.

Figure 3.12: (Left) Schematic representation of the IV measurement set-up. (Right) Photograph
of its physical implementation.
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Figure 3.13: Typical JV characteristics (Left) pre and (Right) post degradation.

The absorption spectrum was measured with a UV-Vis spectrophotometer (Shimadzu
UV-2600) for wavelengths ranging from 300 to 900 nm. The absorbance at 550 nm (A550)
was promptly recorded, and the wavelength at the absorption band edge, the longest one at
which there is a sharp increase in absorption, was converted to energy space using E(eV ) ≈
1240/λ(nm) (See Figure 3.14).

Absorbance at 
550nm (A550)

Absorption Band 
Edge (Eg)

Figure 3.14: Typical absorption spectra tracked over several degradation periods.
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The crystallographic characteristics were measured using a D8 Discover GADDS powder
X-ray diffractometer. The crystallite size (L) and the microstrain (µε) were extracted using
the following Sherrer equations [114]:

L =
Kλ

B2θ cos θ
& µε =

B2θ

4 tan θ

where K is Scherrer’s constant, λ is the wavelength of the X-ray, and B2θ is the peak
broadening, approximated as the full width at half max (FWHM) at a given 2θ of the XRD
spectrum. K varies from one instrument to the other, but is usually ∼ 0.9. The x-ray
source was Cu K-α of wavelength λ = 1.5406 Å. The crystallite size and microstrain were
evaluated at the five main MAPbI3 peaks and averaged for each sample. Those peaks are
2θ ≈ 14o(110), 28.5o(220), 31.5o(210), 40.5o(224), and 43o(314) (See Figure 3.15).

Figure 3.15: Typical XRD spectra pre and post degradation.

The electronic defect data were obtained using a PICTS measurement system (Sula
Technologies). The device was placed in a cryostat (Janis) and connected to the PICTS
measurement set-up. Then, a LED of wavelength 626 nm was pulsed (2000ms period) onto
the device to generate carriers above the band gap of MAPbI3 at 0 V bias. After pumping
the pressure down below 10-5 Torr, the cryostat was turned on to cool down the device to
280K. The LabVIEW proprietary software controlling the set-up was programmed to record
the spectrum of transient current at six different delays: 2, 5, 10, 20, 50 and 100ms. As soon
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as the low set temperature was reached, the system recorded data by progressively heating
the device at a rate of 2K/min until it reached its ultimate temperature of 400K. The device
was immediately returned to RT after the run was completed to never allow it to dwell
too long at high or low temperatures. This process was repeated as the filling pulse was
varied from 1ms to 1000ms for every sample to uncover the nature of their defects. The trap
activation energy (Ea) and capture cross-section (σa) were extracted after each temperature
spectral run via an Arrhenius plot. Figure 3.16 shows an illustration of the system. The
next chapter goes in depth on the theory behind this measurement and its significance.

De
vi

ce

LED

He
at

 S
ta

ge

Temp 
CntrlA

! ∼ photocarrier 
capture rate

! ∼ carrier 
recombination

! ∼ thermal 
emission from 

deep level

Time

I(t)

OFF
ON

LE
D

Transient Current: !" # = %&' ()* −&'#
B: current pre-factor | ,!: emission rate

Figure 3.16: PICTS experimental set-up showing, on the right, a pulsing LED exciting a per-
ovskite solar cell that is progressively heated from low to high temperature to extract trap infor-
mation. The left shows how the pulsing light fills traps (steady state current), and that deep level
traps are emitted after an initial steep decay in current while the LED is off.

3.3.6 Influence of Degradation Factors

The influence of temperature and electric load on the photovoltaic properties have been
graphically reported in other studies [106]. However, we highlight the interaction terms
that can only be revealed when performing degradation studies under a DOE framework.
When considering the fill factor, the interaction plot in Figure 3.17 shows intersecting lines
when controlling for temperature and load. In the same figure, the response contour plots
show a change in concavity when switching from OC to MPP condition, which is signifi-
cant when studying a categorical (and non-continuous) term like load condition. The half-
normal plot does not show any significant deviation from Lenth’s line for the Temp × Load
term. However, a p-test reveals that the interaction between temperature and electric load
(pFF |Temp×Load = 0.07) is below our significance level of α = 0.1, whereas the individual
influence of temperature and electric load are not (pFF |Temp,Load > 0.1, Figure 3.21). In light
of all these individual tests, we conclude that the interaction of temperature and electric
load is relevant to the degradation of the fill factor in perovskites.
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Figure 3.17: Diagnostic plots for evaluating the effects of confluent factors on the fill factor.
(Top Left) Interaction plots with most significant interaction highlighted. (Top Right) Half-
normal probability plot — the blue line has a slope equal to Lenth’s PSE and the red line has
a slope equal to 1. (Bottom Left) Response contour plot for open-circuit (OC) load condition.
(Bottom Right) Response contour plot for maximum power point (MPP) load condition.

We undergo a similar analysis process to show that the interaction of temperature with
time is significant in the change in the crystallite size (Figure 3.18), the absorbance at 550
nm (Figure 3.19), and the trap activation energy (Figure 3.20) – exposure time in this
study should be understood as a confluence of atmospheric effects, illumination, and relative
humidity (maintained at 5%) because we did not vary them. Figure 3.21 summarizes the
p-test for the degradation factors studied. The relevance of these interaction terms highlights
the importance of undergoing degradation studies with a systematic and holistic approach
to extract all the salient effects and make educated decisions. Any stability model should
properly account for these interaction factors for accuracy.
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Figure 3.18: Diagnostic plots for evaluating the effects of confluent factors on the crystallite
size. (Top Left) Half-normal probability plot — the blue line has a slope equal to Lenth’s PSE
and the red line has a slope equal to 1. (Bottom Left) Interaction plots with most significant
interaction highlighted. (Right) Response contour plot showing curved lines indicating a significant
interaction.
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Figure 3.19: Diagnostic plots for evaluating the effects of confluent factors on the absorption
at 550nm. (Top Left) Interaction plots with most significant interaction highlighted. (Bottom
Left) Half-normal probability plot showing the interaction term deviating from Lenth’s line (in
blue) suggesting a significant effect — the red line has a slope equal to 1. (Right) Response
contour plot showing curved lines indicating a significant interaction.
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Figure 3.20: Diagnostic plots for evaluating the effects of confluent factors on the trap activation
energy. (Top Left) Interaction plots with most significant interaction highlighted. (Bottom
Left) Half-normal probability plot showing the interaction term deviating from Lenth’s line (in
blue) suggesting a significant effect — the red line has a slope equal to 1. (Right) Response
contour plot showing curved lines indicating a significant interaction.
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Figure 3.21: Summary of the p-test for all the responses tracked in this work. A factor is assigned
significance when its p-value is below α = 0.1, represented by the red dashed line.

3.4 Summary

In this chapter, we detailed the DOE methodology and showed why it is a robust statistical
analysis framework. Then, we showed how we applied it to our study by using a 22 × 5
full factorial design with temperature, load, and exposure period as the factors. The chosen
responses are the photovoltaic (JSC, VOC, FF & PCE), optical (A550 & Eg), crystallographic
(L & µε), and deep level defect (Ea & σa) characteristics. We justified why choose our
bounds and detailed our experimental procedure. Finally, we identified and quantified the
influence of relevant interaction factors (Temperature × Load & Temperature × Time) in
the degradation of MAPbI3 cells. In the next chapter, we will explain the kinetics of deep
level traps, how to measure them, and their evolution in degrading perovskites in chapter
4. Then, in chapter 5, we will tie the statistical observations from this chapter to physical
mechanisms by focusing on the correlations between deep level traps and the other responses
tracked in this study.
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Chapter 4

Deep Level Trap Tracking in
Degrading Perovskite Solar Cells

Impurity and defect states in semiconductors are usually divided into two classes: shallow
and deep. Shallow states are ones at which the electron is weakly bound by a Coulomb
potential in an extended state with the effective mass of the appropriate band edge. They
are usually thermally ionized at room temperature. Deep states, on the other hand, are
ones where the impurity potential is more strongly localized, causing electrons to be tightly
bound. For most semiconductors, these levels are greater than 0.05 eV away from the band
edges [119]. A very small concentration of deep states can influence carrier recombina-
tion lifetimes, which are critical for photocarrier generation in solar cells. It is therefore
important to understand their behavior and influence on degrading perovskite solar cells.
Techniques to appropriately characterize these deep states involve capturing transient sig-
nals while varying the temperature of the semiconductor. In this chapter, we discuss the
general principles behind these techniques and describe the most widely used one, Deep
Level Transient Spectroscopy (DLTS). Then, we discuss the technique we use for this work,
Photo-Induced Conductivity Transient Spectroscopy (PICTS), and present the results from
tracking the evolution of deep electronic states in degrading perovskite solar cells.

4.1 Deep Level Trap Kinetics

There are four processes defining the kinetics of a deep state: the individual emission and
capture processes for electrons and holes. The capture process is characterized by a capture
cross-section σ. In the presence of n free electrons per unit volume moving with rms thermal
velocity 〈vn〉, a deep state is exposed to a flux of n〈vn〉 electrons per unit area per unit time.
If the total concentration of deep states is Nt, and if, at any instant, nt of the states are
occupied by electrons, the number of electrons captured by the (Nt − nt) unoccupied states
in a further short time interval ∆t is

∆nt = σn〈vn〉n(Nt − nt)∆t
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and the capture rate per unoccupied state, defined as

cn =
∆nt/∆t

Nt − nt
is therefore

cn = σn〈vn〉n
where the subscript n denotes electrons. A similar derivation can be done for holes [119].
The thermal dependence of the emission rate en of electrons is given by

en(T ) = γT 2σae
−Ea

kT with γ = 2
√

3Mc(2π)
3
2k2m∗h−3

where Mc is the number of conduction band minima, k is Boltzmann’s constant, m* is the
effective mass of the carrier, h is Planck’s constant, and Ea is the trap’s activation energy.
An Arrhenius plot of ln(en/T

2) as a function of T−1 will be a straight line with Ea and
pre-exponential factor defined by σa (See Figure 4.1). Experimentally, data for most traps
fit an equation of that form over many orders of magnitude of en, although considerable care
is required in the physical interpretation of Ea and σa. The linearity of the plot provides
confirmation that the underlining assumptions for the measurement were correct. If, on the
other hand, the plotted emission rates diverge strongly from linearity, the emission measured
may not be from a single isolated trap and may require further characterization. In the
formulation presented, the trap activation energy is given by Ea = (Ec − Et) + ∆Eσ, where
∆Eσ is related to changes in the lattice vibrational and electronic entropies with the deep
center changing its charge state. Thus, Ea does not give the energy level of the trap directly
yet can be used to characterize a trap’s signature.

Figure 4.1: Sample Arrhenius plot obtained from a deep trap measurement technique [120].
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4.2 Measuring Deep Level Traps

Generally, deep level studies seek to uncover the following semiconductor properties [120]:

• Number of distinct traps in the material

• Trap type: majority or minority carrier

• Trap concentration [cm-3]

• Thermal activation energy of the trap [eV]

• Capture cross-section [cm2]

• Nature and origin of the trap

Because of their underlying assumptions, some techniques are better suited at measuring
some of those listed properties than others. All those techniques rely on measuring a transient
signal (usually capacitance or current) from a heated semiconductor. We describe next the
most widely used DLTS before discussing PICTS, the technique used in this work.

4.2.1 Deep Level Transient Spectroscopy (DLTS)

4.2.1.1 General Principles

DLTS is a technique that observes carrier emissions by means of a capacitance transient.
In this description, we focus on majority carrier trap. The bias on the test diode is pulsed
between a bias near zero and some reverse bias Vr with a period tr. The zero bias condition
is held for a time tf during which traps are filled with majority carriers. In this interval,
the capacitance signal contains no useful information and reaches steady state. During the
reverse bias pulse, the trapped carriers are emitted at a rate en producing an exponential
transient in the capacitance, which in its general form can be written as

C(t) = C(∞) + ∆Coe
−t/τ

The time constant τ is equal to e−1n , and ∆Co is the initial transient capacitance measured
with respect to the steady state capacitance C(∞) at t = ∞. The essence of the DLTS
method is to feed this transient to a rate window which provides a maximum output when
the time constant τ is equal to a known preset time constant τref .

Imagine a test diode on a material containing two different traps, each characterized by
a trap signature in the form of a linear plot of ln(τ) versus T−1 with different values of Ea
and σa. As the temperature of the diodes is increased, the emission rate increases and peaks
in the rate window output as τ = e−1n (T ) passes through τref for each trap. For a given τref ,
the peak temperatures (Tpk) T1 and T2 are characteristic of each trap, and the peak height
is proportional to ∆Co and gives the trap concentration Nt. Furthermore, by repeating the
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scan with different values of τref , sets of values of en and Tpk can be obtained from which
Arrhenius plots of ln(en/T

2) versus T−1 can be generated, and Ea and σa can be deduced
for each trap. The emission rate is determined by the instantaneous temperature, so the
peaks are independent of the direction and rate of the temperature scan. Also, since the
transient is not recorded directly, it is possible to take full advantage of the response time of
the measuring instrument and work with time constants as short as a few µs. Therefore, the
period can be a few ms short in order for en to be effectively constant over several cycles and
for the output signal to be averaged without prolonging the scan time, if values of τref are
not too long. This allows DLTS to enjoy a high signal-to-noise ratio. Figure 4.2 summarizes
the DLTS data collection process.

Figure 4.2: Illustration of the principles of DLTS. (a) Repetitive filling and reverse bias pulse se-
quence. (b) Corresponding transient capacitance as function of time. (c) Variation of the transient
time constant τ = e−1n with reciprocal temperature for two different traps. (d) Deep level spectrum
produced by a rate window τref operating on the capacitance transient shown in (b) [119].

4.2.2 Photo-Induced Conductivity Transient Spectroscopy
(PICTS)

Another reliable technique to measure traps, one better suited to photosensitive devices with
relatively high leakage currents, is the powerful and sophisticated photo-induced conductivity
transient spectroscopy (PICTS). It depends on transient currents generated from the device
under testing (DUT) when excited by a pulsing light source and allows for the accurate
extraction of Ea (as low as 0.1 eV depending on the coolant [121]) and σa. To perform such
experiments, it is necessary to prime the traps repetitively, while the temperature is scanned,
by illumination with photons of energy greater than the band gap. The excess electrons and
holes are captured at trapping sites and subsequently released by thermal emission when
the light is turned off, producing a current transient. A large photocurrent flows during
the illumination period; then, when illumination stops, it decays rapidly, leaving a small
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exponential transient, due to thermal emission from the traps, which is analyzed by a DLTS
rate window (See Figure 4.3). In that sense, PICTS is similar to DLTS in that the peaks
in the spectra are characteristic of thermal processes. We discuss next its principles and
physical implementation.

Figure 4.3: Time sequence of operations in a PICTS experiment. The light is pulsed on to
generate electron-hole pairs, which fill the traps with a time constant τ ≈ (cn + cp)

−1. When the
light is turned off, the photocurrent falls rapidly from its steady value under illumination (∆Jph)
eventually revealing an exponential thermal emission transient of amplitude ∆Jc(0). This is usually
analyzed using a double box-car with gates set at t1 and t2. The lower part of the figure shows the
density of trapped electrons nt(t) during the capture and emission periods [119].

4.2.2.1 General Principles

Illumination of a semiconductor with a flux Φo of photons of energy (hν) greater than
the band gap generates free electron-hole pairs at a rate which depends upon the optical
absorption coefficient α(hν), the distance below the surface of the sample (x), and the
surface reflectivity R:

G(x) = (1−R)α(hν)Φoe
−α(hν)x

In a sample with ohmic contacts on the surface, the electric field is low and the steady state
excess carrier density (∆n) is determined by the balance between generation, recombination
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and diffusion which in the steady state is given by:

G(x)− ∆n(x)

τn
+Dn

∂2∆n

∂x2
= 0

where Dn is the diffusion coefficient for electrons. A similar equation can be written for holes
[119]. Within the depletion region, the photogenerated electron-hole pairs are swept away
by the depletion region field (E ) before they can recombine. This drift process dominates
over diffusion, so the steady state carrier density is given by:

G(x) + µnE (x)
∂∆n

∂x
= 0

where µn is the electron mobility. Therefore, the effect of illumination is to produce excess
carriers, which can be captured at deep states at rates

cn = σn〈vn〉∆n

given ∆n � no, where no is the equilibrium background electron concentration. These
rates depend implicitly upon the distance x through the depth dependence of ∆n. To effect
significant changes in trap occupancy, it is necessary that Φo is sufficiently great that cn
exceeds the thermal emission rates.

After the traps are filled, the light is turned off, and the excess carrier populations in the
bands decay rapidly at a rate determined by the carrier lifetimes in an undepleted sample
and by the sweep-out rate in the depletion region. When this photocurrent has decayed
away, a transient current remains due to the slower thermal emission of trapped carriers
from the deep state (see Figure 4.3), which is given by:

∆Jc(t) = −eE τnµnennt(0)e−ent

Assuming the light pulse is of sufficient duration to reach a steady state during the filling
period, nt(0) in these equations is given by npht (∞) (see Figure 4.3). The equation can be
simplified as

∆J(t) = B(T )en e
−ent

where B(T ) = −eE τnµnnt(0). This transient can be processed using a DLTS rate window to
produce a thermal emission spectrum as the traps are repetitively filled, and the temperature
increased. B is inherently a function of temperature through µnτn, which is inconvenient
since it is not included in standard calculations of τref , and the form of its temperature
dependency is not necessarily known. The presence of the en pre-exponential term adds to
the complications. To overcome this issue, a four-gate rate window scheme can be employed
(See Figure 4.4) [122]. Provided the µnτn product is independent of time during the thermal
emission transient, it is clear that the signal formed by

S(τ) =
∆Jc(t1)−∆Jc(t2)

∆Jc(t0)−∆Jc(t3)
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is independent of B(T ) and any steady background current, and is given simply by

S(τ) =
e−t1/τ − e−t2/τ

e−t0/τ − e−t3/τ

This function depends only on the properties of the exponential function, and has a maximum
dependent on τ provided t0 and t3 lie outside the interval [t1 t2]. A simplified expression
for τ = τref is obtained if t3 is chosen such that t3 � t2 > t1 > t0. Indeed, the peak output
signal will occur at

τref = (t2 − t1)
[
ln

(
t2 − t0
t1 − t0

)]−1
The disadvantage of this scheme is that by removing the signal’s B(T )en dependence, the
peak height no longer depends upon nt(0), so the trap concentration Nt cannot be measured.
This is a recognition of the difficulties in obtaining a value for Nt from a PICTS conductivity
spectrum using the four-gate technique. Apart from that fact, the analysis of a PICTS signal
is similar to that of DLTS with the Arrhenius plot.

Figure 4.4: Gate positions in a four-gate sampling scheme for the conductivity transient in a
PICTS experiment. The output signal S is formed by taking the ratio of the differential currents
A = ∆Jc(t1)−∆Jc(t2) and B = ∆Jc(t0)−∆Jc(t3) [119].

4.2.2.2 Equipment

A block diagram of a simple PICTS system is shown in Figure 4.5. The transient current is
measured with a highly sensitive ammeter since the signal is usually in the nA range. It is
necessary to set the reverse bias, which may not necessarily be zero volts, with an external
DC supply. A pulse generator is connected to the LED to provide the trap filling bias.
The transients are analyzed by the rate window system triggered from the pulse generator,
and the output signal is displayed on the recorder (computer screen). The pulse’s period is
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usually a few times τref . The DUT is mounted in a variable temperature cryostat in intimate
thermal contact with a temperature sensor, which provides the signal for the x -axis of the
recorder, and, for convenience, can be linearized to give T directly.
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Figure 4.5: Block Diagram of a PICTS system (Adapted from [119]).

4.3 Evolution of Traps in Degrading Perovskites

Our experimental approach in measuring traps in MAPbI3 perovskites was described in
Section 3.3.5.5. We focus next on the analysis of our findings.

4.3.1 Results and Analysis

Figure 4.6 shows the PICTS spectra of a fresh (non-degraded) MAPbI3 solar cell measured
with a 1ms filling pulse. Using 6 rate windows (or delays), we constructed the Arrhenius
plot from the spectra’s peaks revealing an activation energy Ea = 0.95 eV and capture cross-
section σa = 4.50×10−12 cm2. This is a fairly deep trap, measured away from the conduction
band, for a solar cell whose absorber material band gap is 1.58 eV. The linearity of the plot
confirms the underlying assumptions of the measurement aforementioned in Sections 4.2.1.1
& 4.2.2.1. The corresponding current-voltage curve is available in Figure 4.7.
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Figure 4.6: PICTS Spectra of a fresh MAPbI3 solar cell with a 1ms filling pulse at 6 different
rate windows (or delays). (Inset) Corresponding Arrhenius plot with extracted Ea and σa.

Figure 4.7: Photovoltaic characteristics in (Left) linear and (Right) semilog space for cell mea-
sured in Figure 4.6. Red curves are for illuminated cells under 100mW/cm2 irradiance.
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After successfully characterizing this fresh sample, we measured the trap signatures of
MAPbI3 solar cells degraded in the conditions described in Table 3.3. For each condition,
the reported Ea and σa was the average calculated from the filling pulses ranging from 1
to 1000ms. Figure 4.8 shows that the average trap activation energy gets shallower as the
device is degraded over time. The shift is exacerbated by degradation at higher temperature,
where the rate of degradation is almost doubled at 55oC as compared to room temperature
(25oC). The capture cross-section generally follows the same trends as Ea (See Figure 4.9).

Figure 4.8: Evolution of the average trap activation energy over degradation time and condition.
The linear fits for the top and bottom plots are is Ēa = 0.88−1.3×10−3 t and Ēa = 0.90−2.3×10−3 t,
respectively.
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Figure 4.9: Evolution of the average capture cross-section over degradation time and condition.

To better understand why the average Ea got closer to the conduction band, we focused on
the bottom plot of Figure 4.8 and plotted the raw activation energies instead of the averages.
Figure 4.10 shows a range of states widening over the degradation period. Furthermore,
inspecting the PICTS spectra of the MAPbI3 solar cell degraded at 105min point of Figure
4.10, there is a general shift rightwards of the signal’s peak as the filling pulse is increased
(See Figure 4.11).
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Figure 4.10: Evolution of raw trap activation energy with filling pulses, at each degradation point,
ranging from 1 to 1000ms. Data extracted from Exp#11-15 of Table 3.3.

Figure 4.11: PICTS Spectra of sample from Exp#14 in Table 3.3 with varying pulses of period
2000ms. (Inset) Normalized plot of the same spectra highlighting the right shift of the signal peak
with increasing pulse width.
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Schröter et al. proposed two classifications of spatially extended defects in semiconduc-
tors: localized and band-like states [123]. This distinction lies in the comparison between the
rate Ri at which the states reach their internal equilibrium and the emission (Re) and cap-
ture (Rc) rates at which they reach equilibrium with the conduction band (See Figure 4.12).
In this theory, defect states are band-like if Ri � Rc, Re and localized if Ri � Rc, Re. Using
simulated and measured DLTS spectra, they showed that localized states had isothermal
peaks, whereas band-like states had shifting emission peaks.

Figure 4.12: Extended defect with deep states in the band gap exchanging electrons with the
conduction band by electrons emission (rate Re) and electron capture (rate Rc) [123].

Based on this theory and our observations, we conclude that the degradation conditions
of illumination and temperature combine to create spatially extended defects within the
MAPbI3 perovskite solar cells. These defects are characterized by band-like states since the
PICTS spectra peaks shift with filling pulse. Prior to degradation, these states lie deep and
narrow in the band gap with 0.92 6 Ea 6 1.0 eV. By the end of the degradation period,
they have widened to 0.17 6 Ea 6 0.57 eV. It is very likely that we may have not measured
the complete range of the band-like states post-degradation since we limited our study to
filling pulses of maximum width 1000ms. Each trap may not have been completely filled
with such pulses. This would explain why the range of the band-like states post-degradation
does not fully overlap with the initial ones. We will tie this critical observation to physical
mechanisms affecting the degradation of MAPbI3 perovskite solar cells in the next chapter.

4.4 Summary

In this chapter, we explain the kinetics of deep level traps and discussed methods to effectively
measure them. Then, we showed how fresh MAPbI3 solar cells had traps deeply embedded
within the band gap of the material. By varying the filling pulse width, we noticed that
the band of trap states, initially highly localized deep within the band gap, was widening
under increasing temperature and approaching the conduction band over the course of the
degradation period. We will use this important observation in the next chapter to provide
mechanisms tying deep level traps to photovoltaic, optical, and crystallographic data.
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Chapter 5

Analysis of Degradation Data

After collecting the electrical, optical, crystallographic and electronic defect data, as de-
scribed in Section 3.3 and summarized in Table 3.3, we discerned clear trends between the
various responses and gained some understanding on the influence of the factors at play. In
this chapter, we provide a discussion on the salient degradation mechanisms observed. We
were aided in our analysis by the JMP Pro 15 statistical software package.

5.1 Observed Degradation Mechanisms

5.1.1 Photovoltaic Properties and Deep Level Defects

An examination of the correlation between the PV characteristics and the trap activation
energy reveals that Ea’s correlation to the PCE is mostly due to the JSC and FF (See
Figure 5.1). Given that the short-circuit current is a measure of the number of photocarriers
extracted from the solar cell, and the fill factor is one for the efficiency of that extraction, it is
logical that they track well with the trap activation energy. Indeed, if the traps are initially
located deep in the band gap, they are less likely to interfere with the photogeneration
process. However, as discussed in Section 4.3, as the trap’s band of states widens over the
course of the degradation process, they are more likely to capture generated carriers, prevent
them from reaching the conduction band, and decrease the output of useful current. This
is akin to an internal resistance process, which would also explain the decrease in fill factor
(See Figure 5.2).
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Figure 5.1: (From Top to Bottom) Correlation plots of the open-circuit voltage, the short-
circuit current, the fill factor and the power conversion efficiency as functions of the trap activation
energy. The 90% confidence ellipses of the dependent variables are included.
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Figure 5.2: Illustration of the trap mechanism affecting the photovoltaic characteristics of per-
ovskites. (Left) Pre-degradation, carriers are easily promoted to the conduction band upon illumi-
nation since the traps are located deep within the band gap. The corresponding JV characteristic
shows an ideal exponential behavior. (Right) Post-degradation, more carriers are captured due
to the widened band of trap states resulting in loss of current and increased internal resistance
characterized by the more linear JV curve.
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5.1.2 Crystals and Deep Traps

The correlation between the trap activation energy and the crystallographic data is also
fascinating (See Figure 5.3). Indeed, Ea tracks well with the crystallite size as the larger
it is, the shallower the traps. Focusing on the crystallites, our analysis shows that the
degradation time (under illumination), the temperature and the interaction of both are
significant factors driving the change in crystallite size (pCZ|time = 0.002, pCZ|Temp = 0.01,
and pCZ|Temp×time = 0.04). This is consistent with the theory of crystal growth mainly driven
by heat [124], which both the incident light of 1 sun and the temperature in the environmental
chamber provided. This growth results in the reduction of the average grain boundary
area, which in turn decreases the excess free energy associated with them. Because of the
latter, the crystallite to crystallite microstrain will decrease, which is what we observe in our
measurements (See Figure 5.4). Possible physical phenomena that drive this change may
include (but may not be limited to) non-uniform lattice distortions, faulting, dislocations,
antiphase domain boundaries, and/or grain surface relaxation [125].

Figure 5.3: Correlation plots of the trap activation energy as a function of (Top) the microstrain
and (Bottom) the crystallite size in the perovskite absorbing layer. The 90% confidence ellipses
of the dependent variables are included.
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Figure 5.4: Illustration of the trap mechanism affected by the crystal properties of perovskites.
(Left) Pre-degradation, the XRD indicates that smaller crystallites with high grain boundary area
prevail in the perovskite with trap states localized deep within the band gap. (Right) Post-
degradation, the crystallites are larger with reduced grain boundary area. This drives the widening
of the band of trap states. The corresponding XRD shows the failed cells with generally narrower
peaks than the fresh ones, thus confirming a net decrease in microstrain.



CHAPTER 5. ANALYSIS OF DEGRADATION DATA 88

5.1.3 Optical Absorption and Traps

The correlation between the optical absorption and the trap activation energy becomes
relevant once we control for temperature (See Figure 5.5). Our statistical test confirms these
observations by revealing that the degradation period (pA550|time = 0.009) and its interaction
with temperature (pA550|Temp×time = 0.01) are the most influential factors in the decrease in
absorption. This decrease can partly be explained by the widening of the defect band of
states with temperature. Indeed, this evolution increases the probability of carriers getting
captured in that band, which in turn would prevent photons from promoting carriers to the
conduction band. The effect is therefore a loss in light absorption critical for the performance
of the solar cell (See Figure 5.6).

Figure 5.5: Correlation plots between the trap activation energy and the absorbance at 550nm
at (Top) 25oC and (Bottom) 55oC. The 90% confidence ellipses of the dependent variables are
included. Note how the top ellipse is almost circular, suggesting no relevant correlation. This is in
sharp contrast with the bottom one.
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Figure 5.6: Illustration of the trap mechanism affecting the absorption properties of perovskites.
(Left) Pre-degradation, most incoming photons of wavelength above the band gap are fully ab-
sorbed to promote the generation of photocarriers. (Right) Post-degradation, the extended band
of trap states impedes the full absorption of photons thus reducing the visible range absorption
properties of the perovskite.



CHAPTER 5. ANALYSIS OF DEGRADATION DATA 90

5.2 Discussion

Our observations lead us to think that preventing the formation of a large number of new
states closer to the band edges is an essential key to unlocking their long term stability.
Indeed, extended traps impede the full absorption of photon and the generation & collec-
tion of photocarriers. This process is mainly driven by the growth of crystallites within
the perovskite. Preventing that crystallite growth is essential in extending the lifetime of
perovskite solar cells, and we think we can achieve it via two main methods. One would
be to improve the formulation of the perovskite, especially at the A-site of its ABX3 struc-
ture. Reducing the effective radius rA of the A cation would shift the tolerance factor of
the crystal structure toward the more desirable cubic lattice structure. It would also reduce
its sensitivity to higher temperature, which is essential in promoting the crystallite’s growth
because heat is a significant driving factor. Optimizing rA should be done by accounting
for the narrow window in which functional and stable perovskite structures are expected
to form. Indeed, Bartel et al. provided a predictive probabilistic model that portrays that
opportunity window as a function of the cations’ radii in the ABX3 structure (See Figure
5.7) [126].

Figure 5.7: The effects of ionic radii on the stability of halide perovskites (from left to right, the
halides used were Cl-, Br-, I-). The radii rA and rB are the ones of the A and B cations of the
ABX3 perovskite structure. P (τ) is the probability that a perovskite will be stable as a function of
Bartel’s tolerance factor τ . The experimentally realized perovskites and nonperovskites are shown
as open circles and triangles, respectively [126].

The other method for reducing the formation of extended states would be by doping the
perovskite. For instance, the incorporation of divalent ions such as alkaline earth metals Sr
and Mg in limited amounts can increase the microstrain in the perovskite and reduce its
crystallite size. It will also maintain its Goldschimdt tolerance factor t between 0.8 and 1.0,
which is necessary for forming a 3D perovskite structure. From DFT calculations, Phung
et al. showed that the dopants could substitute either the A or B cation in the ABX3 or
be incorporated interstitially (See Figure 5.8) [127]. The increased microstrain in the low
doping regime showed an increase in VOC and improved stability under light exposure in an
inert environment (See Figure 5.9).
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Figure 5.8: Potential doping mechanisms of MAPbI3 calculated by DFT for Sr (top) and Mg
(bottom). Visualization of (a & d) Pb2+ substitution, (b & e) interstitial incorporation, and (c &
f) MA substitution [127].

Figure 5.9: Device performance upon doping. Correlation between VOC with microstrain from
GIXRD refinement of (a) the Sr-doped and (b) Mg-doped MAPbI3 devices. (c) VOC trend with
respect to nominal doping concentration of 3 alkaline earth metal ions. (d) J-V curve of the
best 0.2% Sr-doped with antireflection coating and undoped MAPbI3 device measured at standard
AM1.5 1 sun equivalent condition with a 100mV/s scan rate. Arrows indicate scan direction. The
inset is continuous MPP tracking in N2 at 25oC in simulated global AM1.5 solar spectrum with
UV cut-off at 380nm for 24h [127].
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5.3 Summary

In this chapter, we analyzed the relationships between the evolution of deep level traps and
the photovoltaic, crystallographic, and optical absorption properties of perovskites, summa-
rized in Figure 5.10. We note that over the course of the degradation period of the MAPbI3
solar cells, the average trap activation energy (Ea), PCE, and absorption at 550 nm (A550)
decreased, while the average crystallite size (CZ) increased. With our significance level α
set at 0.1, we found that all of these effects were significant as a function of time (from
Figure 3.21, pEa|time = 0.00001, pPCE|time = 0.001, pA550|time = 0.009 & pCZ|time = 0.002).
We posited that the extension of the band of trap states over time, illumination, load, and
temperature impeded the collection and generation of free carriers within the absorbing
layer. We believe that process to be driven by the growth of crystallite. We thus concluded
that reducing the formation of new trap states closer to the band edges could unlock longer
stability. We finally discussed a couple of methods that could assist in that endeavor.

Figure 5.10: (From Top to Bottom) Evolution of the trap activation energy, power conversion
efficiency, crystallite size and absorbance at λ = 550 nm over degradation time. The coefficient of
determination R2 of the linear fits are included along with their 95% confidence intervals.
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Chapter 6

Conclusions, Recommendations &
Future Work

6.1 Conclusions

In this work, we successfully applied the design of experiment (DOE) methodology to un-
dergo a comprehensive multifactorial study of the degradation of perovskite solar cells in
operation. We started by establishing how uncommon these multifactorial studies are in the
perovskite community and highlighting the benefits of this approach to a device that still
fails to meet the long-term stability standards necessary to making it a marketable product.
These multifactorial studies show the usefulness of a holistic approach to the investigation
of degradation in perovskite solar cells. Indeed, they allow the ranking of various degra-
dation factors by relevance and the significance of their confluence. Then, we explained
the DOE methodology and showed why it is a robust statistical analysis framework. We
showed how we methodically built our own experimental space by using temperature, elec-
tric load, and time as the degradation factors. To understand their leverage, we tracked the
photovoltaic, optical, crystallographic, and deep level defect properties of the MAPbI3 solar
cells. Our work confirmed the influence of interaction factors like Temperature×Load and
Temperature×Time in the degradation of perovskite solar cells. These terms would not have
been revealed in a one factor at a time study. We detailed how using PICTS as a method
of measuring deep level defects was appropriate to studying photosensitive devices like ours.
PICTS helped us uncover that a band of trap states, initially narrowly constricted deep in
the band gap of MAPbI3, widened over the course of the degradation period. From our DOE
analysis, we found that this effect was significantly correlated with the degradation of the
other responses tracked in this study. We posited that the extension of the band of trap
states over time, load, and temperature impeded the collection and generation of free carriers
within the absorbing layer. We believe that process to be driven by the growth of crystallites.
We thus concluded that reducing the formation of these traps could unlock longer stability.
Finally, we discussed improving the crystal structure to stabilize its crystallite growth by
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changing its constituent compounds or by doping.
This work allowed us to gain a holistic understanding of concurrent degradation mech-

anisms under realistic atmospheric conditions for perovskite solar cells in operation. We
demonstrated that higher order interaction factors must be considered in studying the sta-
bility of this technology experimentally or theoretically. Lastly, this study provides the
framework for systematically investigating the degradation of novel solar cells.

6.2 Recommendations & Future Work

Follow-up studies to this work should first focus on collecting and analyzing humidity sensi-
tive data for the evolution of crystallite size and trap activation energy over the course of the
degradation period. We do not expect major deviations from the general trends observed
in this work, but it will nonetheless complete the holistic picture we sought to paint. This
will also serve as a basis for building predictive lifetime models, which can be enhanced once
degradation data for properly encapsulated cells are also collected.

An attempt should also be made to confirm the physical phenomena discussed by, for
example, correlating electron paramagnetic resonance (EPR) measurements with PICTS.
Indeed, EPR is the most successful technique for the identification of lattice defects in semi-
conductors. Analysis of EPR signals can reveal whether the defects are due to dangling
bonds in dislocations, point-defect clusters or a confluence of both. Omling et al. have em-
ployed this technique to suggest microscopic models for defect centers in plastically deformed
silicon [128].

We also think that degradation studies as functions of fabrication techniques will be
important as we move closer to commercialization. Indeed, this study has been entirely
conducted on spin-coated 0.05 cm2 devices, and the trade-offs in quality once a technique
more suitable for larger area and throughput is employed, such as gravure printing, should
not be accurately quantified. As the perovskite formulation is optimized, as discussed in
Section 5.2, so should our understanding of the impact of those fabrication techniques. This
knowledge will help the industry properly match the cost, quality and throughput of a given
technique with its intended application.

Finally, we recommend studies linking the fabrication and degradation of perovskite cells
to their cosmetic appearance. This is a major problem that the silicon solar industry is
currently grappling with. Many residential customers are unwilling to install panels on
their rooftops that are not aesthetically pleasing to the eye. In scientific terms, this can
be expressed as seeking panels that are uniformly colored solar cells with excellent angular
insensitivity while maintaining a high power conversion efficiency. This endeavor requires
a high degree of control on the crystallization of process of the absorbing layer, potentially
using of sensitizer to highlight preferred colors, and optimizing the absorption, transmission,
and reflection of given wavelengths in the visible spectrum. Any technical improvement that
can ease the wider adoption of solar technology should be thoroughly explored.
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Appendix A

Solar Cell Operation

A solar cell is a photosensitive semiconducting device capable of generating electric power
once incident photons impinge upon it. Light of energy hν > Eg, the band gap of the
absorbing layer of the solar cell, allows for the establishment of two quasi-fermi levels: one
for holes, the other for electrons. Concurrently, free electron-hole pairs are created and
quickly promoted to either the conduction (EC) or valence (EV ) band for extraction of
useful current. When no bias is applied to the device, the current measured is called the
short-circuit current (ISC) or short-circuit current density (JSC) when divided by unit area
of the solar cell. The general equation for the current density in a solar cell is:

J = J0(e
qV
nkT − 1)− JL

where J0 is a pre-exponential term dependent on the intrinsic properties of the semiconductor,
q is the electron charge, n is the ideality factor (usually equal to unity), k is the Boltzmann
constant, T is the temperature, and JL is the photogenerated current or photocurrent. JL
is not equal to JSC , but in practice, they are close enough in value that they are used
interchangeably. Depending on the convention used, the JSC may be reported as a positive
or negative value. The potential bias measured under illumination but at zero current is
called the open-circuit voltage (VOC). Because the current-voltage curve is exponential, the
fill factor (FF ) is a metric used to gauge the squareness of the ”knee” of the curve. It is
obtained by dividing the maximum output power by the hypothetical optimal power obtained
if the JV curve was perfectly squared. That is

FF =
Pmax

JSC · VOC
By definition, 0 < FF < 1. Finally, the power conversion efficiency (PCE) conveys the
percentage of electric power generated by the cell from incident light. It is calculated as

PCE =
Pmax
Pin

=
VOC · JSC · FF

Pin

where Pin is the power of the incident light. The standard in reporting the PCE is to use
Pin = 100 mW/cm2 = 1 sun. Figure A.1 summarizes our brief description.
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Figure A.1: (Top) Typical JV curve of a solar cell with the different figures of merit labelled.
The curve here is inverted to report positive JSC . In this work, we use non inverted curves with
negative JSC . (Bottom) Illustration of the carrier extraction process in an illuminated perovskite
solar cell.
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Appendix B

Perovskite Market

With more than 500 GW of PVs installed to date, silicon photovoltaics remain the incumbent
technology with its cost now at $0.25/W and declining capital expenditures (capex) [129].
Perovskites offer a strong alternative with the potential for extremely low manufacturing
costs through solution processing that could compete with silicon. However, new cleantech
technologies have historically struggled to scale-up, with their capital intensity resulting in
long timelines for commercialization that are incompatible with traditional venture capital
funding models, that lead to lower success rates for cleantech startups as compared to soft-
ware and medical ventures. Today’s leading PV module manufacturers drive down prices by
producing modules at the GW/year scale, largely in regions with low labor costs, i.e. Asia.
Nonetheless, according to Mathews et al. [130], there is a path to entry for newcomers via
commercialization in the growing alternative markets such as the Internet of Things (IoT)
applications, building-integrated photovoltaics (BIPV), telecommunications [131], vehicle in-
tegrated, and others where higher margins are possible [132, 133, 134, 135]. In their analysis,
they show that such strategies can enable a sustainable route to scale, allowing perovskite
manufacturing companies to leverage higher prices in alternative PV markets to overcome
the capital intensity barrier for new cleantech products and reach significant scale before
entering the wider solar power market. By focusing on the manufacture of flexible single-
junction perovskite modules, a relatively low manufacturing cost can be achieved at small
scales owing to the low capex contribution of roll-to-roll (R2R) tools to the final module cost
for solution processed perovskites. Figure B.1B shows that the modeled minimum sustain-
able price (MSP) ranges from $3.30/W for a small-scale annual production of 0.3 MW/year
to $0.53/W for an annual production capacity of 1 GW/year. The latter price is still not
low enough to sell into residential or utility scale photovoltaic markets at a profit given that
recent module prices have been in the $0.20-$0.40/W range [136], but advances in materials
cost and efficiency ought to considerably reduce the price point. Indeed, Figure B.1C&D
show that materials are the overwhelming burden in the cost of the module, while Figure
B.1E&F show that the MSP is most sensitive to both the materials cost and the module
efficiency. Figure B.2 highlights the potential growth rates for flexible perovskite manufac-
turing. Growth rates of 100% and greater are achievable for average selling prices obtainable
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in alternative PV markets and show that perovskite manufacturing can be compatible with
venture capital funds that typically look for growth opportunities with return on invest-
ments equivalent to ∼ 100% year-on-year growth. Still, the average selling price projected
of $0.72/W for a 1 GW/year plant is about double the typical price currently obtained for
PV modules in the grid-connected residential, commercial, and utility PV markets.

Another route for perovskites to enter the market place is via expansion of the production
line of current silicon PV modules. By leveraging the existing silicon cell and module facili-
ties, tandem capacity can be added by only building the perovskite top cell manufacturing
line, a significantly cheaper investment than building an entire tandem manufacturing line.
The 4T configuration is ideal for this type of expansion since the top cell is fabricated entirely
independently from the bottom cell, allowing the manufacturing lines to operate in parallel.
Furthermore, assuming the perovskite top cell is to be fabricated in superstrate configuration
onto the front glass, and then integrated as the front glass would be in a typical silicon module
manufacturing process, the silicon module fabrication process would remain almost entirely
unchanged. Mathews et al. modeled the manufacturing cost of these tandem modules onto
a passivated emitter and rear cell (PERC) silicon bottom cell assuming a 2 GW/year plant
[130]. Figure B.3B shows that the average MSP for the modules produced in such a factory
would be $63.33/m2, assuming a tandem module PCE of 25.8% PCE and 18% for the single-
junction modules. Figure B.4 models the growth rates of tandem manufacturing. In the
fixed margin scenario, a 15% margin is used, where margin is defined as the percent of the
selling price that exceeds manufacturing cost (materials, labor, depreciation, utilities, and
operating expenses). For the efficiency-adjusted margin scenario, all single-junction modules
use a 15% margin while the tandem module margin is increased to reflect the added value of
high-efficiency. The tandem module selling price is set such that the dollar-per-watt price is
equal to the dollar-per-watt of the silicon single-junction, resulting in a margin of 24%. The
co-dependent growth scenario assumes an existing silicon manufacturing plant investing in
perovskite-silicon 4T tandems by building top cell manufacturing capacity to combine with
a portion of the silicon production as the bottom cell, thus producing both 4T tandems and
silicon single-junctions as the tandem capacity is expanded. The independent growth model
refers to a self-funded growth. Figure B.4B shows that the co-dependent growth with the
efficiency adjusted margin leads to a rapid expansion of manufacturing capacity within a
decade.

The models presented show the potential routes for perovskite market penetration as-
suming proper scaling and management of the issues of toxicity and stability. Nevertheless,
Oxford PV, a company established in 2010, has completely embraced the tandem perovskite-
silicon route. In December 2018, they announced a 1 cm2 tandem cell of record 28% efficiency
[61]. Swift Solar, established in 2019, is focused on the lightweight and flexible perovskite
market [137]. Hunt Perovskite Technologies, Microquanta Semiconductor, Energy Materi-
als are all companies that are focusing on producing large-area single-junction perovskite
modules [138]. The perovskite industry is quickly taking shape.
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Figure B.1: (A) Schematic of the cell structure modeled; (B) Production cost and MSP for
R2R perovskite modules vs scale; Breakdown of the costs per manufacturing step at a production
capacity of (C) 3 MW/year & (D) 1 GW/year; Sensitivity of the module MSP to various parameters
at a production capacity of (E) 3 MW/year & (F) 1 GW/year [130].
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Figure B.2: The annual growth rate of a perovskite PV manufacturing plant vs. manufacturing
scale and average selling price–the dashed blue line divides the regions above and below 100%
year-on-year growth [130].

Figure B.3: (A) Schematic of the modeled 4-T perovskite-silicon tandem module and (B) the
manufacturing cost and MSP of the individual sub-cells and the tandem module [130].
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Figure B.4: The predicted growth in manufacturing capacity of a PERC silicon manufacturing
facility that co-invests in perovskite-silicon tandem manufacturing using a (A) fixed margin or (B)
efficiency-adjusted margin approach [130].
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Appendix C

Building an Empirical Degradation
Model

C.1 Degradation Model

In the final piece of this work, we sought to use the data we’ve collected to build an empirical
model for the degradation of the unencapsulated MAPbI3 perovskite solar cell. We envisioned
the model to be of the form

Time = f(PCE) (C.1)

Building this type of model is especially useful for field testing devices, providing war-
ranties, and understanding the general state of the photovoltaic device from one measure-
ment. However, to make it resilient, we cannot rely on a simple regression of time as a
function of PCE from the data gathered in this work. Instead, we take advantage of know-
ing the influence of the deep level traps and the change in optical and crystallographic
properties in the degradation of MAPbI3 solar cells. The model will thus become

Time = f(PCE,Ea, CZ,A550) (C.2)

and simplified into Equation C.1 by performing a regression between the PCE and each of
the other responses. Ideally, we would have collected all the responses as functions of time,
temperature, electric load, and relative humidity. We unfortunately were not able to collect
the latter due to logistical issues caused by the coronavirus pandemic. To overcome this
roadblock, we sought to model the missing responses based on data from our previous work
[116]. Indeed, that study was a 23 × 5 factorial where the factors were temperature (25oC
and 55oC), load (OC and MPP), relative humidity (RH = 30% and 60%), and time (0, 15,
45, 105, and 225 min). The responses for that study were the photovoltaic, absorption, and
crystallographic characteristics. That experimental space matches well with our current one
(see Table 3.3). Yet, there are four key differences that must be noted. First, we did not
measure deep level trap data at the time. Second, the architecture of the solar cell, though
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very similar to the current one (See Figure 3.9), differs in the use of FTO as its electron
transport layer (ETL) instead of ITO here. Third, the XRD used for that study had a high
noise floor, which made it difficult to extract reliable numerical data. Last, all data collected
for this current work were at RH = 5%.

With those caveats in mind, we decided to model the crystallite size (CZ) and the average
trap activation energy (Ea) for RH = 30 & 60% by using a weighted average of least squares
linear regressions. That is,

Ea, CZ =

∑
nR

2
adj,n(an + bn · sn + εn)∑

nR
2
adj,n

(C.3)

where R2
adj,n is the adjusted coefficient of determination used here as a weight, an and bn are

respectively the y-intercept and slope of the linear regression, sn is the signal on which the
regression was performed on, and εn is the error associated with each regression estimated
from the 95% confidence interval. The latter was implemented as

εn = rand · (Upper95% − Lower95%) + (Lower95% − (an + bn · sn))

where rand is the pseudorandom function with outputs between 0 and 1, and Upper95% and
Lower95% refer to the upper and lower bounds of the 95% confidence interval of the linear
regression, respectively. For the crystallite size, sn = Time, VOC, JSC, FF and A550. For
Ea, in addition to the aforementioned signals, we added the newly modelled crystallite size,
for we found it essential for a close to accurate output. Finally, we built the regressions
piecewise by controlling for temperature to maintain the effects previously observed in the
physical experiments. The output is available in Appendix C.

Once the RH sensitive modelled responses were obtained, we built an empirical model of
the form

Time = βo +
∑
n

βn · xn +
∑
n6=m

∑
m6=n

βnm · xn × xm +
∑
n6=m,l

∑
m 6=n,l

∑
l 6=n,m

βnml · xn × xm × xl

+βnmlk · xn × xm × xl × xk + ε

(C.4)

where the β’s are parameters estimated using a least squares regression, the x’s are the
variables used for the model (PCE, Ea, CZ, & A550), and ε is the error term. After removing
all insignificant terms and analyzing the residuals, we settled on the factors presented in
Figure C.1b. We choose ε to be ±RMSE, the root mean square error of the actual vs
predicted plot (see Figure C.1a).
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(a) (b)

(c) (d)

Figure C.1: (a) Actual vs predicted plot of the model (b) Significance levels for relevant factors.
Main effects with p > 0.1 must be included when they are involved in significant interactions (c)
Residual plot (d) Studentized residual plot showing normal distribution.
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The last piece of the model was to determine the relationships binding Ea, CZ, and A550
to the PCE to reduce the four variables model to a single one as seen in Equation C.1. In
our analysis, we decided to perform logarithmic fits instead of linear ones because of the
physical behavior of our device. Indeed, there is a physical limit to the maximum crystallite
size, absorption and trap activation energy that MAPbI3 solar cells can reach. Moreover, our
data suggest that there is a precipitous decrease in A550 and Ea and increase in crystallite
size as the PCE approaches zero. The logarithmic regressions are presented in Figure C.2.
When incorporating these fits in the degradation model, we inserted their respective RMSE
as error terms.

Figure C.2: (From Top to Bottom) Logarithmic fits to the crystallite size, the absorbance at
550 nm, and the trap activation energy as a function of PCE. Details are available in Appendix C.
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All the pieces for the model now in place, we modeled the stability period of our unencap-
sulated MAPbI3 perovskite solar cell in Figure C.3. We added the condition that the model
must be monotonic since it would be very unlikely to have a cell with lower efficiency have a
longer stability period than one with a higher PCE. The model converges near the temporal
edge of our experimental space before diverging in predicting the degradation period. This
is an expected effect because the coefficients for the interaction terms were estimated at the
point of least uncertainty for each variable.

Figure C.3: Semi-empirical stability model for the unencapsulated MAPbI3 solar cells studied in
this work. Detailed equations are available in Appendix C.

In building this model, we found that the single most important factor in predicting
the stability of the perovskite solar cell was the trap activation energy Ea (See Figure C.1).
Techniques to maintain those traps localized deep in the band gap will be key in extending
the stability of perovskite solar cells.
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C.2 Supplementary Modeling Data

C.2.1 Regression Equations

C.2.1.1 Crystallite Size at T=25oC

CZ = 46.83 + 0.075 ∗ Time R2
adj = 0.12

CZ = 69.28 + 1.12 ∗ JSC R2
adj = 0.30

CZ = 76.30 + 0.67 ∗ FF R2
adj = 0.095

The dependencies on VOC and A550 were insignificant and not used.

C.2.1.2 Crystallite Size at T=55oC

CZ = 52.78 + 0.23 ∗ Time R2
adj = 0.68

CZ = 137.05− 91.46 ∗ VOC R2
adj = 0.25

CZ = 106.41 + 2.87 ∗ JSC R2
adj = 0.42

CZ = 113.57− 1.30 ∗ FF R2
adj = 0.11

CZ = 100.48− 18.60 ∗ A550 R2
adj = 0.26

C.2.1.3 Trap Activation Energy at T=25oC

Ea = 0.88 + 0.0013 ∗ Time R2
adj = 0.57

Ea = −0.13 + 1.16 ∗ VOC R2
adj = 0.38

Ea = 0.63− 0.011 ∗ JSC R2
adj = 0.27

Ea = 0.43 + 0.01 ∗ FF R2
adj = 0.35

Ea = 0.98− 0.0036 ∗ CZ R2
adj = 0.029

The dependency on A550 was insignificant and not used.

C.2.1.4 Trap Activation Energy at T=55oC

Ea = 0.90 + 0.0023 ∗ Time R2
adj = 0.78

Ea = 0.25 + 0.63 ∗ VOC R2
adj = 0.05

Ea = 0.32− 0.032 ∗ JSC R2
adj = 0.58

Ea = 0.085 + 0.019 ∗ FF R2
adj = 0.44

Ea = 1.18− 0.0067 ∗ CZ R2
adj = 0.39

Ea = 0.46 + 0.16 ∗ A550 R2
adj = 0.15
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C.2.2 95% Confidence Intervals

C.2.2.1 Crystallite Size

Table Below

Figure C.4: 95% Confidence Interval for CZ.
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C.2.2.2 Trap Activation Energy

Table Below

Figure C.5: 95% Confidence Interval for Ea.

C.2.3 Experimental Space with Modelled Data

Table on next page.
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Factors Responses
2 Levels 3 Levels 2 Levels 5 Levels Photovoltaic Crystal Absorption Traps

Exp # Temp.(oC) RH (%) Load Time(min) VOC(V) JSC(mA/cm2) FF PCE(%) L(nm) A550 Ea(eV)
1 25 5 OC 0 0.87 -20.58 0.48 8.58 48.16 1.74 0.96
2 25 5 OC 15 0.85 -18.65 0.35 5.61 50.56 1.92 0.73
3 25 5 OC 45 0.82 -23.27 0.44 8.47 39.86 2.45 0.75
4 25 5 OC 105 0.74 -14.99 0.30 3.35 49.50 1.93 0.60
5 25 5 OC 225 0.69 -2.56 0.21 0.36 57.35 1.66 0.70
6 25 5 MPP 0 0.80 -18.04 0.35 5.04 40.37 1.54 0.95
7 25 5 MPP 15 - - - - - - -
8 25 5 MPP 45 0.91 -22.87 0.44 9.21 49.79 2.18 0.80
9 25 5 MPP 105 0.77 -7.62 0.30 1.74 90.58 1.82 0.75
10 25 5 MPP 225 0.64 -2.50 0.26 0.40 57.56 1.58 0.58
11 55 5 OC 0 0.87 -20.58 0.48 8.58 48.16 1.74 0.96
12 55 5 OC 15 0.76 -8.78 0.36 2.26 57.94 2.68 0.78
13 55 5 OC 45 0.76 -17.05 0.26 3.34 49.16 1.69 0.72
14 55 5 OC 105 0.39 -7.46 0.38 1.09 87.44 1.20 0.77
15 55 5 OC 225 0.57 -4.67 0.29 0.76 94.96 0.47 0.27
16 55 5 MPP 0 0.80 -18.04 0.35 5.04 40.37 1.54 0.95
17 55 5 MPP 15 - - - - - - -
18 55 5 MPP 45 0.80 -15.38 0.34 4.19 88.77 1.77 0.84
19 55 5 MPP 105 0.80 -7.02 0.23 1.32 76.05 2.29 0.51
20 55 5 MPP 225 0.66 -9.12 0.20 1.21 104.36 0.44 0.50
21 25 30 OC 0 0.79 -16.31 0.33 4.32 48.29* 1.90 0.78*
22 25 30 OC 15 0.80 -17.57 0.43 5.99 46.42* 1.94 0.84*
23 25 30 OC 45 0.80 -16.53 0.53 7.03 48.36* 1.92 0.88*
24 25 30 OC 105 0.79 -14.26 0.47 5.34 54.57* 1.96 0.77*
25 25 30 OC 225 0.76 -11.35 0.37 3.17 60.32* 1.91 0.73*
26 25 30 MPP 0 0.82 -18.19 0.37 5.53 47.69* 1.98 0.83*
27 25 30 MPP 15 0.81 -17.59 0.51 7.31 51.70* 2.00 0.84*
28 25 30 MPP 45 0.82 -5.30 0.22 0.96 57.70* 1.98 0.75*
29 25 30 MPP 105 0.78 -8.47 0.44 2.91 51.20* 2.00 0.75*
30 25 30 MPP 225 0.64 -3.50 0.38 0.85 60.56* 1.93 0.68*
31 55 30 OC 0 0.74 -13.03 0.30 2.84 64.97* 2.18 0.81*
32 55 30 OC 15 0.65 -14.70 0.33 3.16 59.79* 2.30 0.78*
33 55 30 OC 45 0.53 -12.56 0.29 2.02 71.90* 2.23 0.71*
34 55 30 OC 105 0.55 -9.83 0.27 1.43 75.71* 2.14 0.63*
35 55 30 OC 225 0.43 -7.74 0.26 0.93 97.37* 1.70 0.48*
36 55 30 MPP 0 0.82 -14.91 0.39 4.71 62.92* 2.35 0.81*
37 55 30 MPP 15 0.78 -15.20 0.46 5.51 64.13* 2.40 0.82*
38 55 30 MPP 45 0.73 -12.55 0.38 3.52 62.06* 2.43 0.75*
39 55 30 MPP 105 0.64 -10.03 0.31 2.02 73.54* 2.36 0.63*
40 55 30 MPP 225 0.34 -4.86 0.23 0.42 90.90* 1.84 0.44*
41 25 60 OC 0 0.82 -12.16 0.35 3.44 51.91* 1.92 0.82*
42 25 60 OC 15 0.79 -16.60 0.41 5.46 56.60* 1.95 0.87*
43 25 60 OC 45 0.79 -4.54 0.23 0.85 62.50* 1.94 0.74*
44 25 60 OC 105 0.76 -13.61 0.44 4.60 60.49* 1.97 0.79*
45 25 60 OC 225 0.72 -11.23 0.38 3.08 57.43* 1.97 0.74*
46 25 60 MPP 0 0.85 -12.17 0.36 3.65 59.77* 1.83 0.84*
47 25 60 MPP 15 0.81 -16.58 0.46 6.10 47.62* 1.86 0.85*
48 25 60 MPP 45 0.78 -12.83 0.33 3.25 54.39* 1.85 0.80*
49 25 60 MPP 105 0.74 -1.90 0.24 0.34 52.94* 1.88 0.73*
50 25 60 MPP 225 0.40 -4.35 0.30 0.59 65.22* 1.76 0.48*
51 55 60 OC 0 0.83 -9.32 0.38 2.92 64.76* 1.62 0.83*
52 55 60 OC 15 0.72 -10.12 0.41 2.95 63.24* 1.90 0.77*
53 55 60 OC 45 0.64 -0.26 0.17 0.03 89.41* 1.15 0.58*
54 55 60 OC 105 0.41 -3.34 0.26 0.36 87.08* 0.57 0.62*
55 55 60 OC 225 0.27 -2.63 0.21 0.18 94.13* 0.51 0.38*
56 55 60 MPP 0 0.89 -15.86 0.39 5.49 54.22* 1.63 0.87*
57 55 60 MPP 15 0.85 -16.24 0.37 5.08 50.15* 2.16 0.90*
58 55 60 MPP 45 0.68 -9.33 0.28 1.86 69.51* 1.48 0.68*
59 55 60 MPP 105 0.58 -11.76 0.25 1.75 77.11* 0.74 0.58*
60 55 60 MPP 225 0.37 -7.60 0.25 0.73 94.05* 0.58 0.48*

Table C.1: Combined experimental space for the degradation model. In (*) are the modelled
data, the rest were experimentally measured.
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C.2.4 Validation Plots for the Combined Experimental Space

Figure C.6: Modelled CZ over time.
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Figure C.7: Modelled CZ over time controlled for temperature and relative humidity.
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Ea (eV) vs. Time (min)
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Figure C.8: Modelled Ea over time.

Figure C.9: Modelled Ea over time controlled for temperature and relative humidity.
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C.2.5 Log Fits

CZ = 70.84− 9.51 ln (PCE) + εCZ ; RMSECZ = 12.89

A550 = 1.60 + 0.213 ln (PCE) + εA550; RMSEA550 = 0.44

Ea = 0.66 + 0.097 ln (PCE) + εEa ; RMSEEa = 0.11

where ε = (2 ∗ rand− 1) ·RMSE

C.2.6 Semi-Empirical Degradation Model

Time = 423.37− 2.011224 ∗ PCE − 0.177547 ∗ CZ − 13.68262 ∗ A550− 414.3237 ∗ Ea

+0.6500754∗(PCE−3.4475).∗(CZ−63.035)−2.542503∗(CZ−63.035).∗(A550−1.7773333333)

+67.128356 ∗ (PCE − 3.4475). ∗ (Ea− 0.7348333333)

−304.8101 ∗ (A550− 1.7773333333). ∗ (Ea− 0.7348333333) + εT ime

where εT ime = (2 ∗ rand− 1) ·RMSET ime, and RMSET ime = 51.939 min. To obtain Figure
C.3, the following transformation was performed: f = min(Time)− Time.
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D.1 X-Ray Diffraction Plots

Figure D.1: XRD Condition: 25oC & OC.
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Figure D.2: XRD Condition: 55oC & OC.



APPENDIX D. SUPPLEMENTARY DATA 117

Figure D.3: XRD Condition: 25oC & MPP.
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Figure D.4: XRD Condition: 55oC & MPP.
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D.2 UV-Vis Absorption Plots

Figure D.5: UV-Vis Condition: 25oC & OC.
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Figure D.6: UV-Vis Condition: 55oC & OC.
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Figure D.7: UV-Vis Condition: 25oC & MPP.
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Figure D.8: UV-Vis Condition: 55oC & MPP.
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