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Abstract

Gamma-ray Mapping

by

Ryan Thomas Pavlovsky

Doctor of Philosophy in Engineering - Nuclear Engineering

University of California, Berkeley

Kai Vetter, Chair

Advanced radiation detector sensors and detector systems have promoted the idea of
Gamma-Ray Mapping, the fusion of maps generated by contextual sensors with radiation
data. Gamma-Ray Mapping seeks to discover sources or distributions of radioactive isotopes
in the mapped measurement environment. As this suggests, there are two components to a
Gamma-Ray Mapping system: the map generation and Gamma-Ray imagers. This concept
has been motivated heavily by the availability of advanced gamma-ray detectors as well as
commercial sensors such as Global Positioning System (GPS), Light Imaging, Detection and
Ranging (LIDAR), Inertial Measurement Unit (IMU), etc., which can facilitate Simultaneous
Localization and Mapping (SLAM).

The role of Compton Imagers for Gamma-Ray Mapping has been explored for some
time [3][20][12]. These systems have good angular resolution, however they suffer from
imaging ambiguities in the Compton cones and require an ensemble of gamma-ray events to
reconstruct the source location. Electron Track Compton Imagers (ETCI) seek to break the
symmetry of Compton cones and eventually approach event-by-event gamma-ray momentum
computation. Additionally, these detectors provide the possibility of new imaging modalities
that rely only on electron tracks to recover the angular location and energy of a source [19].
ETCI has been shown to be conceptually possible [60] in high resolution 10.5 µm Super Novae
Acceleration Probe (SNAP) Charge Coupled Device (CCD) silicon detectors. However, there
are many practical issues with the implementation of CCD detectors as Compton imagers,
namely that time resolution in these devices is conservatively the Frame Read Time (FRT).
In typical SNAP devices the FRT can be ∼ 1 s/MPxl. The lack of time resolution limits
the use of CCD electron trackers in Compton imagers as well as in other radiation detector
system uses.

In order to circumvent the limit established by the FRT, CCD-strip was proposed. CCD-
strip devices conceptually provide time resolution on the order of the electron drift time in
n-type CCD detectors by application of strip segmentation to the CCD backside. Time
stamps would be correlated through the coarse strip spatial coding and the high resolution
electron tracks in the CCD pixel plane. Backside strips imply that double-sided, micrometer
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alignment would be required for CCD-strip fabrication. Significant effort was required in the
coordination of the CCD fabrication facility Teledyne DALSA and strip detector fabrication
facility SINTEF. A small batch of CCD-strip devices were fabricated and tested in the
Lawrence Berkeley National Laboratory (LBNL) engineering test stand for screening pur-
poses. The bulk of this work’s contribution is in the construction and demonstration of the
newly fabricated devices in a custom test stand. The DALSA control wafers were the first
of this batch to produce electron tracks, and the device was characterized in our testbed.
The custom cryostat and measurement stand allowed us to reduce the leakage current in
CCD-Strip by a factor of 1000. The reduction removed voltage transients with equivalent
charge of about 3-5 MeV at the output of the preamplifiers. Ultimately the output baseline
had an Equivalent Noise Charge (ENC) of 400 keV-RMS per strip. The magnitude of the
ENC is large enough that strip operation is yet to be demonstrated.

Benchmarked simulations for the improvement of electron tracking and imaging algo-
rithms are also presented. From these simulations follows an investigation of the nuclear
scattering effect in electron trackers. Nuclear scattering is an important design consideration
for electron trackers as it scrambles the Compton kinematic information without producing
ionization, or signal, in electron trackers. From an examination of the nuclear scatter limit,
diamond was identified as a very interesting detector material for electron tracking. Dia-
mond is a material that minimizes nuclear scattering while maintaining photon efficiency.
This boosts the amount of ionization signal obtained from the initial portion of the electron
track. Electron-nuclear scattering is a large source of kinematic information loss in ETCI
systems.

Beyond complex detectors, augmentation of monolithic sensors with contextual sensors
to provide SLAM has been investigated for Gamma-Ray Mapping. Given the many types
of instruments which may be of interest, we constructed Localization and Mapping Plat-
form (LAMP), a data collection and demonstration platform for detectors and contextual
sensors. Here we used Google Cartographer as a SLAM solution. SLAM provides the 6
Degrees of Freedom (DOF) trajectory of a system, while simultaneously generating 3D mod-
els. These allow for ranging of gamma-ray emitters and the correction of detector responses
to provide better association of flux with physical objects. We demonstrated handheld and
Unmanned Aerial System (UAS) measurements as configurations for making these measure-
ments. LAMP, in handheld and flight configurations, provides a portable, robust indoor
and outdoor 3D SLAM solution for Gamma-Ray Mapping. LAMP was fitted with com-
mercial radiation detectors as a proof of concept. The radiation and scene data can be
fused by utilization of the SLAM output poses, trajectory and 3D model with simple back-
projection. The 3D backprojection scheme demonstrated incorporates simulated detector
angular responses for better resolution of hotspots than just backprojection alone. LAMP
has demonstrated that there is utility in coupling contextual sensors to augment simple com-
mercial detectors. Implementations that use commercial radiation detectors are important
to Gamma-Ray Mapping in that they represent the low end of the cost versus complexity for
mapping. We also demonstrate uses where GPS is either insufficient in function or accuracy.
LAMP will serve in the future as a demonstration platform for many kinds of detectors.
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The development of ETCI and LAMP systems continues to expand the Gamma-Ray
Mapping application space. The developments in complex Gamma-Ray Imagers, coupled
with contextual platforms, consider the necessary components for Gamma-Ray Mapping.
This work has presents progress toward understanding the applicability and information
that ETCI systems provide, and we note that there is substantial work to be done toward
the goal of mapping with ETCI devices. The LAMP demonstration platform is crucial to
comparing technologies and understanding the complex problems that Gamma-Ray Mapping
poses. These parallel developments both share a part in enabling Gamma-Ray Mapping.
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Chapter 1

Introduction

Radiation detectors have many uses in scientific, industrial and security applications. Non-
proliferation, source search, consequence management, nuclear power disaster contamination
mapping, medical imaging, astrophysics and many others fall into the context where one
might desire radioisotope mapping. The measurements at the heart of these applications
vary in implementation, however they all seek to deduce information about radioisotopes in
spatial and/or time dimensions. These data can either be the binary detection of a specific
radioisotope or map a distribution of a specific radioisotope. Therefore it is convenient to
choose radiation detectors that are sensitive to particles that could be observed from standoff
distances of greater than 1 m or so, but still have highly specific and reasonable informa-
tion rates in the measurement. Gamma-Rays, or photons emitted from certain nuclear level
transitions in radioisotopes, provide a highly specific monoenergetic stimulus to gamma-ray
detectors. The stimulus provokes a signature by which gamma-ray emitting isotopes can
be identified and quantified. Radiation detectors that can identify and quantify gamma-
ray emitters are called spectrometers. One or many nuclear level transitions may be used
for identification. These detected emissions from the nuclear level transitions are always
convolved with the detector response, resulting from the interaction physics. Detector re-
sponses are more complicated than just the collection of measured monoenergetic emissions.
For example, Figure 1.1 shows the response of a high resolution gamma-ray spectrometer.
Here the spectrometer is used to identify two isotopes of the same chemical species from
a radiological release. The presence of 134Cs is highly specific to Uranium based reactor
operation, while 137Cs can be related to Uranium based reactor releases or nuclear weapons.
In this way, the presence or absence of these isotopes can help to understand the origin of
radioactive releases. The idea, that the origin of radioisotope releases can be discovered by
their presence or absence, is critical in the field of nuclear forensics.

The presence of gamma-ray emitters can be attributed to anthropogenic, cosmogenic
and primordial origins. In most cases, radioisotopes that are cosmogenic and primordial
in origin establish a limit of sensitivity or detectability for measurements which do not
explicitly intend to measure them. Collectively known as Naturally Occurring Radioactive
Material (NORM), these radioisotopes and their daughters are sometimes referred to as
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background radiation1. Background radiation can vary based on weather, geologic location
and the materials in the measurement scenario. Figure 1.2 and Figure 1.3 provide examples
of NORM and man-made radioisotopes from an air sampler. Here the gamma-ray signatures
are fairly complicated, even in a high performance gamma-ray spectrometer. The magnitude
of count rate variations can be quite large over 1 hr intervals. Figure 1.3 shows factors of 15
for 214Bi from the maximum count rate to the minimum. The variations observed here from
a stationary detector are partially explained by local weather and climate patterns. The
complexity of the scenario is quite expansive, even in this relatively simple case.

Gamma-Ray Mapping seeks to either find discrete sized sources or distributions of sources
over the measurement backgrounds. Design of radiation detector systems for these purposes
considers the application, the measurement background, the limits in detector and electronic
performance and the limits of physical information provided by gamma-rays.

For meter scale mapping the most common tool of choice is similar to surveys like Fig-
ure 1.4. Figure 1.4 shows a map of the interior of a home affected by the Fukushima Dai-ichi
Nuclear Power Plant Accident (FDNPPA) in Namie, Japan. The survey was the first re-
entry of this home since the disaster, 4.75 years later. Mapping is achieved by a two person
team with Geiger and NaI dose rate probes with the dose rates noted at each location. The
aggregation of the data is left somewhat to the experimentalist as one must infer hotspots
from integrated flux measurements at discrete points.

The method shown by Figure 1.4 logistically simple, however it requires a trained operator
for the proper use of an instrument, data must be taken and aggregated by hand and can
require the operator to be the first line-of-defense in the inspection of any newly surveyed
area. Especially in the case where doses may not be known, first re-entry by humans to
collect measurements presents a risk and information tradeoff. Ideally a system for Gamma-
Ray Mapping would remove common error modes in data collection, be more robust in usage,
provide realtime feedback and allow data to be collected without risking operator safety.

1.1 Imaging Technologies

Gamma-Ray imagers are specialized radiation detectors designed to exploit gamma-ray inter-
action physics to provide localization capabilities for Gamma-Ray Mapping. The detectors
that implement gamma-ray imagers differ considerably. Proximity imagers are often the sim-
plest gamma-ray imagers providing localization from distance-based source intensity mod-
ulation. Detectors employed are monolithic or pixelated, and additional modulation from
the detector orientation and positioning can be included in specific cases. Many examples
of proximity imagers exist and fundamentally work on similar principles to the modula-
tions observed in Figure 1.4. Prominent results of Proximity Imaging are the Department
of Energy (DOE)/National Nuclear Security Administration (NNSA)-JAEA’s emergency re-

1In the general context, the term background is often extended to refer to isotopes which are part of a
measurement that does not seek to measure them.
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Figure 1.1: Nondestructive assay for identification of isotopes by their gamma-ray signatures
with a 15 % High Purity Germanium (HPGe). The isotopes in this sample are embedded in
soil due to their chemical properties. In particular the 137Cs and 134Cs lines are important
for nuclear forensics as 134Cs is produced in significant quantities in reactors but not directly
by fission as per tables provided by England [13]. Sample collected from Namie, Japan in
December 2015 inside the exclusion zone 4.75 yrs after the FDNPPA. The isotopes seen here
were part of the radioactive releases.
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Figure 1.2: Naturally Occurring Radioactive Material (NORM) from the Near Realtime
Air Sampler versus time. The variations observed are related to Radon and Thoron decay
chains. Data were collected with a mechanically cooled, thin window, N-type Broad Energy
Germanium (BEGe) detector. Radioisotopes are collected by air sampling at 21 Standard
Cubic Feet Per Minute (SCFM) onto an 4” FPAE-102 HEPA filter about 2 inches from the
detector thin window. Temperature, barometric pressure, differential rain at 1 hr increments
and solar flux are reported. Weather data correspond to the axis labels which share the line
color.
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Figure 1.3: Raw air monitor spectra from Figure 1.2 over selected time intervals. One
or many peaks correspond to one of the different Naturally Occurring Radioactive Mate-
rial (NORM)/man-made isotopes that establish backgrounds for many gamma-ray measure-
ments.

Figure 1.4: Japan Atomic Energy Agency (JAEA) map of a home within the Fukushima
exclusion zone. After the Fukushima Dai-ichi reactors volatilized the radioactive inventory,
mapping is required to allow residents to return. The map above is an example of the current
tool of choice for investigating potentially contaminated areas indoors. Simple measurements
are made with both a NaI dosimeter and Geiger counter. The selection of measurement areas
is done by walk-throughs with a dose-rate meter. Areas that are of interest are counted for
longer periods of time, and sample swipes are taken.
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sponse maps of radioactive contamination from the Fukushima Dai-ichi Nuclear Power Plant
Disaster [52]. This example is discussed at length in Chapter 5.

Another type of gamma-ray imager is the Compton Imager. Detectors capable of Comp-
ton Imaging must supply at least one or many of: position, energy or time resolution.
Measurements must provide some or all of these data to pair Compton scatter and absorp-
tion events from the same photon. COMPTEL [12] was an example of a Compton Imager
based on monolithic scintillators to map the distribution of 26Al in the galaxy. 26Al is im-
portant to ongoing nucleosynthesis and is of importance to cosmology. Segmented detectors
have also been used as Compton Imagers. For example, Si and HPGe orthogonal strip
semiconductor detectors have been used as gamma-ray imagers, providing spatial coding of
about 0.5-10 mm on a single crystal. At least two interactions from the same photon are
required for operation in Compton mode. Of the two interactions one should be a scattering
event and one should fully absorb. Time coincidences and energy pairing allows for the
generation of Compton cones identification of events from a single photon. Compton cones
are possible incident gamma-ray directions, which result from Compton scatter kinematics
and kinematic ambiguity. With an ensemble of cones, measurements provide the angular
source position by coherent summing in a discrete angular space. The large volume, high en-
ergy resolution and spatial coding make orthogonal strip detectors suited for many Compton
Imaging applications. For example Nuclear Compton Telescope (NCT) [29] and Gamma-Ray
Imaging Polarimetry/Spectroscopy for Solar Flares (GRIPS) [48] were produced to detect
and image astrophysical gamma-ray emissions. Specifically NCT would like to gain more
knowledge about gamma-ray bursts, black holes and nucleosynthesis through Gamma-Ray
Imaging. NCT has been upgrade substantially and continues as the Compton Spectrometer
and Imager (COSI) [8]. GRIPS was proposed to understand solar flares and Coronal Mass
Ejection (CME). In security applications there have been Compact Compton Imager (CCI)
[59] and Volumetric Compton Imager (VCI) [3] which have been used as 2D imager and 3D
volumetric imager systems. CCI and VCI have the goal of discovering and localizing illicit
nuclear material.

1.2 Challenges

Semiconductor orthogonal strip detectors improved the information density from the mono-
lithic sensors used previously for Compton Imaging, however much of the Compton scatter-
ing information has yet to be recovered. Observation of Compton electrons from gamma-ray
scatters in 10 µm high spatial resolution Super Novae Acceleration Probe (SNAP) Charge
Coupled Device (CCD) led to the first feasibility measurements of Electron Track Compton
Imagers (ETCI) in solid state detectors [60]. The Compton vertex information captured in
the Compton electron can provide increased signal-to-noise for Compton event ensembles,
open new imaging modalities and lead to direct computation of gamma-ray momenta on
an event-by-event basis. ETCI is of interest for high angular resolution Compton systems,
however there are many practical problems with the demonstration of [60]. One fundamental
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problem is a result of the readout architecture of high spatial resolution CCD detectors. The
readout scheme provides high spatial density but trades in time resolution. Time resolution
is roughly the Frame Read Time (FRT). The FRT is on the order of seconds for most SNAP
devices and scales with the pixel area. Active pixel schemes for readout of electron tracks
have been proposed, however they are limited in depletion layer thicknesses and achievable
pixel sizes. Small pixel pitch with high signal to noise per pixel is desirable, so that electron
track trajectories can be well resolved. Shrinking the pixel size while maintaining signal to
noise is an open area of investigation for many active pixel schemes. Additionally information
density on fine pixel pitch devices is also a problem, where the data that can be transferred,
reduced or processed is limited by density of electronics.

Aside from ETCI practicality issues, there are Compton electron information limits that
imply Compton Imaging limits. The measurement of the Compton electron energy and
initial trajectory are of great importance for ETCI. The former is concerned with the
Compton electron containment probability and energy resolution of a detector. The limit of
information that can be collected about the initial electron trajectory is much more difficult
to determine. Signal for the Compton electron trajectory depends on the material, device
properties and the electrode configuration. Due to the coupled nature of this problem a
concerted effort would be required. Preliminary simulations could guide detector fabrication
and design. However, achieving detectors with the desired performance characteristics is not
trivial, and sometimes the limits of performance are not known until after fabrication and
operation.

The significant challenges in Gamma-Ray Imaging based on advanced ETCI sensors is
complementary to the simpler Proximity Imaging approach. Investigation of simple mono-
lithic detectors are of interest with recent developments and availability of contextual sensors
such as GPS, LIDAR, IMU, etc. and SLAM engines that rely on them. Techniques and devel-
opments from SLAM algorithms could provide proximity Gamma-Ray Mapping of radiation
sources with monolithic radiation detection sensors. Gamma-Ray Mapping has previously
been performed with Compton Imagers VCI and High Efficiency Multimodal Imager (HEMI)
[20] that used SLAM solutions suited for indoor environments. Given the large investment
in high performance detector development, it is natural to consider the scaling of complexity
and cost of simple detectors coupled with contextual sensors.

1.3 Proposed Solutions

This work presents developments in advanced sensors for ETCI toward high resolution Comp-
ton Imaging systems. Electron tracking provides a rich physics for Compton interactions and
opens up new imaging modalities. CCD-strip (Chapter 4) is proposed as a possible avenue
toward the goal of ETCI imagers, seeking to add time resolution to SNAP CCD detectors
while maintaining excellent spatial resolution at 10.5 µm in silicon. Also in Chapter 4 we
present the simulation benchmarks of a CCD electron tracker and provide the nuclear scat-
tering limit as a design parameter for future ETCI systems. We conclude the chapter with a
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discussion of active pixel devices that could provide timing information for electron tracking
and discuss the challenges that those devices face.

In contrast to the high resolution Compton Imaging systems that ETCI promises, we
present the Localization and Mapping Platform (LAMP), a lightweight and flexible contex-
tual sensor and detector demonstration platform for 3D gamma-ray proximity mapping. We
discuss the limits of GPS in mapping, introduce the concept of mobile SLAM, show results
from handheld measurements indoors and outdoors as well as provide preliminary results
from proximity mapping via an UAS. We discuss the method used for 3D backprojection
and the effect of detector angular responses on the two proximity mapping cases. Finally,
we conclude with the future challenges that are posed by data sufficiency in Gamma-Ray
Mapping and note the role of UAS as autonomous mapping platforms in the future.
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Chapter 2

Radiation Detection Fundamentals

Despite the large scope of radiation detection, almost all detectors rely on the electronic
excitation of the sensitive medium to measure information about incident radiation1. The
properties of radiation detectors vary considerably, and the useful interpretations of infor-
mation encoded is dependent on the instrumentation used to collect it. The information
collected depends both on the type of detector and the electronics used for the front end
instrumentation. Here we present some general features of traditional gamma-ray semicon-
ductor detectors, conceptual features of the instrumentation front end electronics and limits
in performance for a few specific cases.

2.1 Some Properties of Semiconductor Detectors

Semiconductors provide interesting properties for radiation detection because of their well
defined electrical structure in the crystalline state, their relatively high densities and the
ability to achieve relatively large volumes. The regular crystalline structure and the Pauli
exclusion principle define discrete electrical states in the material [28]. The density of states
increases with energy, leading to a virtual continuum of states. This continuum is referred
to as an energy band. These bands form for both electrons and holes. For electrically pure
materials the bands are isolated from each other, at a minimum, by the bandgap. The
bandgap represents the minimum amount of energy to promote an electron or hole to the
opposing band.

Typically semiconductor detectors are implemented on high resistivity bulk volumes with
a rectifying and ohmic contact. Despite the high resistivity of the bulk, there is still some
amount of dopant in the volume which establishes the type of the material as a donor or
acceptor of electrons. A contact of the opposite type can be applied to form a PN rectifying
junction. Additionally, another contact is applied to establish an ohmic or non-blocking
contact. The depletion width with no applied bias is driven by charge conservation of
the dopants present. Specifically, an intrinsic depletion region is present at the rectifying

1The exception being related to detectors which are sensitive to phonons, vibrational quanta.
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Figure 2.1: The electron-hole pair creation to bandgap energy for many different materials
is very consistent with a constant ratio, roughly of about 3 times the bandgap. Figure from
[36].

contact, with a width determined by the dopant concentrations on each side of the PN
junction. The depletion region can be grown in the device by applying reverse bias so that
all free carriers are swept out of the volume, and the static space charge of the dopants is
uncovered. Uncovered space charge and applied bias establish field in the device.

Interactions by charged particles in the depleted volume can liberate electron and hole
pairs. The readout of charge carriers is explored extensively in Section 2.2. The energy
required to generate electron-hole pairs is limited by the phase-space of the wave functions
in the crystalline volume and are therefore larger than the bandgap. A series of electron-
hole pair creation energies can be seen in Figure 2.1. The figure shows that energy is
partitioned for many semiconductors as a fixed ratio of approximately 2:1 for vibrational to
charge excitations. This is observed in the slope of the line, where it is helpful to remember
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that the bandgap is the minimum energy required for ionization and the electron-hole pair
creation energy is essentially the energy required to overcome the bandgap and momentum
balances that the lattice phase-space imposes. The momentum transferred to the lattice in
e-h pair generation results in phonons. Thus the ratio of the bandgap to the e-h creation
energy approximately represents the fraction of energy delivered directly for ionization. The
sampling process for creating e-h pairs follows a Poisson distribution. The number of e-h
pairs Ne−h is proportional to an energy deposited in the lattice Edep by

Neh = Edep/ε, (2.1)

where ε is the e-h creation energy for that material. The e-h pair creation energy may, in
general, be a weak function of temperature.

The observed variance of the number of e-h pairs is not exactly σNeh
=
√
Neh as a pure

Poisson process would dictate. Energy deposition in the lattice samples other excitation pro-
cesses which generate other information carriers such as vibrational quanta (phonons), which
are not charged. For this reason, the observed variance on the e-h pairs for semiconductors
is smaller than the Poisson variance2. The Fano factor has been defined as

F =
σobserved
σNeh

, (2.2)

which is an a posteriori model to describe the experimentally observed variance. Given
that the phonon and e-h creation processes are both Poisson sampling processes, one might
expect that the Fano factor is independent of energy for semiconductors. For semiconductor
detectors this is typically less than one3.

The modified variance σFano =
√
FεEdep defines what is referred to as the statistical

limit in the charge spread of a monoenergetic charge deposition. The resulting distribution
about the monoenergetic deposition approaches a Gaussian distribution for large numbers
of events. The ability to resolve monoenergetic depositions introduces the concept of energy
resolution, and is conventionally discussed as the Full Width Half Max (FWHM) of the
Gaussian distribution. One can show that the statistical-Fano limit FWHM is given by

WFano = 2.355
√
FεEdep. (2.3)

2If one knew the total number of information generating channels and the creation energies for each the
variance could be directly calculated. Please see the excellent discussion by [36].

3This discussion has been focused on semiconductors. If one uses Equation 2.2 to compute Fano factors
for scintillators the result is greater than one. [57] provides an in depth discussion, essentially the effect is
related to the non-proportionality of the light yield for electron deposition in those lattices and the electron
track.
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2.2 Signal Formation

Charge liberated by an external stimulus in a reverse biased semiconductor drifts toward the
electrodes due to the established electric field. The signal from a drifting charge is due to
induction from both electrons and holes. Ideally the signal generated is only dependent upon
the geometry of the electric fields and electrode configuration. Shockley-Ramo’s theorem [46]
states that the induction from a point charge q on an electrode is

δQ = q(φn − φn−1) (2.4)

when a charge has moved in a weighting potential φ along spatial coordinates coded by n
and the previous position n-1. The weighting field φ is unique for unique electrodes and
can be obtained by raising the electrode of interest to unit potential and ac-grounding all
others. The weighting potential is independent of the uncovered lattice space charge and
applied bias, as derived by Ramo for electrostatic fields. The weighting potential relates the
sensitivity of an electrode to a point charge q at each spatial dimension in the volume. The
electric field ~E controls the drift motion through the weighting potential of the point charge

~v = µ · ~E, (2.5)

where µ is the mobility tensor of the crystal, ~E is the applied electric field, and ~v is the
velocity of the point charge. The motion between n and n-1 implies induced current, where
the delta in time is given as dt = tn − tn−1 from the distance between n and n-1 and the
velocity ~vn−1,n. The induced current is then related to both the electric field and weighting
field characteristics. If the induced charge were measured ideally, these would describe the
signal produced. The instrumentation to measure the induction is sometimes limited in ways
that are discussed in Section 2.2.

The instrumentation to measure the induced/collected charge is typically a Charge Sensi-
tive Preamplifier (CSA) which ideally converts the input charge to a voltage signal. Detectors
and instrumentation also have fundamental limits on the measurement of the input charge,
so processing of the output voltage signal may be necessary to achieve maximal signal to
noise.

Simulation of segmented electrode configurations is important to understanding the ideal
performance of a radiation detector and the signal that is generated. Figure 2.2 presents a
Finite Element (FEM) solution of the charge drift and induction process for charge deposi-
tion in a silicon CCD-strip detector. The details of CCD-strip are fully explored in Chap-
ter 4, however the schematic cross-section and important coupling parameters are shown in
Figure 2.3. Charge induction is modeled for the time sensitive strip electrodes, while the
implant metal for CCD pixels are modeled as a monolithic electrode. This approximation
holds for generation of strip signals due to the implants’ relatively small pitch compared to
the depletion thickness. Additionally, the strips are perpendicular to the implants for the
pixel plane. Important parameters for the strip electrodes are the strip pitch, the distance
between strip centers, and the gap, the separation distance between electrodes. The upper
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Figure 2.3: (Left) Simulated electron trajectories on strip side of CCD-strip device shown
in green splitting the gap between electrodes. The space between electrodes can be weak in
field and thus have a curved trajectory around the gap. (Right) Geometry of CCD-strip for
Figure 2.2 and this figure. Additionally, we introduce the concept of strip-strip capacitance
Css and depletion capacitance Cdep for Figure 2.5.

Figure 2.4: Induced charge signals on the inner 5 electrodes from the electron track in
Figure 2.2. Green, red and blue traces are for the induced electron, hole and net signals
on the electrode of interest. The y-axis is in normalized charge. Notice that charge only
integrates on electrode 2 while charge is induced on the rest of the electrodes.
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panel in Figure 2.2 is a weighting potential result for the central electrode plotted in volts.
The relative magnitude of the potential versus position in the bulk is the important feature
of this plot. The weighting potential is strongest near the sensitive electrode. Additionally,
in the lower panel: a simulated deposition of charge that is consistent with a toy relativistic
electron injection in the middle of the volume. The charge injection represents the features
one would expect from gamma-ray interactions: a variable but low charge deposition density
along the initial portion of the electron track and a high density terminus. The shape of
the electron track can change dramatically with energy; the modeled track represents a 300
keV electron in a silicon device. The track can be oriented in different directions but the
example shown is in the plane perpendicular to the strip electrodes. Charge drift paths are
represented as red and green lines for holes and electrons respectively, though only a sample
is plotted. Figure 2.3 shows a zoomed picture of electron drift lines around the gap between
two metal electrodes. In the right panel there is a schematic of the volume simulated with
the inter-strip and depletion capacitance labeled. Figure 2.4 shows the induced charge for
the electron track presented in the lower plot of Figure 2.2. Green, red and blue lines corre-
spond to the induced electron, hole and net signal on the electrode of interest. The results
were produced from the author’s Signal Formation framework which uses open-source FEM
Elmer to perform abstracted field simulations and charge induction. Another product of
this framework is that inter-electrode capacitances can be calculated. For a constant gap, of
about 12 percent of the strip pitch, for the capacitances defined in Figure 2.3 can be com-
puted. Figure 2.5 presents this calculation plotted against dimensionless axes wdep/p and
Cs−s/Cdep. These represent the depletion width to pitch ratio and the strip-strip capacitance
versus the depletion capacitance of the detector.

The results from the Signal Formation framework are important in that it these represent
the ideal case for signal generation on a metal electrode. The ideal signal generation is
degraded by physical characteristics of real detectors such as field distortions at the detector
periphery, weak field areas, weak strip isolation, trapping as well as others effects. The
solution and cause for these effects is outside of the scope of this work, however the next
section investigates the impact of instrumentation as a possible source of fidelity loss in
segmented front ends.

Charge Sensitive Preamplifier (CSA)

The CSA is a charge integrator whose output is a voltage signal that is proportional to the
input charge. A CSA is typically the first stage of amplification in a semiconductor system.
The characteristics of the CSA are especially important to multichannel or spatially coded
semiconductor detector systems. Characteristics of the CSA or ’front end’ are examined
while building complexity to the multichannel configurations.

Figure 2.6 is a schematic representation of a single channel, ideal charge amplifier with
input capacitance to ground of Cin. The input capacitance is not desired but unavoidable
and thus sometimes referred to as parasitic capacitance to ground. This CSA has a gain
of gQ ≡ vout/Qin, by definition. Note that the input capacitance is external to the charge
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Figure 2.5: Strip to depletion capacitance ratios vs pitch to depletion depth. This calcula-
tion employed field simulations for planar strip detectors for a fixed gap to pitch ratio of 0.12.
The dashed line indicates where the strip pitch is equal to the depletion depth. To the far
right of this line one sees the small pixel effect, where the strip-strip capacitance dominates.
To the far left of the dashed line the detector approaches a planar electrode approximation,
where the depletion depth is very small compared to the electrode size. The arrow shows
where CCD-strip (discussed in Chapter 4) lies on this plot.

amplifier and that the gain ideally does not depend on Cin. The insensitivity to input
capacitance could occur if the input impedance of this amplifier is very small so that charge
division would not occur between the input capacitance and the input of the amplifier. Low
input impedance to ground at the amplifier input is analogous to the virtual ground concept,
as charge would be absorbed if the impedance to ground was very close to or at zero.

Q VoutQin

Cin

Figure 2.6: Schematic charge sensitive amplifier. The output voltage Vout has an AC com-
ponent vout which is proportional to the input charge Qin. The amplifier schematic symbol
enclosing Q implies that this is a charge amplifier with buffered voltage output. Cin is the
total input capacitance to ground.
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A possible preamplifier might be implemented as a continuous reset charge sensitive
preamplifier, Figure 2.7. The output voltage of this stage Vout has an AC component vout
which is proportional through the gain gQ to the deposited charge Qin. The gain A of the
amplifier is the frequency dependent open loop gain which may have high DC gain that falls
off at higher frequencies.

−

+

A
Cf

Rf

Cin

Qin

Vout

Figure 2.7: A finite gain continuous reset charge sensitive amplifier.

The gain Figure 2.7 for infinite open loop gain A is gQ = 1/Cf . An impulse of charge
Qin would integrate entirely on the feedback capacitance. This impulse is slowly dissipated
through the feedback resistor. The reset is achieved with a time constant set by τd = RfCf ,
vout(t) = Qin

Cf
e−t/τd . The result assumes the collection time for the charge is much less than

τd.
So far, assumptions have been made about characteristics of preamp that are not ap-

propriate for real systems. Suppose that Figure 2.7 has finite gain. To compute the
charge gain, it is necessary to find the fraction of charge that is integrated on the feed-
back capacitance. The op amp action on the input means that vout = −Av−, implying that
Qf = Cf (vout − v−) = −(A + 1)Cfv−, provided that the charge input pulse is much shorter
than τd, and the op amp inputs are ideal. Now computation of the gain: gQ = vout

Qf
= A

A+1
1
Cf

.

The input model of the amplifier be rephrased by observing that −Qf/v− = Cf (A+ 1) rep-
resents a property of the amplifier input node v− when negative feedback is applied through
Cf . This property of the input is known as the dynamic capacitance

Ci ≡ Cf (A+ 1). (2.6)

The dynamic capacitance of the input represents another model for the input of a CSA,
represented by Figure 2.8. This is not a physical capacitance but rather a compact statement
of how a CSA responds to input charge.

Equation 2.6 and Figure 2.8 imply that the input charge is shared between Ci and Cin
due to finite gain. As described in Figure 2.6, low input impedance is desirable. However,
maximization of gQ helps to improve the signal to noise on the relatively small amount of
charge integrated on the input. Finite gain amplifiers imply that gQ and input impedance are
in competition, the best balance considers the optimum signal to noise when the front end
is fully instrumented. One can verify that the input impedance and dynamic capacitance
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Q(A)

CiCin

VoutQin

Figure 2.8: Schematic charge sensitive amplifier with finite gain, input impedance. The
output voltage is proportional to the input charge Qin.

are related by observing that for negative feedback Zin =
Zf

1−A , where Zin represents the
frequency dependent input impedance and Zf represents the effective impedance of the par-
allel feedback components Rf and Cf . At intermediate angular frequencies, ω, the feedback
impedance is dominated by the capacitance contribution: Zf = 1/(jωCf )||Rf ≈ (jωCf )

−1.
The dynamic capacitance is approximately the reciprocal of the input impedance for A� 1.
In explicit terms, for A� 1 compare the magnitude of |Zin| ∼ (ωCfA)−1 ∼ (ωCi)

−1 and the
gQ ∼ C−1

f to find that the input impedance and charge gain are proportional. The charge
gain cannot be maximized for real amplifiers without incurring a finite input impedance.

The assumption of A� 1 is limited, consideration of A(ω) is more correct. Internal gain

A(ω) of a simple amplifier follows A(ω) = A0/
√

1 + ( ω
ω0

)2 where ω0 is defined as the dominant

pole corner frequency [26]. Unity gain frequency is observed at ω1 ≈ A0ω0 and is known as the
Gain-Bandwidth Product (GBP). Noting that the gain drops linearly with frequency, with
90o phase shift from the dominant pole, we can express the gain as A(ω > ω0) ≈ ω1/(−jω).
The input impedance is then

Zin ≡
Zf

1− A
≈ (ω1Cf )

−1, (2.7)

which is real for frequencies above the amplifier corner frequency, ω0, and below the GBP,
ω1. This conclusion reaffirms the charge gain and input impedance tradeoff for a typical
amplifier response. Here we also learn that the impedance is real and thus resisitive.

Many front ends of interest use multiple preamps in order to encode spatial information
across the detector. For this scenario consider Figure 2.9, where two preamps are instru-
mented on a front end, coupled by a parasitic capacitance Css. The two preamps have
different input impedances/dynamic capacitances with charge Qin,0 initially on each ampli-
fier input. This setup will be referred to as common mode charge injection. At equilibrium,
on a time scale much less than τd of the amplifiers, charge will have been induced through
the Css capacitance if the two dynamic capacitances are unequal. Unequal input impedance
incurs a charge error δQ that is seen as an error in the integral charge that will be buffered
as vo1. For different ratios of Css and Cd2 the percent error in the charge that integrates on
Cd1 is presented in Figure 2.9. Bands are listed for a range of energy resolutions that might
be of interest for semiconductors in the 200 keV to 1 MeV band.

Figure 2.9 is a conservative estimate of the charge error introduced. For example suppose
that for one amplifier Qin,0 = 0. At equilibrium, the charge error would be much greater.
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Q(A1)

Cd1

Vo1

Q(A2)

Cd2

Vo2

Css

Qin

Qin

Figure 2.9: (Left) A front end with multiple amplifiers coupled by parasitic capacitance
Css. The injection of charge onto both inputs is referred to as the common mode charge
injection scenario, it is conservative to the charge errors estimated. (Right) Estimates of the
impact of finite open loop gain in a coupled front end. The charge errors shown are present
on the typical integration periods of detector systems. Initially Qin exists on each input,
however Css coupling implies that charge will be transferred to achieve equilibrium. The blue
band defines the region of charge error that would impact high performance semiconductor
detector systems. As the plot shows minimizing the input impedance relative to the coupling
capacitance greatly reduces the effect, however the charge gains gQi

also fall.

Because of the dynamics of these effects, the charge induced through Css is restored on a
timeline corresponding to τd of each amp. The charge error is restored over time, however
the timescale is outside the typical charge integration period, which is defined by signal to
noise tradeoffs.

The internal gain of an amplifier, more specifically the GBP, is important to capturing
the detector signal with high fidelity. Amplifiers that do not significantly distort the charge
induction over time exceed the signal bandwidth. The signal bandwidth of detector signals
can be approximated through the expected rise time of pulses. It is a useful to approximate
this risetime as a step voltage in time with trise ≡ t90% − t10%. A common rule of thumb for
a square wave with finite risetime trise is

B ≈ 0.35/trise. (2.8)

Risetimes vary within detectors, however we are typically interested in charge drift times of
about 1-1000ns, implying bandwidths of 350 MHz to 0.35MHz. Charge drift times are used
as the estimate because they are not convolved with the amplifier response. The implied
bandwidths are not the only frequency bands of interest, however detector front ends should
exceed these bandwidths in GBP to avoid instrumentation limited readouts, especially when
fidelity is required in the signal risetime. As has been demonstrated for high charge gain, the
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input impedance demands that the GBP be high. Multichannel systems offer these problems
in compounded complexity.

Front end limited risetimes can be calculated assuming a step input in charge. Since the
input impedance is real over the bandwidth of interest, the input capacitance Cin discharges
through the amplifier input

τi ≈ ZinCin = (ω1Cf )
−1Cin, (2.9)

Equation 2.9 is another manifestation of the charge gain and input impedance issue for finite
GBP amplifiers.

In Figure 2.8 we noted that the charge is divided between Cin and Ci. One could express
this as the charge that integrates on Ci as Qs = Qin(1 +Cin/Ci)

−1 which reduces the signal
by a constant fraction if Ci ∼ Cin. Combining this with the RC time constant on the input
allows the summation of effects due to the amplifier on collected charge

Q(t) = Qin(1 + Cin/Ci)
−1(1− e−t/τi), (2.10)

This case does not investigate the detector characteristics, which would include the drift,
induction and collection of a charge cloud on the buffered signal vout.

Here we conclude our cursory discussion of CSAs and the coupled parameters that limit
performance in single and multichannel systems. Understanding the limits are important to
the utility of the buffered charge amplitude and to the time dependent induction information.
Both of these are always convolved with the preamp response. High fidelity systems require
consideration of the limits that preamps may impose, especially in the case of multichannel
systems, where coupling of channels may provide nonideal information.

In the next section we discuss conventional pulse processing for the extraction of energy
information from the preamp output.

2.3 Noise, Signal Shaping, and Energy Resolution

Motivation for signal shaping can be found in assessment of the noise model, including
the detector and CSA preamplifier (Figure 2.10). As shown in the figure, two types of noise
contributions are modeled. The two sources cover the possibility space for noise components:
those that are in series with the input to ground and those which are parallel to the input.
Series and parallel noise are also known by the names voltage noise, ei, and current noise, in
respectively.

By inspection one can notice that the voltage gain of the amplifier is Cin

Cf
and the current

gain is 1
jωCf

. Supposing that the two noise sources are uncorrelated we can sum them in

quadrature for the equivalent voltage noise on the output

v2
n0 = e2

n|
Cin
Cf
|2 + i2n|

1

jωCf
|2, (2.11)
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Figure 2.10: (2-1 switch configuration) Schematic of analog signal chain for a CR-RC Gaus-
sian shaper.(2-3 switch configuration) Schematic of digital signal chain where the preamplifier
pulses are directly digitized.

However, this needs reference to the input. Output noise can be referred to the input by
an equivalent current noise

i2neq = e2
nω

2C2
in + i2n, (2.12)

at the input. To proceed, we must investigate the contribution of different noise sources
to the current and voltage noise at the input. Here we refer to [50] for a derivation of
the spectral noise densities related to specific sources of noise on the front end. Spectral
noise densities describe the noise power over specific frequency bands. The two functions of
particular interest are those that are flat in power with frequency, or white noise, and those
that exhibit noise power proportional to 1/f, where f is linear frequency and 1/f is the so
called “1/f” noise.

The signal bandwidth of the front end defined by Equation 2.8 is only constrained at the
upper limit. White and 1/f noise generators provide the low end constraint to the bandwidth
in ideal systems due to increasing contribution over the signal amplitude. Constraining the
system bandwidth, conceptually, could improve a number of measurements such as arrival
time, signal charge or other more complicated information. A simple band limiter is a differ-
entiator and integrator for attenuation at frequencies above and below the time constants for
each. Such a band limiter for pulse processing is colloquially referred to as a shaper. Pulse
processing or shaping typically serve the purpose of charge or interaction time estimation.
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The tradeoff in noise and signal quality can be calculated using the system transfer
function composed of the preamp and a simple shaper (CR-RC). The appropriate transfer
system transfer function is obtained by convolving the appropriate stage gains. For a CR-
RC shaper one can derive the voltage-voltage transfer function in the simple analysis for a
differentiator and integrator

HCR(s) =
1

sτCR + 1
(2.13)

HRC(s) =
sτRC

sτRC + 1
(2.14)

Htot(s) = HRC(s)HCR(s), (2.15)

where H is the stage transfer function in frequency space s ≡ jω and the subscripts denote
the stage. If one assumes4 that τRC = τCR and uses the gain of the preamp then one arrives
at the transfer function for the entire system

T (s) =
1

sC

Gv

sτ + 1

sτ

sτ + 1
, (2.16)

where T is the total transfer function of the preamp and shaper and where Gv is a constant
added for gain of the shaped signal - the (CR-RC) of the shaper has at minimum -6dB
amplitude attenuation at τRC . Additional gain is provided in the shaper to keep the shaped
signal in the input range of subsequent stages.

The noise contribution can now be estimated by applying the system transfer functions
to the front end noise components. Typically this is expressed as equivalent voltage noise
on the output of the shaper, RMS noise, or ENC at the input of the preamp. To compute
the total noise power we can evaluate the RMS noise from the power integral

v2
tot =

1

2π

∫ ∞
0

i2neq|T (jω)|2dω, (2.17)

where vtot represents the output RMS voltage. For brevity we compute three integrals for
e2
white, e

2
1/f and for i2white. Note that these integrals compute the scaling for series white noise,

4This defines a system bandwidth.
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series 1/f noise and parallel white noise.5 The integrals evaluate to

v2
white,series =

e2
whiteC

2
in

2π

∫ ∞
0

|T (jω)|2ω2dω

=
e2
whiteC

2
in

2π

πG2
v

4C2
inτ

=
G2
v

8

e2
white

τ
(2.18)

v2
1/f,series = AfC

2
in

∫ ∞
0

|T (jω)|2ωdω

= AfC
2
in

G2
v

2C2
in

=
AfG

2
v

2
(2.19)

v2
white,par =

i2n
2π

∫ ∞
0

|T (jω)|2dω

=
i2n
2π

πG2
vτ

4C2
in

=
G2
v

8C2
in

i2nτ (2.20)

v2
tot =

G2
v

8
(
e2
white

τ
+ 4Af + i2nτ

1

C2
in

), (2.21)

where vtot represents the total noise at the output of the preamplifier and shaper due to the
noise model in Figure 2.10. Af is introduced in the 1/f series noise contribution and is the
noise coefficient for 1/f noise in the CSA input stage. The total system gain is Gtot = Gv

Cin
.

The Equivalent Noise Charge (ENC) is the noise at the input and is calculated by removing
the system gain

ENC2 = Q2
n =

1

G2
tot

v2
tot, (2.22)

which is most often expressed in RMS electrons or FWHM energy for specific materials.
Equation 2.22 is dubbed as the electronic noise contribution for detectors, although it con-
tains many parameters not specifically related to the readout instrumentation. A complete
discussion of the individual components ewhite, Af and in is given in [45].

5We assume that the 1/f noise from the detector crystal is negligible compared to the flicker noise from
the input stage of the preamp electronics. This is done by assumption since it’s magnitude may be related
to crystal quality [45].
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Two conclusions precipitate from Equation 2.22: there may exist an optimal shaping time
where ENC is minimized with respect to τ , and that small total input capacitance Cin is
desirable when considering noise only. The first conclusion results from competition between
the magnitude of series and parallel white noise. Parallel noise depends on

√
τ and series

noise depends on 1√
τ
. One can also observe that the contribution of the series 1/f noise is

constant with respect to shaping time.

Physical Noise Generators

The discussion about noise contributions has been constrained to the frequency dependence
of noise sources around the front end, but has not addressed the issue of what physical sources
may contribute to the noise profile. The full description is in the expansion of Equation 2.22
[50]

Q2
n =

e2

8

[
(2eId +

4kT

Rp

+ i2na)τ + (4kTRs + e2
na)

C2
in

τ
+ 4AfC

2
in

]
, (2.23)

where ina, ena and Af are properties of the amplifier, Rp is shunt resistance across the detec-
tor, Rs is series impedance, and Id is the magnitude of the leakage current.

From Equation 2.23 we observe that the series white noise can be sourced from Johnson
noise/thermal noise of series resistances. Power dissipating processes cause fluctuations in
carrier velocity that generate the white, frequency independent noise and is present regardless
of whether current is flowing. Amplifier inputs also have white voltage noise on their inputs
which contribute the series white noise.

Parallel white (shot) noise can manifest as noise due to total leakage current fluctuations
through the bulk and along the detector surfaces [26]. Unlike Johnson noise this kind of
noise does not depend on temperature but simply the magnitude of the leakage (which often
depends strongly on temperature). Shunt impedances can also play a role as Johnson noise
sources.

Series 1/f noise is typically correlated with crystal or semiconductor material quality [45].
In general, this noise can be attributable to the input of the amplifier. For transistors, the
models for 1/f noise can be more complicated however they are mostly related to the carrier
trapping/detrapping and mobility fluctuations. The relationship for front ends can depend
on the operational mode of the circuit [51].

Energy Resolution of Semiconductors

The Fano limit of energy resolution in semiconductors was previously presented and can
now be used to address the issue of energy resolution in semiconductor detectors in combi-
nation with the recognition of the electronic noise contribution. Provided that these sources
are independent, they sum in quadrature to obtain the FWHM of a monoenergetic energy



25

deposition [37]

W 2
mono = W 2

Fano +W 2
elec +W 2

collection, (2.24)

where Wmono represents the monoenergetic FWHM, Welec represents the ’electronic noise’
and Wcollection represents broadening due to charge collection effects. The last of those listed,
Wcollection has not been discussed at length but relates to the charge collection, trapping
and detrapping of charge signal. Reference [37] provides an in depth discussion of collection
effects. The magnitude of charge collection effects vary based on the detector material used,
but is typically smaller than the other contributions and is most noticeable on the low
energy side of peaks of a high resolution energy spectrum. The charge collection effect is
most noticable on the low energy tail of a monoenergetic charge deposition because some
depositions drift longer in the material, thus losing more charge due to trapping [37].

Equation 2.24 naively claims the signal to noise tradeoff is completely captured in the
electronic noise contribution, except in extreme cases of collection losses. This is true given
that the risetime of pulses is not comparable with the shaping time. For detectors that have
fixed shaping time, or in general fixed bandwidth, the electronic contribution is fixed. For
high resolution spectrometers, the collection component weakly depends on energy. Thus
the energy dependence of resolution is captured by the Fano contribution. In general, the
percent resolution of detectors decreases with increasing energy.

Figure 2.11 presents a result of a single electrode, high energy resolution HPGe spec-
trometer attached to a digital pulse processing shaper system with a trapezoidal filter at
several shaping times. Equation 2.24 was fit to the data and the individual components of
the fit corresponding to series, parallel and 1/f noise are plotted. Inset on Figure 2.11 is
the estimate of the components at the optimal shaping time of 1500 ns. The shaper was
implemented on a LabZY nanoMCA, an “Open FPGA” radiation detector signal processing
toolbox and development platform [56].

Energy resolution is an important parameter describing detector performance, but is
perhaps not the only parameter of interest. In general, the information captured in signals
are impacted by the front end characteristics, as discussed in this chapter. Additionally, we
presented how information is generated in signal formation, some simple amplifier character-
istics and noise contributions that impact performance in single channel and multielectrode
systems. We have introduced some of the detector front end characteristics that will be
relevant to the development of the CCD-strip system discussed in Chapter 4.
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Figure 2.11: Shaping time optimization of a 10% HPGe radiation coaxial detector for the
137Cs photopeak at 661.7keV. Here we can see the voltage noise in yellow, current noise in
blue and 1/f noise as the remainder. The red line is a fit if equation Equation 2.22. In-
set is the contribution of different components from Equation 2.21 at the optimal shaping
time of 1500 ns. This analysis was performed with an 80 MHz digitizer running a trape-
zoidal filter for energy determination. Real-time signal processing was implemented on a
LabZY NanoMCA [56], an “Open FPGA” radiation detection signal processing toolbox and
development platform.
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Chapter 3

Gamma-ray Imaging

Gamma-Ray Imaging seeks to invert incident gamma-ray flux on a radiation detector to dis-
cover the location and distribution of radiation sources; fundamentally, Gamma-Ray Imaging
is the link to radiation physics which allows Gamma-Ray Mapping to be possible. Specif-
ically, Gamma-Ray Imaging provides the ability to associate or characterize objects with
their radioisotope signatures. Here we assume that the object can be inspected through
gamma-ray detection. Sources of interest can either be gamma-ray emitters or inferred by
specific gamma-ray emissions. Gamma-Ray detectors possess a wide variety of performance
characteristics; fundamentally Gamma-Ray Imaging requires that detectors have one or a
combination of position, energy or time resolution. The use of physical information encoded
in data collected is the root of gamma-ray imaging. Physical information is consumed by
algorithms making use of signal modulation or kinematics of the gamma-ray interactions for
localization.

Applications for Gamma-Ray Imaging are varied, and have been briefly introduced in
Chapter 1. This chapter is focused on two methodologies for Gamma-Ray Imaging: prox-
imity and Compton Imaging. Proximity imaging based detector systems can offer reduced
complexity and can lower performance requirements on radiation detectors used. For ex-
ample, proximity imaging systems can rely on monolithic, relatively low energy resolution
radiation detectors. However, Compton Imaging has strict requirements for radiation detec-
tors: they must be able to resolve individual Compton scattering interactions from single
photons. As to be discussed, the Compton mode is limited to high performance detectors.
Increased complexity improves detector metrics, such as time, spatial and/or energy resolu-
tion. These afford better use of the physics information encoded in gamma-ray interactions.
The Compton Imaging mode relies on rich gamma-ray data, conceptually offering more con-
trast or specificity for complex measurement scenarios. The proximity and Compton Imaging
mode represent simple to complex systems as well as systems that rely on signal modulation
to those that use photon kinematics.
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Figure 3.1: A simulated source measurement where a raster pattern is used to sample a source
located at (50,100) m as denoted by the white “X”. The distance of closest approach is about
8 m. The graph shows positions and trajectory in white to black for the relative intensity
of the source strength at each location. In this simulation, the trajectory, data represents
only the 1/R2 component of the source modulation. Each position in the trajectory data is
backprojected onto a grid which is displayed as the colormap from blue to yellow in relative
intensity. Both the trajectory data and the backprojection data provide localization, however
the impulse response of backprojection is much broader (Figure 3.2).

3.1 Proximity Imaging

Proximity Imaging is a modality of Gamma-Ray Imaging which uses distance modulation
to infer source location. Proximity Imaging schemes rely on the assumptions that gamma-
rays are emitted isotropically from their source and that the flux of the emitter is not
significantly distorted from interactions in intervening materials. Despite these assumptions
being violated on many different levels, proximity imaging is often a technique for localization
or rough mapping to provide an idea of where sources/distributions are located relative to
other objects. Fundamentally, proximity imaging requires a set of measurements where the
source-detector distance is varied. Absolute and/or relative positioning become important,
neither of which are discussed in this section, however the details of this are discussed at
great length in Chapter 5.

Assuming that some relative or absolute positioning is given, a simple example is pre-
sented in Figure 3.1. Here a point source is located in the center of a plane. A proximity
detector system travels the raster pattern in white, and the count rate of the system Ci
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Figure 3.2: Data from the simulated source measurement (Figure 3.1) viewed against nor-
malized distance from the source. The simulated trajectory data represents simply 1/R2

modulation, while the backprojection data represents the intensity at all points in the back-
projection grid, Bj = ΣiBij. Both of these data are reported in normalized closest approach
distance to the source which was 8 m for both. The point to observe is that the simple
backprojection data is broader than 1/R2 mapping.

at each measurement i is reported in gray scale from white to black. The sampling of the
source at different locations, in this case, only modulates the observed count rate as 1/R2

i ,
where Ri is the distance from each measurement location to the source. This simplistic
model neglects the attenuation, flux distortion and other effects which would contribute to
this kind of measurement.

The data from trajectory locations, indexed with i, are aggregated according to back-
projection. Simple backprojection is computed on a synthetic grid called the ’model’, the
properties of which are indexed by j. The model locations often represent physical space
where a source can possibly exist. Here backprojection is computed according to Bij = Ci

4πR2
ij

where Ci denotes counts recorded at trajectory location i and Rij denotes the distance be-
tween trajectory location for the measurement at index i and backprojection grid location at
index j. The backprojection, computed this way, represents trajectory data weighting onto
a regular synthetic grid according to R2. Again we are neglecting effects of attenuation, and
also benefit from the regular sampling of the grid space. Later in Chapter 5 we remove the
requirement that the grid must be regularly sampled.

The example presented only emphasizes the distance modulation, however in reality there
are flux distortions and attenuation which also provide modulated intensity, even in the point
source case. For example, gamma-ray sources embedded in high density materials can create
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surface down scattered photon distributions that do not represent the true extent of a source.
It is not always possible to reduce the effect of down scattered contributions, and substantial
signal can be lost when only specific portions of spectra are used in backprojection.

The fidelity of reconstruction of distributed sources relies on the system point source
response, which is broad for simple backprojection, as shown in Figure 3.1. More complicated
algorithms for proximity could make use of Maximum-Likelihood Expectation Maximization
(MLEM) [61], an iterative method for source reconstruction. MLEM can account for many
effects including the system response, sampling biases and can reduce the broadness of the
reconstruction at the expense of noise in the image space.

3.2 Compton Imaging

Unlike proximity based imaging, Compton Imaging relies on much more information photon
scatter kinematics. Also, unlike proximity imaging, the motion of a detector through an
environment may be useful but not strictly necessary to localize sources or distributions1.
To glean more information about the set of interactions that a single photon has, Compton
Imaging detectors must have some position sensitivity and have physical constraints for
grouping photon interaction events according to a class type.

COMPTEL is an example of a Compton imager, a portion of the results of that instru-
ment are shown in Figure 3.3. The map estimates the distribution of 26Al in the galaxy,
an isotope strongly related with ongoing nucleosynthesis. The angular distribution of 26Al
is provided by the directional information encoded in the photon scatters between multiple
detectors in COMPTEL. Here, the position sensitivity is derived from several monolithic
detector volumes operated in time coincidence for event pairing.

Traditional Compton Imaging

Compton imagers conceptually provide information about incident flux through measure-
ment of Compton scattering physics. The detectors commonly used attempt to provide
information about photon scatters through geometric, time and energy constraints such as
geometric, time, energy, physical interactions, etc.

Compton scattering is constrained by Compton kinematics. Compton kinematics relies on
the electrodynamic exchanges of momentum between a nearly free electron and photon. For
scattering with a free electron, the relevant momentum and energy conservation equations
can be phrased in the electron rest frame as

~p = ~p ′ + ~pe (3.1)

E = E ′ + ε. (3.2)

A diagram of the Compton scattering process is introduced in Figure 3.5. The parameters
(E, ~Ω) represent the incident photon energy and angle of incidence, the (E ′, ~Ω′) represents an

1If one desires more than 2D information at least one more position is required for triangulation.
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Figure 3.3: The COMPTEL 26Al map of the galaxy and all sky. This measurement was
performed by the HEAO-3 telescope with the scintillator based Compton imager over 5
years. Energy and time resolution allows this system to bracket the specific isotope emission
related to ongoing nucleosynthesis. Position sensitivity is not inherent in the detectors used,
however multiple monolithic detectors with a time coincidence requirement allows for the
Compton mode of operation. Figure reproduced from [12].

Figure 3.4: Photon interaction cross section trends for many materials and the region where
Compton is dominant for that material. Figure reproduced from [37].
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Figure 3.5: The Compton scattering process. An incident photon with energy and direction
(E, ~Ω) interacts in the center of the figure, imparting momentum to a free, at rest electron.
The photon changes direction and energy according to momentum and energy conservation
and is emitted from the interaction with (E ′, ~Ω′). The electron is emitted with energy and
direction (ε, ~ω). These are the so called kinematic quantities to be measured in Compton

Imaging. Typically, the goal of Compton Imaging seeks to discover the unknown (E, ~Ω) from

measured data permutations of (ε, ~ω) and (E ′, ~Ω′). The gray arrows on the periphery are
indicative of additional constraints to pair interactions in Compton imagers. For example
traditional Compton Imaging relies on measured (E ′, ~Ω′, ε). One attempts to ensure (E ′, ~Ω)
and ε are from the same photon by relying on time coincidence. Assuming that the photon
scatters only once, losing ε of energy and then is completely absorbed, leads to the determi-
nation of E = E ′ + ε. The possible directions of incidence are calculated from kinematics,
which define a cone of open angle θ about ~Ω′. The cone is shown in red in the above figure.

outgoing photon and (ε, ~ω) is the scattered free electron energy and direction. A frame can
be chosen so that the axes of the scatter are in a plane. One can write expressions for (θ, φ),
the outgoing photon and electron angles with respect to the incident photon momentum
vector

1

E ′
− 1

E
=

1− cos θ

m
, (3.3)√

ε

ε+ 2m

(
E +m

E

)
= cosφ. (3.4)

Equation 3.4 above introduces a new variable m ≡ mec
2, which is energy of the electron only

system in its rest frame.
Compton imagers typically take advantage of many of the data permutations listed in

Figure 3.5 (perhaps with the exception of ~ω). As an example, time coincident photons can be
tracked between two position sensitive gamma-ray detectors. Time coincidence is used as a
method for pairing candidate events, while position sensitivity and energy resolution dictate
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the ability to reconstruct the scattered photon momentum. Energy thresholding/window-
ing may be applied in order to increase the number of desired events to false energy-time
coincidences. In the case that a photon scatters once in and is then absorbed the scattered
gamma-ray defines the axis of a cone with an opening angle of θ defined by equation 3.4.
The cone represents the kinematic ambiguity about the scattered gamma-ray axis.

Due to the kinematic ambiguity of the scattering process, one requires many Compton
cones to infer incident angular flux from a radioactive stimulus. Coincident summing of the
cone outlines produces the source location.

Electron Track Compton Imaging

Electron Track Compton Imagers (ETCI) have the ability to provide denser physical informa-
tion about the Compton scattering process than traditional Compton Imagers. Specifically,
ETCI systems would like to remove the kinematic ambiguities that produce cones in tradi-
tional Compton Imagers. This can be achieved by measurement of the scattered electron
energy ε and direction ~ω, as shown in Figure 3.6. The detectors capable of electron tracking
must possess sufficient spatial segmentation to resolve the initial electron track trajectory,
while also capturing the full energy of the electron track at decent energy resolution. Event
pairing is also required to collect pairs of events in the electron-tracking, scatter detector
and the absorber.

Figure 3.6: Electron Track Compton Imagers (ETCI) cartoon showing the gamma-ray inter-
action, the scattered Compton electron and the desired condition of gamma-ray absorption
in another position sensitive detector volume. Figure from [43].

Equation 3.4 and Figure 3.6 show that the measurement of the electron trajectory ~ω would
reduce the cone ambiguity to an arc segment, bounding the Compton cone possibilities. If
the electron track is sufficiently well measured, it is conceivable for ETCI systems to provide
enough information that the incident direction and energy of the gamma-ray can be computed
from a single event. The direct computation results from the complete kinematic constraint
of the Compton scattering problem.
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Electron Track Imaging

Electron tracking detectors open a new imaging modality based only on electron tracks. An
analytic reconstruction developed by [19] is a method based on an ensemble of track events
within an electron tracker. First, the electron track distribution is generated and measured
as

g(~ω, ε) =

∫
Emin(ε)

dE

∫ ∫
d~Ω

f(~Ω, E)√
ε(ε+ 2m)

δ(ν(E, ε)− ~ω · ~Ω). (3.5)

An element of g(~ω) is a set of tracks in ωi±dωi and ε±dε. The input f(~Ω, E) represents the

incident gamma flux distribution. The delta is a choice function for {~ω, ε|ν(E, ε) = ~ω · ~Ω}
where

ν(E, ε) =

√
ε

ε+ 2m

(
E +m

E

)
, (3.6)

which was presented previously as cosφ. The proposed solution is a backprojection of the
form

b(E, ~Ω) =

∫ εmax(E)

dε

∫ ∫
d~ω

g(~ω, ε)

ε+ 2m
δ(ν(E, ε)− ~ω · ~Ω), (3.7)

where the delta is a choice function for {~Ω, E|ν(E, ε) = ~ω · ~Ω}. The backprojection, b(E, ~Ω),
represents the estimated incident gamma-ray flux in energy and angular space. In order
to make the inversion practical, the incident energy must be bound. This is achieved by
remapping the (~Ω, E)→ ~µ via the definition

~µ =
mE

E +m
~Ω. (3.8)

The computation is then tractable on the finite interval of |~µ| ∈ [0,m). The mapping
produces a function b(~µ) which can be integrated over a set of measured tracks g(~ω, ε). A

few identities about ~µ allows one to compute ~µ→ (E, ~Ω), which completes the flux inversion
based on only measured electron tracks.

The left pane of Figure 3.7 shows the electron track only energy and spatial inversion.
On the right pane of Figure 3.7 shows the experimental spectrum recorded for this dataset.
Note that the experimental set does not show the photopeak that should be present for 137Cs
at 661.7 keV. However, in the left pane, the cluster of points constrains the points in space
and energy. The reference [19] gives a much more in depth description of this investigation,
such as characteristics of the distribution. The energy of the photopeak from the inversion
is estimated to be about 642 keV. The angular resolution and energy reconstruction are
believed to be associated with device limitations, not the algorithm used.
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Figure 3.7: (Left) Analytic inversion of electron tracks by [19]. Here the source is found in
angular space and the photopeak is partially recovered. (Right) An observed electron energy
spectrum from the CCD where no experimental photopeak is observed, also from [19].
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Chapter 4

Some Advanced Detector
Technologies for Mapping

Chapter 3 presented two modalities for Gamma-Ray Imaging: proximity and Compton.
While both of these modalities can be used for Gamma-Ray Mapping, the detectors re-
quired for these two modes differ considerably. Detectors used for proximity imaging can
be relatively simple and monolithic, while Compton imagers must provide a combination of
timing, energy and position resolution. Compton imagers conceptually could provide more
sensitivity and specificity for source localization.

Despite the differences in implementations of Compton imagers, Compton Imaging de-
tectors are limited by their ability to measure Compton kinematic products. ETCI detectors
could provide unique data to Compton Imaging algorithms through the measurement of the
Compton electron recoil. Schematically presented in Figure 3.6, knowledge of the electron
track trajectory reduces cones to arc segments, reducing imaging artifacts in Compton cone
backprojection. In the limit that the Compton electron tracks can be measured in coinci-
dence with the absorption of the scattered gamma-ray, direct computation of gamma-ray
incident momenta is possible on an event-by-event basis.

Substantial problems exist in engineering and science to produce electron tracking sys-
tems. Position resolution or generally information density for conventional systems presents
a significant barrier to advancement and demands small footprint, high performance elec-
tronics. Due to the scaling and physical size, integrated circuits become necessary to preserve
the performance characteristics of the devices.

In this chapter, we approach the problem of electron tracking for Compton Imaging. Here
we present demonstrations, current approaches, challenges and potential future of Electron
Track Compton Imagers.
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4.1 Electron Tracking With CCDs

The first demonstration of electron tracking in solid state devices was done in scientific
Charge Coupled Devices (CCDs) [60]. These devices are unique in their dynamic range, high
spatial resolution (∼1-50µm), low dark noise and significant depletion thicknesses. CCDs
were first developed at Bell Labs by Willard Boyle and George Smith; they were awarded the
2009 Nobel Prize in Physics for “for the invention of an imaging semiconductor circuit - the
CCD sensor” [38]. A page from Smith and Boyle’s laboratory notebook page is presented in
Figure 4.1 for the concept of the CCD.

High voltage CCDs were specifically developed as part of the SNAP collaboration to pro-
duce 650µm thick, high resistivity devices [21]. Developments in silicon processing [23] and
testing allowed for fabrication of ’thick devices’. Fabrication was made possible by gettering
breakthroughs and device physics advancements. Improvements in SNAP CCDs contributed
to the discovery of dark energy’s role in the acceleration of the universe. The 2011 Nobel
Prize in Physics was awarded, in part, to Saul Perlmutter for SNAP’s devices contributing to
the “discovery of the accelerating expansion of the Universe through observations of distant
supernovae” [39].

Figure 4.1: Smith and Boyle’s notebook entry for the CCD concept. Potential wells beneath
metal electrodes are established by fields that are generated via the electrode-SiO2 interface
with a partially depleted bulk. Figure reproduced from [34].
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Figure 4.2: A 3 phase clocking scheme to move charges from potential wells out of the
CCD. Charge is confined to columns by implants called channel stops. The clock potentials
establish virtual rows. Charge can be moved down the column by sequential clocking of the
three vertical lines.

Figure 4.3: (Left) A bucket-brigade charge transfer cartoon, where rain is analagous to
charge collecting in physical buckets [27]. The charge is transferred out of the array by
clocking as discussed in Figure 4.2. Horizontal clocks move the charges in the last row of
the device out to be measured. The measurement device in SNAP CCDs is a floating JFET
amplifier implemented outside the pixel region. (Right) A SEM (SEM) photograph of the
vertical clock lines in a CCD. Clock lines are metalized polysilicon which are isolated from
the bulk and neighbors by SiO2 field oxide. Shown are the 3 overlapping clock lines needed
for charge transfer on the high resistivity bulk. Figure provided by [24].

SNAP CCD Parameter Typical Spec
Front End Gain (µV/eV ) 2-10

Dark Noise (e−/sec) 0.25
Read Noise (e−) ∼ 5

Full Well Capacity (keV − Si) 90
Dynamic Range (dB) 70

Table 4.1: High level SNAP V3 CCD parameters per pixel.
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SNAP Silicon CCDs and Charge Readout

Fully depleted, thick, scientific CCDs were developed at LBNL as part of the SNAP col-
laboration. The SNAP Version 3 devices were designed with 10.5 µm pitch pixels with
depletion thicknesses of about 650 µm. The combination of low dark noise, low read noise,
relatively thick depletion layers and large dynamic range make the measurement of electron
tracks appealing with SNAP CCDs. Typical parameters for the SNAP V3 CCD are shown
in Table 4.1. Listed are the front end charge gain at the digitizer input, a metric for leak-
age induced noise known as dark noise, a metric for electronic noise known as read noise,
the pixel charge well depth in electrons-Si or equivalent noise charge in keV-Si, and typical
system dynamic range in the pixel charge well.

The high spatial resolution is especially unique to SNAP CCDs and is achieved through
multiplexing. Pixels are defined by potential wells imposed by the ’vertical’ clocks and
implants known as channel stops. Vertical clocks are those which control movement of charge
one row of the pixel array at a time. Charge is confined to columns by the channel stop
implants. Transfer of charge is schematically represented in Figure 4.2. SNAP devices rely
on 3 phases of clocks to shift charge from one pixel to another. Each pixel has 3 polysilicon
electrodes separated from the bulk by SiO2 field oxide. The right pane of Figure 4.3 shows
a view of a partial pixel with three interleaved polysilicon electrodes which are separated by
oxide from each other and the bulk of the device. The region just below the pixel plane, in
the bulk, is where the depletion region propagates from with applied bias.

Between each vertical clock sequence, there is also a horizontal sequence that moves
charge to the 4 floating gate amplifiers, each at a corner of the device. A cartoon is presented
in Figure 4.3 in the left pane to demonstrate the charge transfer process. At the end of
horizontal registers charge is shifted out into measurement nodes at the corners of the SNAP
device. The measurement nodes are gates of on-chip Junction Field Effect Transistor (JFET)
source-follower amplifiers. Correlated Double Sampling (CDS) allows for pixel charge to be
determined precisely. CDS charge measurement begins with a measurement of the residual
charge stored in the measurement node, this charge produces an output level referred to
colloquially as the pedestal. A single pixel of charge is shifted into the measurement node
and the charge measurement is made again. This quantity is referred to as the signal level.
The difference between the signal and pedestal levels yield a voltage difference proportional
to the pixel charge.

Figure 4.4 shows the details of the CDS readout from the on-chip floating gate JFET
to the output of the preamplifier. In the lower figure, the preamplifier output is shown
as channel 1 with the CDS in operation. The important quantity shown is the pedestal
subtracted preamplifier signal (labeled in the figure) which is proportional to the charge
stored in the well. Also shown is a small set of the digital signals required to operate
the CCD. Signals labeled D0-D3 are digital signals related to the operation of the CDS.
Channels 3 and 4, respectively blue and magenta, are labeled “H1” and “SW” consistent
with the conventions of the LBNL CCD manual [7]. Briefly, H1 is one of the 6 unique
horizontal clocks that move charge toward the floating gate JFET, while SW is one of the
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four summing well clocks responsible for controlling the transfer of charge from the horizontal
register to the floating gate JFET.

The operation of the CCD follows the state machine seen in Figure 4.1. The state machine
is presented in a much-reduced form; however, this describes the operational characteristics
of the CCD Astronomical Research Cameras (ARC) Owl Application Programming Interface
(API) and control system. The nontrivial states have lifetimes which are variable based on
the CCD parameters, the readout mode and user settings. For example, the Mini-SNAP
V3 CCDs have 1454 x 726 pixels and when readout in the quadrant configuration the clear
state has a minimum lifetime of around 200 ms, the exposure time has a minimum lifetime
of 1 ms and the readout has a minimum lifetime of about 1 sec. The minimum lifetime of
these states dictates the Frame Read Time and thus the limit of timing resolution with this
topology of multiplexed pixel devices.

Here we conclude the discussion of the characteristics of the SNAP CCDs and how high
resolution 10 µm pixels are readout from the array. The high spatial resolution, in this case,
is traded at the expense of the FRT.
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Figure 4.4: (Top) The CCD front end analog signal chain without the floating gate reset
circuit. The on-chip floating gate JFET receives charge well packets through clocking of
the CCD device. (Bottom) The CDS from pixel readout with the reset and shifted charge
voltage levels. Subtraction of the pedistal output and the preamplifier signal yields a voltage
level proportional to net charge. Channels D0-D3 are digital clocks that control the CDS
sampling. They include a status flag “adc start” to indicate the start of a CDS sampling,
“int” denoting an active low integration period, “pol” indicating the input polarity state,
and “rst” an active low reset for the CDS summer. Channel 1 (yellow) is the preamplifier
output with the voltage level proportional to pixel charge labeled. Channel 3 and 4, (blue
and magenta respectively), are consistently labeled with the LBNL CCD manual and are
clocks controlling horizontal charge transfer.
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Figure 4.5: CCD state machine for operation of the SNAP devices. The state machine is
controlled and implemented by the ARC hardware and firmware. Digitally controlled bias
and high voltage are enabled by the user through the ARC Owl API. The transition from
system off to clear pixel array state is initiated by the user, but executes a power on
sequence that applies the control and high voltages to the system. Leakage and signal current
would collect in the pixel array with bias applied, but is drained by clocking the collected
charge out of the array. This state is the clear pixel array state or simply the clear
state. Clocking happens continuously until the user triggers an exposure. The exposure
state has a minimum exposure time of 10 ms, which is firmware limited. When the user
triggers an exposure, the system stops clocking and collects leakage and signal current. At
the end of exposure the pixel array is readout through the 4 ADC inputs of the CDS. After
readout the system returns to the clear state. This state structure has been simplified from
the operation of the device, however an important observation is that the clocking of the
device occurs whenever the device is powered except in exposure. Clocking prevents device
saturation while bias is applied.
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Figure 4.6: Schematic of the ARC readout electronics. There are four areas of interest: the
cryostat, the Interface Board (IFB), the ARC Rack and Bus and the Owl software. The CCD
is inside the vacuum cryostat so that it can be cooled during operation with feedthroughs
for all the digital control lines, the high voltage and the analog outputs. The IFB does
some minor clock filtering and signal conditioning and is the mounting point for the CCD
preamplifiers. The ARC Rack and Bus contains the electronics needed to operate the CCD.
The Clock Driver Board known as the ARC32 buffers clock signals generated by the ARC22
Timing Board. The high voltage board provides substrate bias to deplete the CCD. CDS is
performed on the ARC48 Video Card, where pixel signals are digitized. All communication
is managed by the Timing Board through fiber optics and is controlled by ARC Owl or the
legacy software Voodoo.
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Electron Tracking

The 10.5 µm pixelation in the CCD allows for observation of Compton electron track and
charged particle interaction. Charge is collected from these interactions in a depleted volume
while the CCD is in the exposure state. Liberated charge can be clocked out of the CCD
via the schemes in Figure 4.3. Electron tracking has the goal of determining the scattered

Figure 4.7: (Left) Compton electron track in SNAP 10.5 µm pitch, 625 µm thick CCD at
140 K, 85 V, 1MeV. (Right) Scheme for electron tracking partially presented in Figure 3.6,
however note that the CCD projection of the electron track into the pixel plane limits the
estimation of ~ω. Therefore, we define α, β as in-pixel plane and out-of-pixel plane components
that construct ~ω. β is estimated via a measured projection of the charge in the plane and
an expected value from tabulated dE

dx
. Compton scattering cartoon adapted from [43].

electron direction and energy or (~ω, ε). Measurement of (~ω, ε) can be made through image
processing techniques.

In order to estimate (~ω, ε) parameters, the track must first be isolated in a given CCD
frame. Isolation is required in order to process the individual tracks, which are from single
photon interactions. Binary segmentation is used to separate tracks. The segmentation uses
a per pixel median subtracted and thresholded CCD frame as a binary input image [43]. The
threshold used for segmentation is typically the blacklevel σbl. The blacklevel is estimated
based on median subtracted pixel distributions and represents the system noise floor on a
per pixel basis [34]. The blacklevel σbl can sometimes be modified by a multiplicative factor
for practical or resolution considerations. After separating the tracks in the binary image,
the binary electron track image is dilated by a 3x3 image kernel. Essentially, this grows the
segmentation region to collect all charge. Small dilation kernels are desired because high
S/N ratio in the pixel plane implies that large dilations will quickly degrade the overall S/N.
After segmentation and dilation of the track has been performed a simple sum on the region
produces an energy estimate or ε.
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Determination of ~ω can be done from the segmented image. The initial trajectory is
broken down into two angles that can be measured: α, in the plane of the pixels and β
out of the plane of the pixels. A convention on β: it is zero in the pixel plane and π/2
perpendicular to the pixel plane. To select the entire (−π/2, π/2) range of β, a sign must
be determined for 〈dE

dx
〉 by the track diffusion or other properties. The determination of the

initial segment bounding box can be made through deposited energy and the track topology
heuristics or imaging processing techniques. After the initial segment is identified a small
region along the initial segment is used for determination of α and β. The region select at
the beginning of the track can be a fixed number of pixels, relate simply to energy, or be
based on an extrapolated range tabulated value.

Determination of α, the in-plane angle, is somewhat straight forward. However, the
out-of-plane angle lacks sufficient information to be explicitly determined. Difficulty in the
measurement of β is due to the fact that the track may be incident on the device with
many different values for β; however, all of the information about that angle is compressed
by projection of charge in the pixel plane. The compression of charge takes place due to
the drift and storage of charge carriers in the pixel plane. One strategy for determining β
relies on tabulated values of deposited energy per unit path length dE

dx
. The tabulated value

can be deduced after knowing ε. The out-of-plane angle can be estimated by understanding
that the projected charge per unit path length can be calculated as 〈dE

dx
〉 from the electron

track, over the initial segment. Conceptually, the out-of-plane angle can be estimated by the
relationship

cos β ≈ dE/dx

〈dE/dx〉
, (4.1)

which follows from a path integral along the initial portion of the track where dE/dx is
relatively constant.

Energy resolution for cooled CCDs is quite good, near the Fano limit. However, the limits
to which the (α, β) are difficult to determine, but have been demonstrated with a laboratory
Compton system exhibiting 60 deg resolution for Cs-137 Compton electrons above 200 keV
[43].

4.2 Simulation of Electron Track Response

Up to now we have largely presented important groundwork and select results to discuss
the complexity of electron tracking. Now, we focus on our contributions, present simulation
results and benchmarks toward the goal of understanding device limits. Simulation of elec-
tron tracks is necessary to understand the limits of algorithms, imaging modalities, devices
and physics. Electron track simulation must correctly replicate the Compton physics as well
as the device characteristics and limitations. Verified simulations are necessary to provide
confidence in simulations that compute system ETCI limits. Simulations require high fidelity
representation due to the high spatial resolution of CCDs, the limit of 2D information of
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the CCDs, the finite range of the electron track, and the limited information on the initial
electron track trajectory.

This section presents a classification of Compton electron event types and a simulation
of the CCD readout. In the classification, we examine the populations of electron track
event types for a few specific cases and provide a simple energy histogram benchmark on
the system. The simulation of the CCD readout implements a sparse representation of the
charge drift, diffusion and segmentation problem in the CCD; here another benchmark is
presented for the spatial distribution of charge in electron tracks. Finally, this section is
concluded with some results that were used in the verification of a new electron track only
imaging algorithm.

GEANT4 Introduction

The CCDs high spatial resolution of 1-50 µm implies very strict requirements on electron
tracking simulations. Tracking down to the 100 nm level is desirable to be significantly
detailed in charge deposition on length scales smaller than the pixel pitch. The segmentation
threshold and the many delta-rays that may be produced in tracking Compton electrons
establish the lower limit to tracking electrons in the simulation. The lower limit of validity
should be in the 20 eV-100 eV range.

Generation of Events ANd Tracks (GEANT4) [1] provides a Monte Carlo approach to
simulation, particles are tracked down to zero energy with the ability to limit the creation
of secondaries through range and energy production cuts. GEANT4 is then an powerful
tool for tracking spatially pixelated charge particle detector readouts because the physics
information can be mapped externally to detector readout characteristics.

Figure 4.8: LLNL Low Energy Electromagnetic Models stated validity range. These meet
our simulation requirements well on their stated intervals. Figure reproduced from [18].

Figure 4.8 shows the validity range of the physics for particles and their associated inter-
action processes. Validity ranges imply lower and upper limits of applicability of a physics
package. The limits are important since the tracking paradigm allows tracking to zero energy
and range. Validity limits represent a range over which validation experiments and testing

https://twiki.cern.ch/twiki/bin/view/Geant4/LoweMigratedLivermore
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Figure 4.9: (Left) Photograph of CCD inside of cryostat. (Right) Simulation geometry
constructed to mimic the CCD setup. Detail in the geometry is required here due to the
amount of mass surrounding the CCD. This was a demonstration setup and was optimized
for flexibility. The goal here is to understand the event populations inside the device, which
can sometimes be affected by the surrounding materials. Further discussion of this is done
in presentation of simulation results.

with the physics has been performed. GEANT4 is also open source, making verification,
testing and improvements possible.

GEANT4 also provides geometry based optimizations in tracking. Volume nesting sig-
nificantly improves particle tracking efficiency. This defines a hierarchy which allows com-
plicated volumes to be handled efficiently for tracking. Figure 4.9 provides a comparison
of the experimental and simulation geometries. The experimental setup is shown with the
vacuum cryostat open on one side. Detailed geometry is needed in this situation due to the
amount of detector mass to total system mass that is nearby. The experimental system was
designed to be a demonstration stage only, so it was not optimized with this consideration.

Classification and Energy Response Benchmark

Classification was performed to understand the event populations in the electron tracker.
For classification three categories span the events of interest: inscattered, multiple gamma-

ray scattered, and Compton electrons. Inscattered events are important due to the high ratio
of surrounding mass to detecting mass in Figure 4.9. Inscattered electrons represent photon
interactions in the surrounding materials that lead to charge deposition in the CCD. As Fig-
ure 4.10 demonstrates there can be observable contributions to the spectrum by these events.
Figure 4.10 also shows multiple scatter events above the Compton edge, which in classifica-
tion are single electrons, but in experiment are multiple Compton electrons. The multiple
scattered electrons are not as prominent as other event types, but show that classification
is happening correctly for those events above the Compton edge. Compton events that are
used for electron tracking can be logically broken down into contained, escape and multiple
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scatter events. The classification is possible due to the track information available from
GEANT4 simulations. Escape events are defined as electron leakage events from Compton
scatters. Figure 4.11 shows the breakdown for this particular scenario. The escape events,
in this case, decrease in probability with absorbed energy probably because high recorded
energy deposition is a criteria for electrons scattered in containment favorable directions and
interaction locations. For example, high energy events near the Compton edge must capture
all the electron energy, including the electron terminus. Backscatters occur with uniform
probability in along the pencil beam. However, only backscatters that are contained con-
tribute to the Compton edge, escape events will contribute to the lower energy features of
the continuum. The multiple scatter region completely accounts for the photopeak and the
portion of counts beyond the Doppler broadened Compton edge.

To remove effects of inscattered electrons a pencil beam was directed through a thinned
portion of the cryostat wall. The angle selected for intersection on the CCD was about 22
degrees. Simple summing of event deposited energy produced the energy benchmark seen
in Figure 4.12. The agreement here is decent, with the most notable disagreement in the
multiple scatter region. This disagreement is small, representing less than 8% of events
over the entire spectrum, and is logically explained. Multiple scatter in experiment would
produce separate electron tracks in the CCD from the spatial segmentation process, however
the classification scheme from simulation does not spatially resolve the electron tracks. A
readout simulation is needed to account for the multiple scattering region, which is presented
later in this chapter. Additionally, a background subtraction was not performed but possibly
represents a similar fraction ∼ 5% of events. Agreement is seen in Figure 4.12 between
simulation and experiment rely only on total count normalization of the two datasets.

CCD Readout Simulation: Charge Transport and Segmentation

The classification analysis presented in the last section lacks the ability to benchmark electron
track charge distributions. Additionally, there are other physical phenomenon that the Monte
Carlo simulations do not cover such as drift, diffusion, track fragmentation, etc. The effects
are related to the readout of the charge information on the CCD pixel plane. Processing the
track information requires simulation of the readout for each energy deposition to the lattice
by an electron track. Specific focus here was directed at drift, diffusion and segmentation.

Drift and diffusion were simulated through a linearly ramping electric field from the CCD
backside to the pixel plane. An analytic solution for this case has been developed by [42].
In the specific case of the n-type SNAP CCD hole charge transport was simulated. The
initial charge cloud size at every location of energy deposition along the electron track was
modeled according to a semi-empirical model, the model is supported by verification on
Scanning Electron Microscopy images [33]. Energy depositions only occur along the track
if secondaries are above the production cuts. Existing particles track to their at-rest state,
where they are “killed”, in GEANT4 terminology.

A sparse segmentation was implemented for the efficiency of the simulation at small pixel
sizes. Electron tracks produced by GEANT4 were drifted and diffused to the pixel plane.
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Figure 4.10: GEANT4 simulated results of a source detector configuration that highlights
the inscattered electron component from a source of 661.7 keV gamma-rays. This source
represents 137Cs. In grey the 90o and the 180o photon scatter energies from 137Cs are shown.
The source is a 4π emitter. Overall it is interesting to observe that the spectrum differs
significantly from Figure 4.12, as the source and geometry are slightly different. This effects
the event populations in the CCD, especially the inscattered electrons in this case. Inscatter
electrons are nearly indistinguishable from Compton electrons in the experiment with only
the CCD.

If a pixel contained charge, it was added to the sparse pixel plane map. Connectivity was
determined by a spanning tree across the pixels in the diffused plane. Compton electron
tracks can then be generated. Figure 4.13 demonstrates a few drifted and diffused electron
tracks. In the case of multiple gamma scatter from a single photon, depositions are spatially
separated via segmentation as shown in Figure 4.14. Segmented electron tracks would be
added to the spectrum as separate entries in the event histogram. Segmentation spatially
resolves these tracks because they are not spatially coincident. Finally, we show that it is
possible to demonstrate an electron track distribution benchmark in Figure 4.15. The energy
per unit area is computed for each track in the simulated spectra and is binned accordingly.
Experimental data are compared with this. Interestingly a low energy shoulder exists in the
simulated events, which appears blurred by the experimental spectrum. Classification shows
that this shoulder is almost completely attributable to escape electron tracks, those events
which do not capture the electron track terminus. As seen in Figure 4.7 and Figure 4.13,
the terminus contains a large amount of charge over a small area.
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Figure 4.11: GEANT4 simulations with classification used for determination of event pop-
ulations for events within the CCD from 661.7 keV gamma-rays. There is an interesting
trend in the number of contained events approaching the Compton edge, in that electrons
which deposit large amounts of energy are likely to be contained. A large fraction of the
total energy is contained in the electron terminus, which is localized in deposition. Multiple
scattering is a very small fraction of the total events in simulation, on the order of 5-8%. In
experiment the spatial segmentation reduces these interactions to single tracks. The classi-
fication does provide some insights but is not sufficient to replicate many of the device level
properties.

Conclusion

Simulations were performed with GEANT4 to produce high fidelity benchmarks for both
energy and track distributions in a demonstration setup. The goal of these simulations was
to investigate event populations and obtain benchmarked track data. The benchmarked
track data provides unique insight to single events within the CCD. Track data allowed
analysis of the limits of a new electron track only imaging algorithm developed by [19];
a few results of that development are shown in Figure 3.7. The simulation data assisted
in showing that the image reconstruction presented in Figure 3.7 was device limited [19].
The data comes from simulated electron tracks produced by classification and segmentation,
which is necessary for understanding the device limitations.
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Figure 4.12: An experiment and simulation for benchmarking the energy response with the
physics package from Figure 4.8 with energy and range production cuts of 100 eV and 10
nm was performed with a collimated 137Cs beam with 1o opening angle. The results from
simulation are normalized to total counts in each spectrum. One should note the multiple
scattering region between the Compton edge and the photopeak. The multiple scatter region
is present in experiment because the classification does not delineate between tracks which are
spatially separated, it only considers the event deposited energy and that it was a Compton
event.
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Figure 4.13: (Left) A simulated 241 keV Compton electron track in silicon diffused to the
CCD pixel plane. (Right) Another simulated Compton electron track but at 417 keV. High
angle scatters can either be nuclear or electronic. In the case of low energy deposition these
are likely nuclear scattering. Both tracks are shown without blacklevel noise and at 10 µm
pixel pitch.

Figure 4.14: Segmentation of experimental and simulated electron tracks. The inset is an
experimental track. Simulated tracks were produced and processed with 10 µm pixels and
σbl = 20 eV. Simulation of the readout removes the classification approximation presented
in Figure 4.12 as can be seen in the multiple scattering region. Normalization is applied via
total counts. Poisson sampling should be included for the complete response, which makes
the spectral features sharper than experiment. The experimental measurement has the same
geometry as presented in Figure 4.12.
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Figure 4.15: Benchmark histogram for track energy per area with data from Figure 4.14.
The agreement is decent here, with some deviation at the apex and near the tail of the
distribution where energy per area is overpredicted in simulation. In the simulated data
there is a shoulder near low energy. In the experiment, the shoulder is blurred by the
detector physics. Investigation of the shoulder indicates that almost all events are escape
events that do not capture the electron terminus and thus have lower total energy per unit
area over the entire track.
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4.3 Potential and Progress Toward ETCI with

CCD-Strip

Complementary to the goals of simulation, algorithm and limits evaluation, there are some
practical issues with the operation of CCD Compton imagers which have so far been ne-
glected. These issues are fundamentally related to the lack of time resolution in the CCD
multiplexing scheme. The readout architecture restricts the integration of CCD electron
trackers in conventional Compton imagers. Moreover, they are limited in use for more gen-
eral imaging applications which require time correlation with external sensors.

In the following, we outline the limits of current CCD systems, propose CCD-strip as a
way to circumvent some of these problems and report on the current state of this work and
the challenges that still exist.

Multiplexed Time Resolution Limit: Frame Read Time

The multiplexed CDS scheme for pixelated sensors reduces readout complexity and channel
density. For CCDs the time resolution is constrained to the FRT. The frame read time is

FRT ∼ (ncnrτr)/namps, (4.2)

where namps represents the number of amplifiers on a device, nc and nr are the number of
columns and rows on the device, and τr is the period of row/horizontal transfer registers
described in Figure 4.3. The FRT for the SNAP V3 generation have horizontal clock periods
on the order of 8 µs (see Figure 4.4). This implies an FRT of about 1 sec/MPxl. Equa-
tion 4.2 assumes zero exposure time. For Compton Imagers, the FRT as a time resolution
of the CCD is practically infeasible for coincidence windows, additionally scaling the device
area trades in time resolution. Faster clocking and the concept of column parallel CCDs is
a multiplexing scheme that increases the number of amplifiers. The evolution of the multi-
plexing architecture can provide smaller FRTs and these are under investigation for other
applications [10]. Unfortunately, the time resolution achievable in multiplexed architectures
of this time will be bound to the horizontal clock period and does not address the FRT
scaling with pixel density.

CCD-strip Proposed Solution

To overcome the limitations in multiplexed CCD architectures, CCD-strip was proposed.
This concept is presented in the right pane of Figure 4.16. The CCD-strip design circumvents
the FRT by applying metal strip electrodes to the CCD backside with strips parallel to the
horizontal registers. Conceptually, this could provide time resolution on the order of the
liberated charge drift time via the strips, while maintaining high spatial resolution on the
pixel side. Backside strips would be instrumented with conventional, continuous reset CSAs
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CCD-Strip Parameter Nominal
Vdepletion (V) 40
ρ (kΩ-cm) ∼20

Cdep (fF/strip) 402
Css (fF/strip) 582

Pitch (in pixels) 35
Gap (in pixels) 5

Table 4.2: Parameters for the CCD-strip devices.

to record charge induction from carrier drift. Electron tracks, collected on the pixel plane,
could be correlated with the strips by spatial coincidence (left pane of Figure 4.16). The
strips could provide time stamps of recorded charge arrival to the backside. This scheme
requires double sided processing to produce CCD-strip devices.

There are significant challenges associated with the fabrication of CCD-strip devices.
Specifically, the strips require submicron alignment with the pixel plane and double sided
handling/fabrication processes. Processes are typically optimized for one sided processing
in semiconductor fabrication facilities. High fixed cost and the general risk to other wafer
processes is often prohibitive to retooling manufacturing to provide double sided processing.
Electrostatic Discharge (ESD) sensitivity and process incompatibility (temperature, mate-
rials, etc.) also present significant challenges. ESD sensitivity is a result of small feature
sizes, in particular, the thin 100 nm thick dielectric region between the clock lines and the
bulk of the device present a shorting risk. Small feature sizes like this imply high fields
for relatively small amounts of differential charging. Intellectual Property (IP) of different
fabrication facilities must also be taken into consideration as different sites have different
strengths.

In light of the listed constraints, devices were fabricated according to Figure 4.17. DALSA
provides expertise in fabrication of the LBNL SNAP CCDs on high resistivity silicon. The
collaboration with the LBNL SNAP group provided controls for producing high yield quan-
tities of high performance CCDs. SINTEF provides expertise in strip detector fabrication
with the capability of doing double sided processing with submicron alignment. Fabrication
was done at these two fabrication facilities: Teledyne DALSA (DALSA) and SINTEF Re-
search (SINTEF), while the LBNL SNAP group provided designs for CCD detectors and the
strips were specified by our CCD collaborators. The design, while presented in this work,
was not the work of this author. An attempt to cite those sources is done in the relevant
figures.
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Figure 4.16: (Left) A top-down schematic of the CCD-strip concept, demonstrating the
pixel-to-strip mapping of the topside pixels and the backside strips. Here aluminum strips
are applied to the device backside to provide event time stamps during CCD exposure. These
time stamps can be spatially coded by strip channels through a strip-pixel registration, the
goal being that strips would correspond to a set of pixels. If an electron track was captured
in the pixel plane the track could be time stamped by the corresponding strip signal. This
method does not guarantee uniqueness; in reality many time stamps could be generated
during a CCD minimum exposure period. If many tracks overlap the same strip, one needs
to rely on energy to discriminate. However, energy is only resolvable if the events fully collect
on that strip and are farther apart in time than the drift times of the carriers involved.
(Right) A Compton event within the CCD-strip bulk where electron-hole pairs drift toward
the strip and pixel planes. Time resolution on the order of the charge drift time in the bulk is
expected, while maintaining high energy and spatial resolution of the CCD electron tracker.

Figure 4.17: Coordination for fabrication of CCD-strip devices. Fabrication was performed
at both DALSA and SINTEF. These two provided complementary capabilities of CCD ex-
pertise, submicron alignment technologies, strip detector expertise and dual sided processing.
The metalization step was split between the foundaries due to process and temperature con-
siderations.
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Figure 4.18: CCD-strip design layout and fabrication process from [4]. (Left) Strip design
for Mini-SNAP CCDs with 50 strips that have a pitch of 315 µm. This implies about 35
vertical pixels per strip with strips that almost span the horizontal register of the device. Two
guard rings are present to sink surface leakage current which is typically one to two orders
higher than the bulk leakage. (Right) A cross-section of the backside strips. PECVD oxide
was used for building inter-strip isolation channels. The metal region (blue) was aluminum
applied to n+ material for the ohmic contact to the n– bulk.
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CCD-strip Implementation

Ten 6 in 20 kΩ-cm n-type silicon wafers were used to implement the CCD-strip devices.
DALSA Semiconductor began processing of the CCD elements of the devices which were
passivated with SiN on the pixel plane to prevent scratching while processing the wafers
face down for strip processing. Wafers were then sent to SINTEF for the strip masking
and polysilicon doping. SINTEF removed the SiN passivation layer to open bond pads and
returned the wafers to DALSA for CCD metallization. Finally, the aluminum strips were
applied at SINTEF. Two wafers were held for future processing at SINTEF.

Figure 4.19: CCD-strip wafer photo from a SINTEF cleanroom. Figure provided by [49].

Wafers from batch 145714.3 numbered 9, 10 and 11 were processed by DALSA as controls,
these were returned to LBNL. CCD-strip wafers from batch 147514.4 numbered 3, 4, 6, 7
and 8 were processed by SINTEF. From this batch 8 was not given alignment patterns on
the backside by DALSA. This wafer was a SINTEF control but could only be handled up
to the plasma etching step at SINTEF. The function of the plasma etch was to remove
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the polysilicon and dieletric stack, normally on the backside of CCD devices. Temperature
control at this step was difficult due to SINTEF’s inability to clamp the wafers without risking
height variations on the backside during photolithography. The lack of temperature control
caused reticulation of photoresist in subsequent processes, making the strip alignment and
processing in general difficult. UV inspection of the wafer surface was performed at SINTEF
after all process steps; however, significant distortion was present due to the unpolished strip
side of the wafer, as shown in Figure 4.20. Polishing was not possible due to concern for
the CCD side of the device. After SINTEF completed processing strip implants, the devices
were passivated and sent back to DALSA for application of CCD metal. Finally, the devices
were sent to SINTEF to apply strip electrodes and CCD-strip devices were sent back to
LBNL for testing.

Figure 4.20: Microscope view of the strip side alignment marking for strip-pixel alignment
during SINTEF lithography steps. (Left) The original alignment mark, the light band in
the middle of a slightly darker background is the reference for alignment of strips during
processing. The unpolished nature of the strip side of the device provided difficulty in
identification of alignment marks. (Right) The alignment mark cross-hair zoomed out. In
subsequent lithography steps alignment marks became very difficult to view due to increased
surface roughness. Figure from SINTEF CCD-report [49].

Probing of wafers was done for wafer screening and dicing quality control by our SNAP
collaborators. A few results are shown for posterity. The wafers were flying probed on an
engineering test stand in the SNAP research group at LBNL. Testing is automated and is
routinely performed at -45 oC or -65 oC with different substrate (ohmic) contact voltages Vsub.
A complete summary of the probing is out of the scope of investigation, however we present
the results of two different CCD-strip wafers in Figure 4.21. The left pane in Figure 4.21
shows a wafer with overlayed images of a 60 sec CCD exposure. This wafer has a significant
number of clock shorts and overall grainy images due to elevated dark noise. The second
wafer, shown in the right pane of Figure 4.21, shows a 60 sec exposure from devices that is
flatter with overscan regions visible at the shared quadrant boundaries. Wafer 147514.4 #3
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Figure 4.21: Wafer screening and cold-probe testing in the SNAP CCD engineering test stand
at LBNL, performed by [25]. (Left) Example test wafer with individual devices labeled.
The large format SNAP V3 devices show a single 60 sec exposure. These test wafers of
CCD-strip devices show severe clock shorts showing as vertical columns in select quadrants.
Grainy quadrants are those with elevated black noise, while vertical banding, in this case, is
related to charge injection from clock shorts. (Right) Probe of 147514.4 numbered 3 on the
engineering test stand at higher applied bias and lower temperature. This appeared to be
the best wafer where devices are essentially free of clock shorts. Device leakage is still much
higher than expected.

produced the first CCD-strip electron tracks (see the left pane of Figure 4.23). This was the
most promising wafer tested of the CCD-strip batch in terms of dark current and uniformity.

Mini-SNAP devices were extracted from wafer 147514.4 #3 and 145714.4 #9. These
wafers are CCD-strip and DALSA control wafers respectively. Engineering at LBNL diced
the wafer so that devices could be tested individually. To have maximum flexibility and
capabilities, a variable temperature cryostat was constructed to demonstrate the operation
of the CCD-strip devices. A new cold finger attachment was designed along with Heat
Spreader Bar (HSB) for a controlled thermal link to the liquid nitrogen dewar. Test devices
were mounted in the cryostat, thermally linked to the cold finger via the HSB and Picture
Frame Board (PFB). The PFB also provides mechanical support and has connectors for
the feedthrough pigtails. The pigtails bring in signals necessary for the CCD-strip system
to operation. Figure 4.22 shows a Mini-SNAP V3 from a DALSA control run mounted
in the cryostat. The dewar and cyrostat in our configuration share a vacuum, which was
optimally pumped to about 1E-6 mBar using a turbomolecular pump. The heat load in this
configuration mostly radiative. Two small 50Ω heaters were attached to the HSB to provide
an operational range of 120-200 K. Heat loads could be adjusted by varying the number of
copper shims connecting the HSB to the mount/cold finger.

Vacuum feedthroughs provided access to two temperature diodes, heaters, bias lines for
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CCD operation, clocks for shifting out charge, bias voltage and signal lines that are required
for CCD and strip operation. These were individually routed in vacuum through 2 64 pin
pigtail connectors.

Electronics for this setup were from Astronomical Research Cameras (ARC). This semi-
commercial set of electronics provided the basic functionality required to readout the CCD.
The components of the system can be seen in Figure 4.6. Preamplifiers, the IFB and the
LBNL high voltage board were assembled by hand. Operation was verified and tested.
Firmware was flashed to both the timing board and the high voltage board. We requested
the ARC48 Video Card documentation from ARC; unfortunately, the hardware version
we had was undocumented. We reverse engineered the ARC48 Video Card bit addressing
scheme from previous versions of the ARC48 schematics and physical part numbers on the
board. Parts of the assembly failed to use address registers provided on the backplane,
which would previously change voltages set by the high voltage board. Additionally, upon
first operation of a test CCD a banding and inverted pattern appeared on the device (right
image of Figure 4.23). This problem was two fold: the integration period in the Digital Signal
Processor (DSP) did not properly bracket the clock injection in the CDS and the ADC did
not have the proper polarity configuration. These manifestation of these two problems were
in an inverted intensity image and in intermittently saturated rows at regular intervals in
the CCD image. The banding was similar to an aliasing effect.

Figure 4.23 in the right pane shows the corrected operation of the CDS with the test
device in the new cryostat. Additionally, the right pane in Figure 4.23 shows nominal
operation and spectral resolution expected of 241Am stimulation. Measurement of the black
level noise is a very sensitive metric for pixel plane performance when resolution is difficult
to measure. Black level noise is quoted as FWHM/pxl. This value is much easier to measure
than photopeaks, largely because photopeak efficiency for gamma-rays is very small in CCDs.
Because the device under test is a DALSA control CCD, bias is applied through the CCD
topside bias implant. Leakage current is sinked through a ohmic path along the side of the
device to apply positive high voltage to the backside. Leakage currents measured were quite
large as Figure 4.25 shows, as a result exposure times were limited to less than 1 sec. Over
the 1 sec exposure periods, the device will reach saturation of the pixel wells. CCD-strip
devices would likely not require long exposure times. However, it is indicative of the device
state and performance. Higher leakage leads to larger contributions from dark noise. The
minimum achievable exposure time for this system is 1 ms.

The DALSA control device showed that pixel plane operation for exposures of 10 ms
produced spectral resolution comparable to previous CCD electron tracking devices. The
leakage current, however was as much as 1E3 times larger than typical devices [47]. Satu-
ration of the pixel wells was seen in large areas of the device and appeared to be uniformly
distributed, however in this revision of the test stand we did not have an integrated way to
perform extensive leakage current tests. Additionally probing certain areas of the device was
not possible due limitations in input impedance of the voltage probes. Therefore, the exact
origin of the device leakage could not be determined.

After first acquisition of electron tracks in our cryostat and demonstration of some
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Figure 4.22: Variable temperature cryostat and DALSA control 147154.4 #9. Feedthroughs
provide clock and bias lines to operate the device. The thermal link is SiO2 to which the
Mini-SNAP CCD is glued. This bar covers the pixel plane of the device.

DALSA CCD performance metrics, a candidate Mini-SNAP CCD-strip device 147514.4 #
3 was chosen for demonstration of the CCD-strip readout. Here we wire-bonded the device
on both sides of the PFB with strips biased via 1 GΩ resistors on each of the 52 strips. An
8nF AC coupling capacitor was used to readout strips and provide some bias filtering. Strips
were instrumented with a small number of MAFIA CSA [17] which had a gain of about 6-8
V/pC. Time constants for the preamps varied somewhat but were centered around 125 µsec.
Preamps provide AC ground for signal present at the strips, which is important to operation.
Strips that were not instrumented were AC grounded.

High leakage current was present in the CCD-strip device. This leakage was similar in
magnitude to those observed in the DALSA control. The effective DC impedance of about
19 MΩ through the strip bias resistors implied that a significant fraction of applied bias
would drop across them. Additionally, large transients appeared in the preamp outputs for
CCD-strip (Figure 4.26) at moderate applied Vsub voltages of around 50 V. The amplitude
of these variations was at times 3-5 MeV, in equivalent charge, with long time constants on
the order of milliseconds. Note that these are convolved with the preamp time constants,
however the structure was not periodic in an obvious way. These transients were observed
over each instrumented strip.

Strip operation would be severely limited by the excessive leakage that was present in
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Figure 4.23: (Left) First observed electron track at the LBNL SNAP cold probing station
from wafer 147514.4 #3. Conditions were -65oC, 60 V. The electron track is degraded due
to higher leakage at this temperature. (Right) First electron tracks observed in our cryostat.
Horizontal banding occurs here due to a phase and delay problem in the CDS. Conditions
were 140 K and 60 V.

CCD-strip system and was the most obvious problem present in operation. It was, therefore,
important to characterize the leakage to deduce the origin. In previous generations of the
SNAP devices, puchthrough currents had been a significant source of bias leakage [22]. These
are parasitic sources exist due to parasitic JFETs formed by the channel stops on the CCD
plane, the n– bulk and the n+ backside. These effects were of interest to us as possible
sources of excessive leakage in the device, so we added 2 picoammeters, a custom 1 GΩ input
impedance electrometer and a 2 MΩ current source to our setup (Figure 4.29). Ultimately, we
were attempting to control VN+, however given the location of the 4 MΩ pull-down resistor
and the 0.11 µF bypass capacitor was inside of the cyrostat we elected to sink current down
the 4 MΩ resistor. At the same time we measured the voltage with the high impedance
electrometer.

Figure 4.28 shows early measurements of the testbed and the reduction in leakage ob-
served. Channel stops are N+ implants in the device which establish the separation between
pixel columns in the device and run perpendicular to the detector strips. These structures
absorb surface electron current just below the clock field oxide and are normally fully de-
pleted. The 4 MΩ resistor on the channel stops is used as a pull-down to prevent excessive
voltage and breakdown near the CCD clocks. In CCD-strip there exists larger coupling be-
tween the strips and channel stops which promotes a parasitic current. Because the bulk is
depleted, this is a tunneling process which is referred to as punchthrough. Reduction of the
current is achieved by reducing the parasitic JFET Vds, which can be results from raising
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Figure 4.24: Results from the DALSA control device 145714.3 #9. (Left) An 241Am spectrum
with performance characteristics around 2x the Fano limit of energy resolution for silicon.
(Right) Electron tracks from a 137Cs source. Here we can see that the banding problems
observed in the right pane of Figure 4.23 have been removed. Figure 4.23. These two results
confirm that CCD devices can be operated in our custom test stand with performance metrics
expected from high performance electron tracking CCDs.

the channel stop potential.
Reduction of the bias current removed the transients observed in Figure 4.26. We should

note that a degradation in the pixel side resolution was observed, with the blacklevel of 282
eV-FWHM/pxl. This is very loosely consistent with an increase in shot noise from current
down the 4 MΩ resistor. Optimally this should be replaced with a 1-10 GΩ resistor to
fix the operating point of the parasitic JFET and remove the shot noise. The CCD-strip
device performed qualitatively similar to the 10 ms exposure characteristics observed in the
DALSA control device. However, comparing Figure 4.24 with Figure 4.32 we can see that the
blacklevel noise is about a factor of 3 worse. While this result is not substantiated by a series
of devices tested, it is an important observation on the grounds that it compares a CCD to
a CCD-strip device in our testbed. Figure 4.32 allows us to conclude that the resolution loss
is consistent with the increase in blacklevel noise. It is important to note that the resolution

loss for higher energy events becomes larger, the resolution loss scales with
√
E ∼

√∑npix
i Ei

where Ei is the energy deposition per pixel included in the segmentation. The number of
pixels npix contributes σbl per pixel. Thus the Compton shoulder in Figure 4.32 is blurred.

The strip noise floor is about 100 keV-RMS-ENC after shaping on 0.5 µs timescales
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Figure 4.25: DALSA control device 145714.3 #9 at 140 K. The bulk plus surface leakage
current was much higher than expected - easily being several hundred microamps at much
less than the expected depletion voltage. This behavior in DALSA control wafer was not
definitively determined. In niche scenarios, namely at the minimum exposure time, tracks
were obtainable with good resolution and comparable blacklevel noise as noted in Figure 4.24.

with battery powered preamplifiers and all other instrumentation powered off. Figure 4.33
shows the supporting data, where the preamplifier and shaping amplifier output noise was
measured versus many time scales to capture portions of the noise bandwidth. A Root Mean
Square (RMS) measurement was performed at each time window of the strip preamplifier
baseline. The scale was set with the preamplifier gain of about 8 V/pC. The scale for the
shaped signal was computed by removing the additional voltage gain through the shaping
amplifier and with the preamplifier gain. On timescales representative of shaped pulses
0.5-10 µs the noise approaches around 100 keV-RMS-ENC. Different shaping times did
not present significantly better baselines. The difference in the shaped versus preamplifier
signal noise floor is due to the shaping amplifier bandwidth limiting. For the preamplifier
output, we observe about 400 keV-RMS-ENC in quiescence. When the system is powered
with voltage applied this noise floor is about 600 keV-RMS-ENC. This is prohibitively high
for measuring electron events.

A number of countermeasures can be taken for the powered state of a detector system.
However, the bulk of noise is present in the powered off state. The detector is undepleted.
For context, Figure 4.34 shows what an ideal pulse would look like overlayed with white
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Figure 4.26: CSA output of MAFIA preamplifiers while the CCD is in the exposure state.
No clocks are operating during this time. Two strips are shown at timescales of 5 ms/div.
The strips appear to be coupled to the same transient source and are physically separated
by 5 strips. Peak to peak variations (using the preamplifier gains) are on the order of 2-5
MeV, of equivalent charge injection. Conditions are 140 K, 50 V.

noise where the RMS of the white noise is the same as the signal amplitude. The shaped
case is more poignant, as shown in the right pane of Figure 4.34. The quiescent state is
the baseline upon which, in the bias applied state, the detector would add additional noise
sources. These include many other sources, but the 4 MΩ shot noise has been mentioned
specifically. This component would only add in the powered state, not in quiescence. The
origin of noise in the quiescence state, in this scenario, is limited to external Electromagnetic
Interference (EMI) coupling, Infrared (IR) and microphonics. EMI is normally identifiable
when coupling occurs due to the emissions that are specific to the operational frequency of
the device that emits them. IR would be effected by the temperature of surfaces that emit
onto the device. Due to the heat shield, it is relatively hard to stimulate this sensitivity.
Microphonics is somewhat non-specific unless there is a clear resonance. Generally, one is
worried about wire bonds and cabling that spans the gap between the detector contact, the
AC coupling capacitor and the preamp input. Unfortunately, almost all solid state detectors
are extremely sensitive to vibration. There is no clear candidate in our current understanding
for why electrons cannot be measured at the CCD-strip backside, other than the noise floor
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Figure 4.27: CCD-strip mounted and instrumented in cryostat. The 8nF coupling capacitors
make up the component array seen with traces to the lower 64 pin connector. This connector
attaches pins individually to feedthroughs at the top of the cryostat.

is high even when the detector is in quiescence, as Figure 4.33 shows.
In consideration of the noise problems, we have several tasks in future work that could

help to reduce noise in the quiescent state. The thermal link in the detector system is suspect
for some of these issues. The concern here is mostly related to wire bond microphonics. The
mass of copper HSB floats at the end of copper shims off the cold plate, the copper HSB
contacts the Si HSB as a beam with a center fulcrum. Securing the copper HSB relies on
screws which act as loads at the ends of the beam, when the loads are applied the Si HSB
deflects as the PFB is strained by the loads. Two problems exist here: the copper HSB is a
massive object attached to spring-like copper shims and the PFB deflection induces strain
that is not necessary. Fixing the thermal link could also benefit from a low profile thermal
shield to reduce IR leakage. A design was produced, however the implementation and testing
are yet to be realized (Figure 4.35). These have the potential to reduce the powered and
unpowered noise states.
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Figure 4.28: Early revision of the test stand we created for measuring bias, strip, and channel
stop current. In normal operation most of the strip bias should leave the device through
the depleted region, meaning that very little current should be routed to the topside bias
contacts. The leakage that the device approaches, ≥ 10µA, is far to high to allow leakage
down the effective impedance of the 52 strips, of namely 19 MΩ. The leakage instead is
routed to the topside contact. As Vn+ becomes more negative, with application of bias
controlled via the current source, the leakage in the device drops as the SIT JFET[22] is
forced into deep cutoff. If the strip bias current and the Ids of the device accounted for all
bias current, they should be equal. However, in this implementation of the test stand the
20 MΩ shunt impedance limited our measurement. In summary by adjusting the bias on
VN+ we see an exponential drop in current, which is necessary for correct strip biasing and
leakage current flow. The motivation behind the SIT JFET model is proposed in Figure 4.29.
These curves are characteristic of JFET amplifiers in deep cutoff. Figure 4.30 shows the final
version of the testbench, where the currents are equal. Measurement conditions as specified
and 140 K.
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Figure 4.29: (Left) A Static Induction Transistor (SIT) JFET parasitic structure within the
CCD reported in [22]. Channel stops (designated VN+) are present in the device to constrain
charge wells in the horizontal direction. (Right) A cross-section of the pixel plane and channel
stops is presented from [22]. These structures are reverse biased from the charge wells in the
p-channel and absorb electron current produced at the surface of the device. The p-channels
are cleared at the beginning of exposure, establishing a floating but near zero potential. This
is the rectifying contact in the CCD. On the regions exterior to the imaging plane there are
other p-type structures called p+ guard rings which behave in the same manner as the gate
of the parasitic JFETs. The JFET channel is formed by the N+ strips and channel stops
with the n– bulk. The leakage from channel stops establishes an operating point with the
pull-down resistor. A discrete resistor and capacitor form the pull-down and AC-bypass and
are located on the PFB.

Return paths are also important for reducing susceptibility to noise in the detector sys-
tem. This is fundamentally related to sinking signal currents around the detector front end
to reduce the number of components which could impact grounding or induce noise. In
our case, we need to be aware of the n+, CCD preamplifier and strip preamplifier returns
as shown in Figure 4.36. Balancing circuits to increase the common mode response is also
desirable, which has been explored but should be considered further.

After CCD-strip operation is demonstrated, it is interesting to observe that checking the
strip-pixel registration can be done in vivo. CCD-strip is sensitive to visible light from the
backside. The metalized strips and polysilicon attenuate blue light differently, providing a
transmission mask as can be seen in Figure 4.31 when stimulated with a blue LED. Once
demonstration of the strip-side operation is completed, it would be beneficial to analyze
this projection with a controlled exposure to the LED. Here we can see significant bending
around the edges of the device, which is possibly due to the forward directed emission of the
LED.

Alternatively, it would be interesting to investigate the use of the n+ channel stops
to detect drifting charge. These contacts are non-collecting (other than electron leakage
current). In the properly biased configuration, the leakage down these is < 10 nA. These
qualities provide an interesting prospect for generating charge time stamps: these contacts
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Figure 4.30: Current sums around the device contacts. At large VN+ the leakage is reduced
by a factor of 1E3. From the second picoammeter, we see that the bulk leakage agrees with
the total bias current to within 1 nA. The parasitic channel was the main source of leakage in
the device. Upgrades and calibration of the VN+ control allowed 1 GΩ shunt impedance on
the custom current source and electrometer, which allowed us to account for the remainder
of current around this node. In summary, the leakage reduction allows correct dissipation
of electron current at the strip contacts. This removed the large transients in Figure 4.26.
Please also refer to the equivalent circuit in Figure 4.29.
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Figure 4.31: (Left) A CCD image of the backside strips from one quadrant. Partial attenua-
tion of blue light from the strip pattern on the back of CCD-strip. The pattern is dark over
strips due to high attenuation of the metal, while there is transmission through the passiva-
tion in the gap. In the gap the pattern is light-dark-light due to the strip isolation structures
from Figure 4.18. Light dots between strips must be places where transmission is favorable,
however we do not offer an explanation of this. (Right) A photograph of CCD-strip loaded
in on the PFB in our cryostat.
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Figure 4.32: Pixel plane operation of CCD-strip exposed to a 137Cs source. An inset enlarges
three Cs xrays with energies (intensities) of 32.2keV (3.67%), 31.8keV (1.99%) and 36.40keV
(1.35%). The 36.4keV in silicon would be expected to have a FWHM of about 0.8% ideally
and 1.2%given the DALSA noise floor. . However, here we measure it to be worse at
6%. This is consistent with the expected increase in blacklevel previously observed at 38
eV-FWHM/pxl to about 202 eV-FWHM/pxl.

must feel induced charge of hole migration to the pixel plane. In effect these are steering grids.
The instrumentation of this grid would possibly provide some charge arrival information.
These implants are located in many regions not in the imaging area, so in the current
implementation it is not clear that they could provide timing information. However, if
one found sensitivity, splitting these implants into several sets and routing them out to
separate contacts could provide the same functionality as strips applied to the backside.
The specificity would be limited due to the fact that they would denote columns rather than
rows, however in a Mini-SNAP device the number of rows per channel stop is the same as
the number of columns per strip. Combining channel stop implants together would reduce
the density of routing.
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Figure 4.33: Strip preamplifier noise floor at the quiescent state. The sample standard
deviation at many time windows was selected because the bandwidth of the measurement
changes with the timscale. For shaped pulses this approaches the 100 keV-RMS-ENC level,
which Figure 4.34 demonstrates what the S

N
= 1 would be for ideal pulses by super-imposing

a toy strip CSA response for a charge deposition that is equal in magnitude to white noise
RMS voltage convolved with the preamplifier response.

CCD-strip Conclusion

This section has presented challenges facing CCD electron trackers, namely that the FRT
establishes the time resolution of these devices. The FRT scales with device area and is far
too slow for Compton Imaging coincidence time windows. CCD-strip was introduced as a
possible electron tracking detector that could overcome the limits of the FRT. We have shown
progress in the fabrication of these devices and have demonstrated basic operation of the pixel
plane in an LBNL test stand and in our own custom cryostat. We demonstrated performance
typical of SNAP CCD devices in our cryostat with the DALSA control devices. Additionally,
we demonstrated the pixel plane operation of CCD-strip detectors at 10 ms exposure. A
leakage reduction of a factor of 1000 allowed us to remove transients observed on the strip
preamplifier outputs. However, the baseline noise was prohibitively high to demonstrate strip
operation. The majority of this noise was seen in the state where only the preamplifiers
were biased, suggesting that the possibilities for performance degrading phenomenon are
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Figure 4.34: (Left) Computed S
N

= 1 for white noise convolved with the preamplifier response
and a strip CSA signal with equal charge to the white noise RMS voltage. (Right) CR-
(RC)4 shaped pulses of the left figure where the amplitude of the shaped ideal strip CSA
signal is equal in magnitude to the shaped white noise RMS voltage. These figures attempt
to convey the apparent difficulty in extraction of pulses from the noise floor, prohibiting
electron measurement on the strips.

Figure 4.35: The revised IR shield. This design attempts to reduce the vibrational sensitivity
to the Cu HSB and provide a lower profile shield so that IR leakage is reduced.
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Figure 4.36: Signal current can be made less susceptible to interference by reducing the
number of components and the area of the return loop. The scheme listed here shows the
readout paths for electrons and holes in the device, and attempts to sink them close to the
PFB. Shown are the CCD integrated floating gate amplifiers with a source follower cascade
and the strip CSA preamplifiers. Isolation resistors are present in order to provide the option
to decouple.

microphonics, IR leakage or EMI. We presented techniques and suggestions for rectifying
these problems by replacing the HSB mounting scheme with a low tolerance IR shield. This
could potentially help both the microphonics and/or the IR issues. Additionally, we discussed
and explored signal return paths for rectifying EMI. This concludes our discussion of the
progress with CCD-strip, the next section presents fundamental problems with multiplexed,
pixelated architectures and explores other sensors that could be used for ETCI.

4.4 Some Alternative Electron Tracking Technologies

and Needed Improvements

The high spatial and energy resolution of CCD based systems is attractive for producing
high resolution ETCI imagers. However, we note that there are some general features of
pixelated systems which should be observed in the utility of such systems and also note that
there exist other potential options.

Some Features of Multiplexed Pixel Devices

Pixelated devices such as CCD-strip seek to provide timing information for high spatial
resolution events on the pixel side. While the coincidence pairing is possible in this scheme,
the FRT of the CCD devices imposes a deadtime on the system which is concerning for
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practical use. The deadtime duty cycle is naively

Ddead =
FRT

FRT + τexposure
, (4.3)

where τexposure is the time the system spends in exposure per readout. The deadtime duty
cycle is concerning in the sense that it will establish the throughput of electron tracks out
of the system. More concerning in the case of CCD-strip, it may not be possible to recover
time stamps on the backside of the device due to clock coupling through the bulk of the
device to the preamplifiers. As the duty cycle approaches one, there is a concern that tracks
would occur at the wrong location in the array and may or may not be readout of the system
in that frame. The serialization of the readout can cause time stamp mismatch. Clocking
could prevent some tracks from being time stamped. This is naive because it is conceptually
possible to readout charge events between successive clocking events. If one can achieve
readout between clock injections then the Ddead is related to the duty cycle of the clocking
scheme. During clock charge injection, at least in CCD-strip, event timing would be lost
because the amplifiers rail during clocking at full depletion.

These readout considerations are present specifically for CCD-strip and would vary by
the technology and multiplexing scheme employed. At least for the CCD case, we note that
the FRT∼1s/MPxl. Other devices, such as Full Column Parallel CCDs [35], could reduce
this rate by slightly more than the number of columns in the device.

Some Features of SOI Active Pixel Devices

Active pixel devices have been proposed for ETCI. Active pixel devices populate each pixel
with a charge sensitive amplifier. Active pixel schemes contrast the multiplexed approach as
they attempt to simply increase electronics density to handle problems resulting from chan-
nel density. Many different types of active pixel efforts are ongoing, however active pixels
can differ in the data provided by the choice in circuit architecture. For example, active
pixels can supply simple binary output based on thresholds, charge collected or possibly
charge over time. Ideally, each of the active pixel schemes has some timing information but
in general the range can vary a great deal depending on the architecture/implementation.
The challenge in dense front-ends is heavily related to related to physical transistor size, pro-
cess capabilities and general impedance control (specifically parasitic capacitance). Greater
number of elements also pose interconnect issues.

Technologies like Silicon On Insulator (SOI) are attractive as a way to produce pixelated
circuits independent of the contact and bulk technology. Low resistivity, Complementary
Metal-Oxide Semiconductor (CMOS) circuits can be fabricated on an insulator substrate,
which can be connected to a high resistivity bulk that has contact implants implemented.
Typically the insulator layer for devices such as SOI Pixel Detector Project (SOIPIX) use
a buried insulator region which is implemented by a very high doping of oxygen in several
layers. High applied temperature and an annealing process produce uniformity in these insu-
lator layers. Contact with the bulk can be applied while transistors are being implemented.
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Figure 4.37: SOI active pixel sensor, figure reproduced from [2].

SOI processes for other use cases typically use the oxide layer and inactive substrate layer
as mechanical support for a very thin layer of transistors.

Current versions of active pixels still rely on some level of multiplexing or data reduction
schemes. SOIPIX for example can region select pixels around a triggered event. Fast timing
is supplied via a logical OR of the entire pixel array. Upon triggering the location can be
found by a search of the triggered states along the row and columns. Region select allows
the charge to be read out in rectangular selections. This architecture has the advantage that
the time delay between trigger and readout is 10 s of microseconds. It has the disadvantage
that the pixel integration period is not constant and that one has to do pixel bias current
subtraction in a second witness period for the region of interest. Thus one incurs a factor of
2 in readout time due to the bias current subtraction.

In the current implementation of SOI systems, pixel sizes are large compared to electron
tracking in SNAP CCDs. Pixel sizes are currently on the order of 20-50 µm. Additionally,
SOI devices range in thicknesses of 300-500 µm and at the moment would most likely need
to be cooled to Peltier temperatures to achieve ETCI systems. There are plans to develop
smaller pixels for SOI by stacking SOI layers to generate the necessary front end electronics
while decreasing footprint/pixel area [2].

While SOIPIX does offer prompt timing, the drift of charge is not observed over time.
Rather, the integral charge is collected in the pixel array, which implies that the scheme
is limited to 2D projections of the electron track charge. One would possibly rely on the
estimates of dE/dx for the out of plane angle, or new techniques would need to be developed.
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Figure 4.38: The active pixel circuitry in the XRPIX2B[54]. The pixel here provides a trigger
scheme based on simple thresholding of the collected charge. A source follower gain stage
provides the first amplification. Threshold crossing triggers the STORE signal to capture
the device state at the time of the trigger. Charge is held until readout. The pixel can be
discovered by looking at the trigger states of the columns and rows.

Conceptually, the estimate for the out of plane angle could be improved with data from the
drifting charge toward the pixel plane.

Nuclear Scattering

Regardless of the electron tracking scheme, the detection of these events relies on the esti-
mation of the Compton scattering vertex and the initial electron momentum. In the pursuit
of electron tracking nuclear scattering can limit ionization signal in many materials. These
events allow the electron trajectory to be changed without liberation of charge in the detec-
tor. Rutherford scattering of the electron occurs in materials with a Z2 scaling of the cross
section. Due to the momentum balance with the nucleus there is very little, if any charge
deposited in these types of electron scatters, however the trajectory changes immensely. The
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Property Value in Si Value in Diamond
Density (g/cm3) 2.30 3.53
Bandgap (eV) 1.11 5.5
w (eV/pair) 3.65 14.3

Fano 0.115 0.08
Perm. Coef. 11.7 5.7
µh (cm2/Vs) 480 1200
µe (cm2/Vs) 1350 1800

Compton Scattering 0.060-16 0.030-28
Dominate Region (MeV)

Table 4.3: Properties of Si and diamond semiconductors.

backscattering cross section (scattering greater than 90 degrees) [14]

σ(θ > π/2) = πZ2

(
e2

moc2

)2(
1− β2

β4

)
(4.4)

can be approximated as Z2

9
barns/nucleus for an electron when its kinetic energy is equal

to its rest mass energy [14]. The scaling of the ionization scattering cross section in the
atom is linear with Z, or the number of electrons in the atom. Care should be taken when
including high Z materials in electron trackers to boost photon cross section as the initial
track is generally low total energy deposition and the range over which it represents the
Compton kinematics is small. As the nuclear scattering cross section increases in magnitude
the electron will contain less information about the Compton scattering process and will
deposit energy after the initial trajectory has been lost.

We note that diamond is likely one of the best electron tracking materials capable of near
room temperature. This is due to high density and low Z. In other electron tracking systems,
one trades photon efficiency and electron leakage for resolution of the initial electron track.
This is especially true for Compton systems, since low Z materials have the broadest range of
Compton dominant cross section. Photoelectric absorption does not dominate until 30 keV
in diamond and pair production does not dominate until 28 MeV. Of course, many practical
considerations exist between the conception and the realization of diamond electron tracks.
These are not trivial and possess many of the same problems previously discussed with
pixelated systems. Additionally, we note that the SNAP CCDs represent a long dedication
in development and benefit greatly from decades of materials knowledge.

Some properties comparing these two materials are shown in Table 4.3. There are
many benefits to diamond detectors, however the energy resolution does degrade slightly.
The higher bandgap does offer the possibility of room temperature operation, however
this would depend on specific device properties. Comparing theoretical energy resolution
∆EDiamond/∆ESi ∼ 1.65. As Figure 4.40 points out the overall length corresponding to the
Compton kinematics is about a factor of 2 greater with 1/2 the signal per unit length.
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Figure 4.39: A simulation of 500 keV electron tracks in different materials. The electrons are
emitted and the distance from their origin is recorded when their trajectory deviates more
than 25 deg from their initial heading. The means are recorded for many events and are
normalized by the CSDA range of 500 keV electrons in that material. The horizontal axis
is scaled as 1/Z, but labeled in atomic number. The linear trend corresponds to the 1/Z
tradeoff between electron multiple scattering and nuclear scattering. At high Z the range
over which the Compton electron retains kinematic information is severely reduced due to
nuclear scattering. Diamond detectors would be of interest due to their low Z and relatively
high density. For example, the CSDA range for 500 keV electrons in silicon is about 943
µm while the CSDA range for diamond the range is about 566 µm. The range over which
electrons will deviate by 25 deg is 103 µm in Si and 116µm in diamond. The increase in
density in diamond does not hinder tracking.

To conclude we note that the nuclear scattering limit applies to all designs which consider
using electron topology for tracking. Some material choices are decided for other physics
based reasons, and the use of higher Z materials is not precluded in electron trackers. We
simply emphasize nuclear versus ionization scattering as an important parameter in design of
an electron tracker as it determines the amount of vertex information that can be measured
through electronic excitation.
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Figure 4.40: (Left) The photon mean free path in Si and diamond [6]. Over the range of
interest (10-1000 keV) the photon interaction cross section is about a factor of 2 larger in
diamond than Si for most of the relevant Compton scattering range. (Right) Electron CSDA
ranges are also about a factor of 2 lower in diamond than Si [5]. Due to a ∼2 factor increase
in dE/dX and a factor of ∼4 difference in the bandgap there is an effective decrease in signal
per length by a factor of 2 for diamond. However, Figure 4.39 shows there is about a factor
of 2 increase in track length which corresponds to Compton kinematics.

Figure 4.41: The Compton cross section compared to the total for two materials. Here we
see that the low Z enhances the viable Compton region but only marginally [6].
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Chapter 5

Advancements with Simple Detectors
and Contextual Sensing

Given the relatively high cost and complexity of Compton imager detector development, it
is interesting to consider ways to reduce the necessary detector performance requirements to
achieve Gamma-Ray Mapping. One potential avenue to reduce the detector complexity is
through contextual sensing and data fusion. Contextual sensing provides a way to generate
information about the measurement environment, and data fusion is the combination of con-
textual data with radiation data. This can enable, for example, Proximity Imaging modes
of operation with simple, monolithic radiation detectors to produce Proximity Mapping sys-
tems. Proximity Mapping at 100 m-1 km resolution has been demonstrated, as in Figure 5.1.
Data for Figure 5.1 was collected by NNSA via aerial survey of the FDNPPA just after the
reactors volatilized their radioactive inventory, dispersing it over the Japanese countryside.
The sensors used were monolithic NaI bars with synced GPS. Despite the lack of high spatial
resolution, energy resolution or sophisticated reconstruction, the data provided one of the
most complete and immediate evaluations of the extent of the accident. These data were
indispensable in early risk management of the FDNPPA, as evacuation orders and policy
decisions relied heavily on the quick delivery of these systems and the resulting data prod-
ucts. Later this data was crucial in the estimation of excess risk to people exposed during
evacuation. In retrospective analysis, the radiation dose was not one of the dominant risks
to people, as the World Health Organization (WHO) notes [41]

The present results suggest that the increases in the incidence of human disease
attributable to the additional radiation exposure from the Fukushima Dai-ichi
NPP accident are likely to remain below detectable levels1.

1While the increased cancer risk is not large, the additional risk is nonzero. The increased absolute risk
to the Japanese public for leukemia, thyroid cancer, female breast cancer and combined solid cancers was
also calculated by the WHO. These estimates represent the maximums from all populations affected by the
Dai-ichi power plant disaster. All of these were small in absolute risk, where almost all relative increases
were contained conservatively below 7%. However, the low incidence rate of thyroid cancer, especially among
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This is an important null result which relied heavily on time-sensitive Gamma-Ray Mapping.
In this section, we present techniques to enhance the utility of monolithic detectors with

contextual sensors for meter scale mapping. Data fusion, aggregation and the possibility for
autonomous measurements provide substantial gain over the current methods employed.

5.1 Contextual Sensing and Autonomous Vehicles

Advancements in sensors, computational elements, computational efficiency, software and
collaboration have aided the rapid developments in computer science. Software has espe-
cially seen a large boost through the open-source paradigm [11]. Open-source allows authors
to publish useful tools and have their rights protected as they choose. Large scale collabo-
rations have been promoted through the availability of source code and through new source
code management tools such as Git [53]. Rapid integration of many software tools is made
possible through the efforts of the open-source community, as they supply the “software
infrastructure” for many projects. While hardware and sensor development has yet to see
this kind of expansion, data fusion has seen large growth.

Gamma-Ray Mapping fundamentally relies on the mapping and pose estimates provided
by contextual sensors. Positional estimates of systems in complex environments opens up the
possibility for many types of proximity and complex imaging schemes. Scene data collected
from contextual sensors can be fairly sparse and simple or dense and rich. Simple scene
information could be GPS based while more complicated data sets could feature full scene
reconstruction. Both are presented in this section, and we note the limits and merits of each.

GPS limits for meter scale mapping

A Global Positioning System (GPS) typically provides location estimates in 3 dimensions
through the receipt of 4 or more GPS distinct satellite signals. In consumer grade GPS
with a single antenna, a typical limit of position resolution is 1-3m [55]. Differential GPS
can obtain higher resolution and provide more robust heading. Differential GPS that is
wrapped into an Inertial Navigation System (INS) can provide centimeter resolution on
position estimates [58]. However, all GPS solutions suffer from the canyon or “urban canyon”
problem [9]. This constrains the use of GPS to outdoor environments and limits the use in
certain environments.

Figure 5.2 presents count rate mapping measurements from an area inside the FDNPPA
plume. The area is known as a calibration area because it has a relatively uniform 137,134Cs
distribution, except for a prominent hotspot. The hotspot is located at a low culvert which
connects two fields at the road intersection. The surface of the road is much higher than

children, pushes the conservative relative increase to 70%. The absolute risk puts this in perspective: lifetime
risk of thyroid cancer for Japanese females is 0.75%, however a female infant exposed to the highest doses
of all infants after the Fukushima Dai-ichi disaster would have an absolute lifetime risk of almost 1.5% of
developing thyroid cancer [41].
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Figure 5.1: (Left) 131I surface contamination map of the affected areas near the Fukushima
Dai-ichi power plant just after the FDNPPA. (Right) 134Cs surface contamination map.
Maps like these assisted in dose calculations for received dose during the evacuation. This
scenario represents a 2D Gamma-Ray Proximity Mapping application in which monolithic
NaI was used along with GPS to show the spatial distribution of radioisotopes of interest.
The data was acquired by taking aerial surveys of the areas and Proximity Imaging. Provided
high energy resolution the 131I and percent level lines in 134,137Cs lines would be resolvable
but were not in this case. Despite not being able to fully resolve the two, peak overlap
calculations allowed for estimates of 131I to be calculated. The concentrations estimated
from the fly over are shown as the heat map with sample points represented as dots on the
same color scale. Sample points were taken by hand to compare with the contamination
maps. Figure is reproduced from [52].
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Figure 5.2: 2D grid interpolated from walking data from handheld radiation detector system
with GPS for localization. CsI scintillators are used as simple counters here. The system
is carried at waist height. The scene includes high reeds in the fields and clear paths on
the roads. The right inset shows a photograph of the measurement technique. To the left
a zoom of the hotspot. Here we suspect that the simple hotspot is a culvert just on the
intersection elbow. However, the GPS path does not match the path walked. Thus there are
regions of very intense count rate and areas with low count rate intersecting each other. This
measurement is crucially dependent on the location of the system, however the GPS allows
path deviations much greater than expected. This creates data that looks non-physical.
Contamination is 134,137Cs in the Fukushima plume. Dose rates in this area varied from 0.5
µSv/hr to 15 µSv/hr. Namie Town, Japan Dec 2015.

the fields, which are flood irrigated. General features of the scene are the relatively cold
road surface, which is washed by heavy rainfall in the winter and spring. The fields do very
little water drainage, and washout of FDNPPA products is not as prominent, except in the
low culvert. GPS provides the location of the system. The detectors employed here are
commercially available CsI scintillators which are 2 Kromek Sigma50s [32]. These detectors
have an active volume of 65 cm3.

General features can be observed which include the relatively cold roadways due to isotope
washout. The fields tend to show larger amounts of contamination due to water stagnation
and thus deposition. The hotspot should correspond to a drainage culvert, however the lack
of resolution places the system in a location significantly off of the reported maximum. A
grid is used to interpolate points off the track that are closer than 3m. These features are
useful, however we would like errors in the track like those observed are not acceptable in
complex environments where source distributions are not well known or need to be localized
to specific objects.
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Figure 5.3: An experimental system used by the JAEA attached to a conventional tablet
with a small Si diode sensor for dose rate estimation. The system produces measurements
at a rate of about 0.5Hz. The location of the hotspot is replicated better in this data,
however there is a good bit of fragmentation in the hotspot which is difficult to interpret.
The fragmentation could be from sampling irregularities (different measurement heights,
directional sensitivity, etc.) or could be related to the actual source. The measurements are
of the same area shown in Figure 5.3. Namie Town, JP Dec 2015.

Figure 5.2 and Figure 5.3 show varying degrees of success and failure in the ability to
localize a hotspot in a relatively simple scene. However, they both lack sufficient data to
provide confidence about the source distribution on the meter scale. The GPS resolution of
Figure 5.2 shows the nonphysical intersection of very high count rate with very low count
rate areas, possibly pointing to GPS limited information in this measurement. Figure 5.2
shows additional limits of GPS. Here the hotspot is correctly located but is fragmented.
Here it is not clear if the fragmentations are a result of GPS resolution or measurement
inconsistencies. Measurement inconsistencies can be conscious or unconscious actions by the
operator. A conscious bias in the measurement is that the hotspot was very well sampled
in this case, while other areas were not surveyed as intensely. Additionally, there may be
measurement behaviors such as inspection of certain locations of the hotspot by placing
the dose-rate meter very close to the ground, which would impact the overall shape of the
hotspot. Variations in distance from the ground are in general a concern, and are both of the
conscious and unconscious variety. In the end, GPS does not allow for these inconsistencies
to be detected or corrected. Even for this relatively simple case, this produces results that
are questionable and need more inspection to discover the true meter scale distribution of
radioisotopes.

GPS has been demonstrated to be a useful tool when the resolution of interest for ra-
dioisotope mapping is much greater than the GPS resolution. On the meter scale, GPS does
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Figure 5.4: The SLAM problem as posed in the public release of Cartographer. The object
of SLAM is to construct the walls and also find the position and orientation of the per-
son relative to the first location [30]. Certain SLAM techniques provide absolute scale, as
depicted.

not provide sufficient data and cannot recover measurement inconsistencies. SLAM provides
a potential solution for the meter scale, providing centimeter resolution sensors for mapping
technologies.

Simultaneous Localization and Mapping (SLAM)

SLAM technologies provide generation of a scene map while also providing a solution to posi-
tion, orientation and/or velocity through the map. Mapping can occur in 2D or 3D, however
3D is preferred since distance modulations are so fundamental to the signal modulation at
the meter scale.

3D mapping requires some way to generate scenes while making measurements. Ideally,
a mapping solution would not require a pregenerated scan or map of the area and could be
taken in an adhoc or flexible way. Fundamentally, SLAM relies on distance measurements of
objects. Many sensors provide the ability to perform this kind of reconstruction, however not
all are capable equally. In particular, a solution that is applicable for indoor and outdoor
environments is preferable. LIDAR SLAM is such a solution, which provides low error
distance measurements typically referred to as a scan. The Velodyne LIDAR sensor is an
Avalanche Photodiode (APD) based detection system with 16 individual IR laser beams that
perform time-of-flight measurement on the beam returns. The sensor has a viable range of
about 100 m and can report the time-of-flight for the most intense return.

Reconstruction of the 3D scene is based on LIDAR scan-matching, a process where from
scan-to-scan the orientation and location are estimated. The technique utilized in this work
is based on Iterative Closest Point (ICP), a method that minimizes the difference between
points seen in one scan and the next scan. The minimization discovers the 6 parameter x,y,z
location and the pitch, yaw and roll of the system.
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The SLAM engine used for this work was Google Cartographer [30]. This implements
ICP for SLAM which we integrate for backprojection and imaging of radiation in 3D. Car-
tographer by default produces 2D floor maps, although the 3D data is available for export.
Initially this export was done in post-processing. This solution allows us to make maps in
many different kinds of environments quickly with live feedback to discover failure modes.

An example of our walking measurements is presented in Figure 5.5. The figure represents
the 3D map generated by Cartographer from walking a portable LIDAR system through the
scene. Figure 5.5 shows the result of our SLAM output extracted from Google Cartographer
in post-processing. Not shown is our trajectory through the scene, however this data is
available.

In this section we have introduced the LIDAR SLAM technique with a 3D map extracted
from Google Cartographer. The output from a walking measurement was shown, however
many measurement areas of interest are not accessible to humans or by walking. An example
of such areas being the dense underbrush areas of the Japanese forest or even the Fukushima
Dai-ici Nuclear Power Plant site. The former has accessibility issues while the latter has dose
rate concerns. In the next section, we introduce an UAS to alleviate some of these concerns.

Figure 5.5: A SLAM result of an unoccupied house at the University of California Berkeley
at Richmond Field Station. The inset is a photograph of the frontside of the house. The
perspective of the photograph is toward the arrow point from the house label.
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Unmanned Aerial System (UAS)

Autonomous vehicles have the ability to remove human risk in measurement scenarios, pro-
vide more robust mapping techniques and have the potential to make use of aggregated and
regressed data in near realtime or realtime scenarios. Integration of small, powerful computer
and onboard sensor suites makes these platforms especially attractive. Rich data streams
make datasets which are much richer and multifaceted in use.

Specifically, we make use of a commercial UAS which is the Matrice 600. This UAS has
long flight times of about 20 min with a payload of about 4 kg. Tracking of the UAS is done
through an onboard GPS and IMU. These sensors integrate via a Universal Asynchronous
Receiver/Transmitter (UART) bus.

Drone regulations at the current time are very restrictive in almost all areas except
for private use [16]. There is a considerable amount of effort which we have placed into
attempting to do flights and to meet the current requirements. This is largely due to the fact
that the rules are quite new and many different regulations are in place that look similar but
are very different. For example, Certificates of Waiver or Authorization (COA) use to require
a private pilots license in order to operate drones commercially. The risks and challenges
have been reassessed and the Federal Aviation Administration (FAA) has instituted Part
107 [15] as a way to lower the barrier-to-entry. This allows UAS operators to take a 2 hour
exam on relevant parts of pilot regulation to become certified commercially. DOE however
promotes their own set of policies above the FAA and adds an extra layer of uncertainty due
to a lack of experience with drones. Thus, flight and measurement campaigns are limited and
difficult. The University of California at the Richmond Field Station (RFS) has provided a
great space for drone flights and was crucial for this work.

Localization and Mapping Platform (LAMP)

LAMP is data collection and analysis platform for different detectors and contextual sensors.
The system consists of an onboard computer, IMU/GPS, global shutter camera, LIDAR and
power distribution. Sensors are implemented as nodes within the open-source Robot Oper-
ating System (ROS). Within the ROS paradigm, sensors can be publishers or subscribers
with the loopback interface abstracting the way in which data can be shared between nodes.
Figure 5.7 displays the different sensor nodes implemented. Data can be analyzed online or
saved as it is collected as ROS bags. This kind of integration allows for rapid prototyping,
development and debugging of sensor nodes. The package in flight configuration has Kromek
Sigma50s attached (Figure 5.6). These constitute a volume of radiation detector which is
about 130 cm3 of CsI scintillator. These are not an insignificant part of the system cost as
Figure 5.9 shows in the cost distribution pie chart. Figure 5.9 details the system information
at a high level. Here we attempted to integrate as much sensor mass in the system since
there is a tradeoff in flight time with weight. Flexibility in implementation allows us to
strike a compromise in many of the system parameters for search and localization tasks. On



90

the far right of Figure 5.9 There is an approximate flight time, total system mass, power
consumption and battery lifetime listed for reference.

Figure 5.6: LAMP system with attached Kromek Sigma50s.

5.2 Proximity Mapping via 3D Backprojection

Proximity Mapping attempts to take advantage of source modulation due to movement of
the detector system through a scene. Mapping requires that a SLAM solution is available
and that radiation detector data are taken in the same measurement. Similar to the 2D
mapping case, the use of monolithic detectors limits the amount of information about the
interactions observed from gamma-ray interactions. However, unlike the 2D case, source
intensity can be backprojected through the distance measurements and pose estimates from
SLAM. Additionally, one can incorporate system asymmetries or sensitivities that improve
the resulting data quality.

In order to demonstrate the concept of Proximity Mapping on a mobile SLAM system we
constructed the Localization and Mapping Platform (LAMP) system. This was specifically
implemented with two different kinds of CsI scintillator detector platforms, the Kromek
D3S [31] and the Sigma50 [32]. The LAMP system provides flexibility in order to evaluate
different detector types on a common platform.

Point Cloud Constrained Backprojection

The SLAM result is a 3D point cloud models resulting from the many LIDAR scans over the
detector trajectory through a scene. The points represent objects which are opaque to IR
beams that the LIDAR uses for time-of-flight distance measurements. Given that sources
are constrained to IR opaque objects we compute the backprojection of data according to
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Figure 5.8: LAMP system attached to the UAS. Data collection in this version has minimal
feedback provided by the flight controller which can show a HDMI feed of current parameters.

Figure 5.9: Specifications of the LAMP system when attached to the drone. By design the
weight is mostly attributable to the sensors since increased payload weight decreases flight
time. The cost distribution shows that LAMP is over 65 percent detector cost. Flight times,
weights and power consumption are listed as well.
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Bij = Ci

4πR2
ij

for each detector SLAM estimate where Ci represents the counts in each detector

at position i to each point in the cloud j. The sum over i produces the backprojection, on
points in the point cloud in this case. If one does not require the measurement trajectory
to be tightly controlled, then points do not equally share information about the measured
scene. This can be viewed abstractly as a sampling problem and is a fundamentally related
to Proximity Mapping. The adhoc nature of many measurement scenarios implies that
removing sampling problems is of value to reduce the number of technical constraints required
to produce a result. One facet of the sampling problem is that points close to the system
during the measurement produce disproportionately high estimated flux. Differences in dwell
time for different locations can also bias flux estimates. Bias for these two cases is dependent
on the measurement conditions, but can be partially removed by simply keeping a separate
sensitivity map in each point of the point cloud computed as Sij = ∆ti

4πR2
ij

where ∆t is the

measurement time at position i. The measurement result is therefore

Mj = Bj/Sj, (5.1)

where Mj is proportional to the estimated flux at each point in the 3D model. However,
sensitivity of this form does not exactly solve the many problems present in reconstruction
in the data. One problem is that conceivably the counts measured by the system Ci is due
to a source at an unknown distance, intensity and distribution.

The sensitivity correction as presented tends to average the maximum and minimum of
counts measured at each location for points that are very far away from the path measured.
That is, for model points j sufficiently far from all measurement i, Rij would almost be
constant. In reality, the system range should be much more limited since it fundamentally
relies on distance modulation, and modulation cannot occur for points far away. Another
problem with sensor range is related to strong sources at a distance. These sources could
contribute counts, but not be observed due to their range. For example, sources would follow
R ∼

√
φ/C where φ,R is the source emission rate and distance from the detector. Lack of

distance modulation would also be apparent in this case. For dense media attenuation effects
could be incorporated in the sensitivity to reduce some range effects, however ultimately this
is an open question. A solution could be to phrase the problem as a criterion for uncertainty
in measured results. A possible measure is the amount of distance modulation a model point
has seen. Rudimentary sensitivity based cuts are the current stand-in, which try to capture
these range effects. These are arbitrary, and possibly specific to our scene but represent
what is believed to be the actual range of the system. These do not affect the computation,
only the plotting, and are only used as a way to communicate the range of validity of the
sensor. This relatively simple technique leads to the results in Figure 5.11 from a walking
measurement with the system. The detectors used were worn on a belt detached from the
system in order to provide angular modulation. Here we see the detector path through
the scene on a point cloud that is cut based on sensitivity. This cut is applied based on
the assumption that model points with low sensitivity occur mainly in the perimeter of
Figure 5.5. Two distributions become apparent when histogramming the sensitivity in this
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Figure 5.10: The backprojection problem. The trajectory of the detector is seen in magenta
with points along the path which represent the SLAM solution for the system position.
The black segmented line represents the simple scene model onto which flux estimates are
projected. Each estimate of the flux Mj at the model points integrates signal from every
point along the detector path. The goal is to discover a source or a distribution along the
model. Sensitivity tries to remove bias toward model points which receive unequal estimates
due to variations in speed and distance of approach.

case, and the cut is made on the points which form the higher sensitivity portion of the map.
The backprojection occurs on all points, however those which reported low sensitivity are
colored deep blue. Figure 5.11 shows a result that is interesting because the highest intensity
is actually observed on a door. Here two problems exist: the readout rate of the detectors
was too low (set at 1sec) and the angular response of the detectors was not accounted for.
A 2D angular response was simulated in a Monte Carlo N-Particle (MCNP) calculation [44]
and is plotted in Figure 5.12. The result is incorporated with the backprojection

B̃ij = A(ĥj, R̂ij)Bij, (5.2)

S̃ij = A(ĥj, R̂ij)Sij, (5.3)

where A is the simulated detector response function. A takes arguments ĥj, the current
heading, and the ray Rij, which connects the measurement i to model point j. The function
in Figure 5.12 is a 2D projection plotted in the plane of the belt the detectors are worn on.
A maps the cloud point of interest into the detector frame and computes an interpolated
value for the normalized angular intensity for that point.

The angular response was taken into account for generating Figure 5.2 which moves
intensity from the door onto the wall near the sources. At close distances the offset between
the SLAM solution and the detectors should be taken into account. In this configuration,
the offset was about 10 cm from the center of the detector configuration. The readout rate
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Figure 5.11: Walking data result from around a house at the University of California Berkeley
Global Campus (also known as the Richmond Field Station). Paths inside and outside the
house provide localization of the 137Cs and 134Ba source based on proximity backprojection
on the point cloud. The area is cut based on the bimodal sensitivity distribution observed in
the scene, around 8s/m2. The path walked is shown in white to black in count rate intensity.
Model points are colored from blue to red in backprojected counts. Areas that are deep blue
are those model points beyond the estimated sensor range. The estimate of the sensor range
is based on the bimodal distribution of sensitivity in the scene. The cut was applied at 8
m/s2, after the backprojection was performed. Here we see that most of the dynamic range
is absorbed by the door just inside the room containing the 137Cs source.

of the detectors should not be set so low and is a defect that we are modifying in the future
versions of this system.

In addition to walking scenarios, we demonstrated the ability to produce images from
flight data with the drone. Figure 5.2 shows a measurement where we attempted to 0.5
mCi 133Ba source which is positioned within the window of a vacant house at the University
of California. Left in Figure 5.2 is the sensitivity corrected backprojection without the
detector angular response. This figure has source intensity below the drone near the true
source location but not on the wall of the house. The sensitivity cut of 8 s/m2 was applied
to this figure, and was seen to be a little too aggressive where a portion of the back wall
is plotted deep blue. This is because the drone flew too quickly and too far away from the
source to include this region. If the sensitivity cuts were altered or if more data had been
collected this region would be included in the false color map.
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Figure 5.12: Asymmetric detector response for the different angles of gamma-ray incidence
simulated in MCNP for the D3S configuration. The D3Ss are worn around the belt of an
operator with some signal modulation due to the attenuation of signal through the operator
and some from the finite distance between detectors. The normalized response shows the
probability that a photon was incident on the system from a specific angle, given that a
count was detected.

The right pane Figure 5.2 is backprojected according to Equation 5.2 and place sensitivity
cuts at the same place as in the walking data at 8 s/m2. Here there is a dark blue inclusion
in the colormap where the drone flew rather quickly and farther away from the house. This
is due to an aggressive sensitivity cut, which removes a portion of the house from the scene.
If more data were collected or the sensitivity cut was expanded, this region would not have
been cut. The results show that when doing proximity imaging, one benefits greatly from
the detector response.
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Figure 5.13: Walking data result, same as Figure 5.11 but the angular response of the
detector has been incorporated in the backprojection. Here we see that the source intensity
is redistributed to the walls and the localization of the 133Ba is slightly better.
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Figure 5.14: (Left) LAMP system attached to UAS system to detect a 0.5 mCi 133Ba source
within a house at the University of California. The detector path is shown in white while
the backprojected radiation data is shown in linear intensity from blue to red. Here we
can see that the system incorrectly places intensity of the source on the ground near the
window where the source is located. This is due to the observation of increased count
rate without inclusion of anisotropies of the detector response. Due to this points on the
ground are attributed more signal than is appropriate. (Right) The detector response is
taken into account for the Kromek Sigma50s by simulation of the response in the close-pack
configuration. Here the wall is correctly illuminated but the source position was not captured
by the LIDAR. Overall, the localization is fairly decent. Additionally, there is a deep blue
region that is being cut out of the house by the sensitivity threshold, this is due to the fact
that we did not spend enough time or get close enough to the back of the house as the other
areas we surveyed. Again the sensitivity cuts are somewhat arbitrary, the discovery of a
better representation is future work. The entire measurement lasted about 5 min.
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Figure 5.15: A 3D view of the house with the radiation image overlayed. The path of the
drone is plotted in linear intensity from black to grey. Overall the directional response is
helpful but does not reduce the source to a point. In future detector implementations it
will be necessary to make sure that detector responses encode all 3D space, rather than the
almost completely 2D modulations that the packing configuration of Figure 5.6 shows.
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5.3 Future Directions with Autonomous Systems

The use of UAS for autonomous mapping could be more robust and data rich than current
mapping efforts on the meter scale. While the demonstrations we have done are compelling,
there is still much work to be done in the direction of autonomous mapping. There are
technical problems outside of the field of radiation detection such as sensor development,
algorithms for SLAM, object detection/avoidance, data sufficiency built in privacy/security
and Artificial Intelligence (AI). AI is very broad in the current definition and implies either
basic pattern recognition or very complex synergy due to the different data and algorithm
inputs.

The tasks that are in the realm of radiation detection, which are somewhat near-term, are
related to the inclusion of more complex imaging reconstruction techniques such as MLEM.
The backprojections shown here are informative about the data collected, however do not
really describe the distribution that we seek to map. These distributions represent the
least amount of information that can be gleaned from the data from LAMP. Inclusion of
MLEM in the proper context would attempt to provide better estimates of the distributions.
The localization based on the point cloud is also very limited. If we observe gamma-ray
emitters from closed objects we would not discover the true distribution, but rather simply
a flux emitting surface. Voxelized MLEM could provide better estimates of simple source
scenarios. In this work we have assumed that sources can only occupy objects that are
observed during our measurement by the LIDAR. This constrains LAMP solutions to 2D
projections and does not allow sources to appear inside volumes. For example, enclosed
surfaces containing radiation sources would only have model points corresponding to the
volume surface. Volumetric imaging has been explored in depth by [3] and would be of
interest for future development. Material identification will be important for all nontrivial
voxelized spaces.

Harder and longer-term tasks in radiation detection are related in some ways specially to
data sufficiency. This is again a very broad subject in consideration of the arbitrary scenarios
that might be present in radiation mapping. Data sufficiency would at least partially seek
to answer:

• How much time or spatial sampling should be done over a given scene to state a certain
level of confidence in the mapped measurement result?

• Given a mapped area, to what level of confidence is there no unidentified source of a
given size?

• How uncertain is a particular area that has been mapped?/How much more investiga-
tion should be done in order to state confidence in a mapped distribution?

Providing algorithms to the data sufficiency questions is not simple, however these would
allow autonomous systems to make decisions about scenes in order to map appropriately. It
is likely that the answers to these questions will involve other sensors which provide material
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property estimates. At the current state of our research, we simply provide these estimates
based on the observed scene and the distribution of sensitivities.
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Chapter 6

Summary

In this work, we have explored Gamma-Ray Mapping in the context of very complex ETCI
detectors as well as the relatively simple scintillating spectrometers augmented with contex-
tual sensors. The evolution of Gamma-Ray Mapping has followed technology developments
in semiconductor physics and in the availability of supplemental sensors. Fundamentally,
Gamma-Ray Imaging has evolved into Gamma-Ray Mapping applications because of these
developments. Drivers for change have been the available data that sensors provide and the
ability to simultaneously localize the system while mapping. Gamma-Ray Mapping stands
to do change the way radiation measurements are done, for localization of point sources
and distributions. The rich datasets that are produced which are multifaceted in use. We
continue to explore their usefulness in autonomous systems.

Specifically, we point out the utility of Gamma-Ray Mapping in environmental decontam-
ination efforts, such as those that are currently ongoing at the FDNPPA site and Japanese
countryside. The flexibility of the LAMP, being able to host many different detector tech-
nologies, is a excellent demonstration platform for different kinds of Gamma-Ray Imagers.
The technology developments necessary for ETCI continues as a pursuit of the limits of
kinematic information in Compton Imaging. Provided significant and nontrivial improve-
ments, ETCI would be a very attractive Compton Imager to merge in the LAMP system for
Gamma-Ray Mapping.

In this chapter, we focus on our efforts to facilitate the growth of Gamma-Ray Mapping
and the future possibilities for its continuing evolution.

ETCI

Progress toward Electron Track Compton Imagers (ETCI) has shown that improved physical
information about the Compton scattering process can increase the efficiency of detector
systems, open new imaging modes and even make progress toward event-by-event gamma-
ray momentum calculations. We have presented the benchmarking of simulations in both the
energy and spatial domains of the electron tracks produced in CCD based electron trackers.
We have noted that those simulations provide insights to event types which could improve



103

data quality by providing the Compton electron data down to the 1-10µm scale. Additionally,
we have shown how this data allows for the validation of novel imaging modalities. In
particular, our benchmarked simulation data helped in the electron only analytic inversion
[19] which provides a recovery of both the source location in angular space and the incident
photon energy.

A cornerstone of the ETCI work has been in the development of CCD-Strip. The recog-
nition of problems associated with CCD based electron tracking and a proposed fix were
discussed and investigated. A batch of CCD-Strip devices were fabricated and tested in the
LBNL engineering test stand. Additionally, we constructed and demonstrated the newly
fabricated devices in a custom test stand. The DALSA control wafers to first to produce
electron tracks was characterized. The first electron tracks from CCD-Strip were also ob-
served in our setup. Strip-pixel registration by use of a small LED pulse of light showed good
alignment of the strips. Registration of this kind would be useful in future characterizations.
The test stand allowed us to reduce the leakage current in CCD-Strip by a factor of 1000.
This reduction removed large transients on strips of approximately 3-5 MeV of equivalent
charge, but ultimately left the system at about 400 keV-RMS-ENC per strip. The strip op-
eration is yet to be demonstrated, and we have proposed system modifications to ameliorate
noise issues on the strips.

We recognize that many other technologies have become available since CCD-Strip was
proposed and fabricated. Active pixel technologies widely vary in relevant parameter spaces
and the increased channel density will provide much work in the future.

However, we also see that simulations can very much inform the design of these new
electron tracking systems. Interestingly, the nuclear scatter limit is of vital importance to
electron trackers. Simulation results show that for a large number of materials the fraction of
energy going to electronic excitation early in the electron track is proportional to 1/Z. Thus
electron trackers using high Z materials must be careful to monitor the amount of signal
per channel otherwise the early electron track information may not be recoverable. We also
identified diamond as perhaps one of the best electron tracking materials for recovery of the
initial electron trajectory.

LAMP

The Localization and Mapping Platform (LAMP) has shown that there is utility in coupling
contextual sensors to augment relatively simple commercial radiation detectors. These ob-
servations are of vital importance as they represent the lower end of cost and complexity for
Gamma-Ray Mapping. We have shown that meter-scale mapping really benefits from high
resolution position tracking and that GPS methods are often not sufficient.

We designed and demonstrated the use of LAMP for proximity imaging with two dif-
ferent detector sets in handheld and UAS operation. Of critical importance is the detector
characterization, which improves the localization of point sources significantly in our cases.
Notably, we are missing MLEM implementations for our work and note that this could
benefit our data greatly. This represents one of the many tasks in future work.
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Mapping complex distributions was not discussed in this work although it is ultimately
a goal of many of our systems. We are pursuing these efforts in the future. Specifically,
FDNPPA decontamination and decommissioning present many challenges which LAMP
could help to address, and LAMP could be customized to fit those applications. High
count rate, embedded and extended source distributions, and the possibility for incorpora-
tion of autonomous vehicles present many interesting challenges and opportunities, and the
FDNPPA clean up has need for useful solutions.

Ultimately, LAMP will serve as a demonstration platform integrating many different
kinds of sensors and a variety of radiation detectors. Integration of more complex imaging
detectors that are light enough for flight is of interest. Platforms of this kind are incredibly
useful for fair comparison and differential improvements. These also form a base layer similar
to the computer abstraction layer in Computer Science, where algorithmic improvements can
be demonstrated and implemented. This is key to the future of research, especially in fields
where hardware is expensive, unique or difficult to integrate. Lowering the barrier to entry
allows algorithms to be developed at a much higher speed and the implementations can be
carried forward in a usable and modifiable form.

Larger Context and Future Outlook

The technologies we have presented fit in the larger picture as particularly well suited solu-
tions to Gamma-Ray Mapping for astrophysical distributions and to nuclear contamination.
For the case of astrophysical mapping, advanced Compton Imagers can provide more in-
formation about the spectrum of gamma-rays emitted from distant objects. ETCI Imagers
could eventually improve the sensitivity or range of the insights that these instruments
provide. Additionally, the eventual realization of ETCI systems could augment LAMP to
provide better use of incident gamma-ray flux.

In the specific case of contamination mapping, we noted that these advancements could be
significant improvements over handheld dose-rate measurements in Fukushima Dai-ichi dur-
ing decontamination and decommissioning. As we have presented, the current tool of choice
is labor intensive and requires human operators (Figure 1.4). Future Gamma-Ray Mapping
technology developments could improve the localization of contamination, the discovery and
verification of suspected hotspots. The records that LAMP keeps are also potentially useful
as maps of areas that have not been re-entered by humans for some time. Inclusion of UAS
and AI in future robotic systems could remove human risk from the measurement planning
scenario. Development of robotic systems with these capabilities will become important
for the Fukushima Dai-ichi decommissioning projections. The Japanese Ministry of Econ-
omy, Trade and Industry (METI) has released estimates of 2-8 trillion yen (18-70 billion
USD). The projection has quadrupled since 2013 [40]. Ultimately, education of the public
of the benefits and risks associated with nuclear technologies needs large investment from
society and good educators; technology investment is not equivalent. The widening scope
of decontamination efforts provides a substantial challenge for people doing the work and
stakeholders, decisions that are made could better and benefit from Gamma-Ray Mapping.
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