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Robust and Efficient Transistor-Level
Envelope-Following Analysis of PWM/PFM/PSM

DC-DC Converters
Ya Wang, Peng Li, Fellow, IEEE, and Suming Lai

Abstract—The envelope-following (EF) simulation of prac-
tical dc-dc converters is challenging due to the presence of
digital behavior, strong nonlinearity, complex frequency mod-
ule schemes, and feedback loops. This paper presents a novel
EF method for time-domain analysis of dc-dc converters-based
upon a numerically robust time-delayed phase condition to track
the envelopes of circuit states under a varying switching fre-
quency. We further develop an EF technique that is applicable
to both fixed and varying switching frequency operations, thereby
providing a unifying solution to converters with pulse width
modulation, pulse frequency modulation, and pulse skipping
modulation. By adopting three fast simulation techniques, our
proposed EF method achieves higher speedup without compos-
ing the accuracy of the results. The robustness and efficiency
of the proposed method are demonstrated using several dc-dc
converter and oscillator circuits modeled using the industrial
standard BSIM4 transistor models. A significant runtime speedup
of up to 30X with respect to the conventional transient analysis
is achieved for several dc-dc converters with strong nonlinear
switching characteristics.

Index Terms—DC-DC converter, envelope-following simula-
tion, fixed frequency, varying frequency.

I. INTRODUCTION

H IGHLY efficient dc-dc converters are indispensable in
today’s low power microprocessors, embedded systems

and portable devices [1]. However, the simulation of these
circuits is generally very challenging due to the existence
of complex dynamics, widely spread time scales (e.g., fast
switchings with slowly varying amplitudes), and feedback con-
trol. These difficulties render the use of the standard transient
analysis very inefficient, for instance, by forcing the stepsize
to be very small.

The time-domain envelope-following (EF) method is well
suited for the simulation of such circuits with a multirate
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characteristic [2]–[4]. The efficiency of EF stems from the
fact that it efficiently traces the slowly varying envelope of
the circuit by skipping many fast changing switching cycles
in between. An EF method is introduced in [2] to simu-
late open-loop switching power converters with a fixed clock
frequency and the general difficulty in simulating closed-
loop switching converters is discussed. Silveira et al. [4]
extended this method for closed-loop converters and the prob-
lem of quasialgebraic variables is addressed. Liu et al. [5]
introduced a method that exploits the parallelism in the
EF method and parallelize the Newton update solving part
to boost the simulation performance. In [6] quadratic and
exponential approximations of the envelope are used in EF
simulation. However, only fixed-frequency pulse width mod-
ulation (PWM) converters are targeted. To analyze variable-
frequency converters, Kato et al. [7] approximate variations
of the switching period by assuming that the envelope step-
size is an integer multiple of the last switching period of
each EF step, which is not true in general. Another EF
method for closed-loop converters is proposed in [8] for a
specific type of converters with multiple switching intervals
with a fixed clock (switching) period. The key limitation
of [7] and [8] is that the entire converter is treated simplisti-
cally as a linear switched network with each switching interval
modeled using a linear state transition function. No runtime
speedups over transient analysis have been reported in both
papers.

Oscillators have also been targeted by EF methods.
Maffezzoni [9], [10] used the insightful concept of
Poincaré map to predetermine cycle time and estimate local
truncation error (LTE) to predict the future envelope step.
However, this method is specifically designed for simulat-
ing high-Q oscillators and assumes that cycle time does not
change through one envelope step, which may limit the enve-
lope stepsize and cause loss of efficiency simulating converter
circuits. Mei and Roychowdhury [3] presents an elegant EF
technique for oscillators where cycle time and envelope step
are considered as two extra unknowns and two additional time-
derivative-based phase conditions are introduced. However,
when applied to dc-dc converter analysis, this technique may
suffer from reduced robustness due to the presence of strongly
nonlinear switching activities in the dc-dc converter and high
numerical noise levels inherent in the evaluation of time-
derivatives of the nodal voltages required for the adopted phase
conditions.
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Fig. 1. Basic EF method. t0, t1, tn, and tn+1 are four time points at equal
phase and satisfy both t1 = t0 + T0 and tn+1 = tn + Tn.

In this paper, we develop a robust and efficient EF method
to provide a unifying solution to the simulation of dc-dc
converters with both transient and steady state behaviors
under a constant or varying switching frequency. Of our
particular interest are real-life dc-dc power converters that
are operated with complex modulation controls, e.g., PWM,
pulse frequency modulation (PFM), or pulse skipping mod-
ulation (PSM). Even with the standard transient analysis,
these circuits are very challenging to simulate due to the
coexistence of multirate nature, strong nonlinearities, hard
switching activities, digital/memory and hysteretic effects,
and strong feedback control. These characteristics signifi-
cantly stress the robustness and efficiency requirements of
the applied EF method and prevent us from using tech-
niques that have been shown to be successful for oscillators
such as [3].

At the core of our new EF algorithm is a novel time-delayed
phase condition that provides robust tracking of the circuit
envelope in the transient phase, under a varying switching fre-
quency. We further develop a mechanism that can smoothly
track the transitions between the transient and steady state
phases, thereby providing a unifying solution to the EF simu-
lation of both modes of operation. The implementation of three
fast simulation techniques improves the efficiency of the algo-
rithm without compromising the accuracy of the results. The
proposed method can be transparently applied to PWM, PFM,
and PSM converters under a constant or varying switching fre-
quency. We demonstrate the excellent robustness, generality,
and efficiency of the proposed technique using several dc-dc
converters and oscillator circuits.

II. ENVELOPE FOLLOWING METHODS

We review the basic backward-Euler-based EF method for
converters with a constant switching frequency (e.g., PWM
converters). An electronic circuit can be described using a
standard differential-algebraic equation

q̇(x) + f (x) = u(t) (1)

where x ∈ RN is a vector of state variables, q is a nonlinear
charge function, f describes the resistive nonlinearities, and
u(t) is the excitation to the circuit [11].

The output voltage of converters such as PWM converters
demonstrates fast switching activities with a slowly varying
amplitude as a result of load change, a characteristic that is
well suited for EF analysis [12]. As shown in Fig. 1, denote
the constant switching cycle of the circuit at t0 by T0 and
switching cycle at tn by Tn. The switching cycle is known as
a constant, so we have T0 = Tn. Denote the state variable
at time t by x(t), accordingly the state at time t0 by x(t0)
and that at tn by x(tn). Then define tn as the time point that
is n cycles after t0, namely tn = t0 + nTn, so that circuit at
tn has the same phase as at t0. By the EF method, starting
from a given x(tn), we simulate the circuit for one cycle Tn to
get another state vector of equal phase x(tn+1) = x(tn + Tn).
As shown in Fig. 1, if the amplitude of the circuit response
changes slowly enough, a line can be drawn to pass through
these three equal-phase points, implying that

x(tn) − x(t0)

nTn
= x(tn+1) − x(tn)

Tn
. (2)

Note that xn+1 can be evaluated as xn+1 = φ(xn, tn, Tn), where
φ is the state transition function of the circuit. Now (2) can
be written as

x(tn) − x(t0)

nTn
= φ(x(tn), tn, Tn) − x(tn)

Tn
. (3)

The only unknown in this equation is xn, which can be solved
by any nonlinear solution method such as Newton–Raphson
method.

Starting from a known initial state x(t0), one may skip a
large number of switching cycles which is Tenv = nTn as
in Fig. 1, to directly solve for the state x(tn). To move one
step forward, the same procedure is restarted by treating the
solved x(tn) as the new initial state x(t0) and x(tn+1) as x(t1),
respectively. However, this basic EF method assumes that the
switching cycle does not change, which prevents its application
to circuits with dynamically changing switching frequencies
like PFM dc-dc converters, which are the focuses of the next
section.

III. TIME-DELAYED PHASING TRACKING FOR CIRCUITS

WITH VARIABLE SWITCHING FREQUENCIES

For the types of circuits of interest here, the varying switch-
ing frequency is set by a specific modulation or tuning
mechanism. As such, the switching period Tn is not known
a priori and must be treated as an unknown variable. Another
consequence of the varying frequency is that the skipped time
interval between t0 and tn may not be an integer number of
cycles, i.e., it is generally true that Tenv �= nTn. To see the
issues involved, we rewrite (2) slightly as

x(tn) − x(t0)

Tenv
= x(tn+1) − x(tn)

Tn
(4)

where the three unknown variables are x(tn), Tn, and Tenv.
Since there are N+2 unknowns and only N equations [N being
the dimensionality of (4)], this system is under-determined. In
fact, (4) alone does not guarantee x(t0), x(tn), and x(tn+1)

being at the same phase. Varying switching frequencies intro-
duce significant challenges to EF. We propose a novel and
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Fig. 2. Three typical voltage waveforms in a dc-dc converter. (a) External tri-
angular signal. (b) Typical internal signal driving power switches. (c) Typical
output response with both frequency and amplitude modulation. Specific level
crossing times may be used to define equal phase conditions (red dashed lines).

numerically robust technique for tracking the phase of circuits
operating under a changing switching frequency.

A. Challenges and Possible Solutions

Several existing EF methods address varying switching or
oscillation frequencies. In the oscillator simulation technique
of [9], Tn is predetermined during the integration process by
using the notion of Poincaré map. With Tn computed, Tenv is
set to be an integer multiple of Tn. However, the underlying
assumption that Tn remains unchanged within one envelope
step is not true in general and can potentially prevent use of
large envelope stepsizes for transient phases of the circuit. In
addition, it is not always possible to determine Tn by Poincaré
map as suggested in [13]. This situation could be worse for
dc-dc converters with digital behaviors and hard switching
activities. Mei and Roychowdhury [3] addressed this problem
in oscillator simulation by adding two extra phase conditions
at tn and tn+1 by constraining the time derivatives of a nodal
voltage at these two points. Though proved effective for oscil-
lators, this technique may not be suitable for dc-dc converters
due to the presence of digital characteristics and sharp signal
transitions, which exacerbate the numerical noise inherent in
the numerical evaluation of time derivatives.

Fig. 2 shows waveforms of three typical nodes in dc-dc
converters. Fig. 2(a) shows the external triangular signal that
is used in the PWM dc-dc converter of Fig. 12. Fig. 2(b)
shows a typical internal voltage signal that drives the metal–
oxide–semiconductor switches in both PWM and PFM dc-dc
converters. Fig. 2(c) depicts a typical output waveform with a
varying amplitude during the transient phase of a PWM/PFW
dc-dc converter. Common properties of these representative
signals are that: they all have discontinuous first derivatives;
and there are long periods of time in which the first-order
derivative of a signal is either very large or approximately
constant. These characteristics present practical challenges for
the aforementioned EF techniques developed for oscillators.

On the other hand, sharp signal changes in a converter indi-
cate certain controlled-switching events that are taking place
in the circuit. These switching activities reliably reflect the
onset or ending of a specific mode of operation and can be
in principle leveraged to robustly identify equal-phase points

Fig. 3. Slope function and equal-phase points.

that shall be sampled by an EF method. Clearly, the main chal-
lenge here is to achieve such in a numerically robust manner.
For example, we may purposely choose to monitor one or
multiple internal signals with large sharp swings and use the
moments at which such signals cross given critical threshold
levels to determine the sampling time instants for EF, as shown
in Fig. 2 by the dashed lines. For instance, the output of the
set-rest (SR)-latch of the PFM converter used in the experi-
mental section (Fig. 16) can be a good choice as its switching
activities reveal the on or off states of the power switches.
However, using fixed signal crossing levels is problematic for
signals that experience amplitude modulation as in Fig. 2(c).

B. Robust Monitoring of Phase Change

Motivated by the above discussion, we introduce a new
equal-phase condition that can capture both frequency and
amplitude variations in a converter. To do that, we begin with a
definition of slope function slp(·, ·). Slope function is defined
by two points over a given period. As shown by points A and B
in Fig. 3, the slope function of A and B is

slp(A, B) = x(B) − x(A)

t(B) − t(A)
(5)

where x(A) and x(B) are the amplitudes of points A and B,
t(A) and t(B) the time instants of A and B. The slope func-
tion is useful in defining equal-phase condition because the
slope function of two equal-phase points can be used to find
other equal-phase points in the vicinity. For example in Fig. 3,
assume that A and B are already known as equal-phase points,
i.e., they mark the beginning and ending of one switching
cycle. In this case, slp(A, B) is in fact the cycle-slope of
the signal during the corresponding switching period. Then,
points C and D are also equal-phase points if and only if
slp(A, B)−slp(C, D) = 0 is satisfied. Note that this new phase
condition is a more general case of the scheme that is based
on crossing times of fixed signal threshold levels discussed at
the end of Section III-A.

When computing slope function to find points with equal
phase, we monitor one or multiple internal circuit nodes
(branches), or phase monitoring nodes (or branches). To
robustly specify equal-phase points, we assume that phase
monitoring nodes are provided by the designer and exposed to
the simulation algorithm. In general, these nodes can be chosen
rather easily by leveraging a very minimum amount of design
knowledge. For instance, for PFM controlled dc-dc converters,
a natural choice is the regulated output node that drive internal
comparators to alter the switching behavior. Using the idea of
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Fig. 4. Equal-phase points defined by equal slope function value are shown
in the dashed lines.

slope function, we now formally define the proposed equal-
phase condition. As shown in Fig. 4, denote the voltage of a
phase monitoring node by xl. Four nodes involving the enve-
lope can then be denoted by xl(t0), xl(t1), xl(tn), and xl(tn+1).
Under the assumption that the variance of the envelope slope
within one step is small, the equal-phase condition can be
defined as

xl(tn+1) − xl(tn)

Tn
− xl(t1) − xl(t0)

T0
= 0. (6)

Note that results from previous envelope cycle xl(t0) and xl(t1)
are already available and are at equal phase. When (6) is satis-
fied, the value of slope function of xl(tn) and xl(tn+1) is equal
to that of xl(t0) and xl(t1), meaning that xl(tn) is at the equal
phase as xl(tn+1).

Since the system needs two phase conditions, we simply
apply (6) to another phase monitoring node, denoted by xk.
Now the new system of EF formulation is

x(tn) − x(t0)

Tenv
− x(tn+1) − x(tn)

Tn
= 0

xl(tn+1) − xl(tn)

Tn
− xl(t1) − xl(t0)

T0
= 0

xk(tn+1) − xk(tn)

Tn
− xk(t1) − xk(t0)

T0
= 0. (7)

Here, to distinguish between two different cycle periods, we
denote the period at t0 by T0 (already known at this time) and
one at tn by Tn.

While (7) appears to be robust, a close examination reveals
that (7) has a fundamental problem. Note that the lth row of the
first equation and the second equation in (7) have the shared
term (xl(tn+1) − xl(tn))/Tn. Similarly, (xk(tn+1) − xk(tn))/Tn

is shared by the kth row of the first equation and the third
equation. Substituting the last two equal-phase equations into
the lth and kth rows of the first equation leads to

xl(tn) − xl(t0)

Tenv
− xl(t1) − xl(t0)

T0
= 0

xk(tn) − xk(t0)

Tenv
− xk(t1) − xk(t0)

T0
= 0 (8)

which correspond to forward Euler integration of the enve-
lope of xl and xk, respectively. The explicit forward Euler
method is not A-stable and has much degraded stability region.
It is rarely used in practice. The formulation of (7) effectively

Fig. 5. Time delayed phase tracking method.

applies the explicit forward Euler type integration to the two
phase monitoring nodes, a problem that shall be remedied by
an improved equal phase condition introduced next.

C. Time-Delayed Equal-Phase Condition

A deep investigation reveals that the above problem stems
from the fact that the introduced two phase conditions do not
provide fully independent new constraints of the circuit state.
In (7), shared terms involving envelope states exist between
the lth row of the first equation and the second equation,
and between the kth row of the first equation and the third
equation. Such sharing renders the phase conditions and the
backward-Euler-based EF equation constrain a common set
of state variables and may manifest itself in several different
ways. If the phase conditions are constructed by forcing the
two monitored nodal voltages (or branch currents in general)
to cross a predetermined level at equal phase points, a special
case of the more general phase conditions adopted in (7), it can
be shown that the equal phase equations would be identical
to the lth and kth rows of the first equation of (7), render-
ing the full system underdetermined. As discussed already,
the more general formulation of (7) immediately reduces
the integration of two monitoring nodes to forward Euler
while the deeper cause of this phenomenon is due to the
sharing.

The key observation behind our solution to the above prob-
lem is to note that an equal-phase condition needs not to be
defined at the beginning nor end of each cycle; it can be forced
anywhere within a cycle. This observation leads to a new
equal-phase condition, termed time-delayed phase condition,
resulting in a new EF formulation:

x(tn) − x(t0)

Tenv
− x(tn+1) − x(tn)

T
= 0

xl
(
t′n+1

) − xl
(
t′n

)

Tn
− xl

(
t′1

) − xl
(
t′0

)

T0
= 0

xk
(
t′n+1

) − xk
(
t′n

)

Tn
− xk

(
t′1

) − xk
(
t′0

)

T0
= 0 (9)

where t′0 = t0 + αT0, t′1 = t1 + αT0, t′n = tn + αTn, and
t′n+1 = tn+1+αTn. α ∈ (0, 1) is a constant factor used to delay
the sampling time of phase condition, as illustrated in Fig. 5.
In (9), the first equation represents the same backward-Euler
style equation involving the state variables at a set of four
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points t0, t1, tn, and tn+1. In contrast, the last two equations
specify the equal-phase condition at a different set of four
points with each delayed by a fraction of the respective cycle
time from the corresponding point in the first set. The two
equal-phase condition in (9) constrain a different set of state
variables from ones that are in the first equation. The new
state variables that are forced to be at an equal phase are the
future states of the corresponding variables in the first equation
and are related to the latter variables through the nonlinear
state transition characteristics of the converter excited by the
external input.

D. Robust Numerical Solution

Our proposed EF method is described in (9) and the
unknown vector that needs to be solved is

X = [
xT(tn), Tn, Tenv

]T
. (10)

To solve the system in (9) by the Newton–Raphson method, we
need to evaluate the Jacobian matrix properly which involves
computation of the sensitivities of each term in (9) with
respect to any of the three unknown variables. The evaluation
of sensitivities is done by computing the corresponding par-
tial derivatives. Most of them are straightforward to evaluate
except for those terms that involve the state transition function,
explained as follows. Since in every Newton–Raphson itera-
tion an inner-loop transient run from tn to t′n+1 is performed
in order to get x(tn+1) and x(t′n+1), the desired sensitivities
terms can be accumulated through every transient step [12].
For convenience of notation, denote x(tn) by x0 [not to
be confused with x(t0) in Fig. 1] and the state at the kth
step of the inner-loop transient simulation by xk, (1) can be
written as

q(xk) − q(xk−1)

hk
+ f (xk) = u(tk) (11)

at the kth step of the transient simulation, with a stepsize of hk.
Differentiating (11) with respect to x0 gives

∂xk

∂x0
=

[
1

hk

∂q(xk)

∂xk
+ ∂f (xk)

∂xk

]−1[ 1

hk

∂q(xk−1)

∂xk−1

∂xk−1

∂x0

]
.

(12)

Note that (1/hk)((∂q(xk))/(∂xk)) + ((∂f (xk))/(∂xk)) is the
Jacobian matrix of (1) and is available from the transient sim-
ulation. Starting from (∂x0/∂x0) = I, applying (12) repeatedly
at every transient step and accumulating the results will give all
the desired sensitivity terms with respect to x0 along the way
including ((∂xn+1)/∂x0) in the end. Other sensitivity terms can
be found in a similar way. Differentiating (11) with respect to
Tn and Tenv gives

∂xk

∂Tn
=

[
1

hk

∂q(xk)

∂xk
+ ∂f (xk)

∂xk

]−1

[
1

hk

∂q(xk−1)

∂xk−1

∂xk−1

∂Tn
+ ∂u(tk)

∂Tn
+ q(xk) − q(xk−1)

hkTn

]

(13)

and

∂xk

∂Tenv
=

[
1

hk

∂q(xk)

∂xk
+ ∂f (xk)

∂xk

]−1

[
1

hk

∂q(xk−1)

∂xk−1

∂xk−1

∂Tenv
+ ∂u(tk)

∂Tenv

]
. (14)

Starting from (∂x0/∂Tn) = 0 and (∂x0/∂Tenv) = 0, all
sensitivity terms with respect to Tn and Tenv can also be
accumulated by applying (13) and (14) repeatedly.

IV. UNIFYING PHASE TRACKING

An EF method transparently applicable to a variety of con-
verters with PWM, PFM modulation or a combination of
thereof, is highly desirable. In fact, a PFM converter may
effectively operate under a constant switching frequency in
steady state. We consider steady-states of PFM converters to
motive the need for a new unifying phase condition.

A. Problems With Steady State EF Analysis

To see why the formulation of (9) may not be applied to
steady state, we examine the following partial derivatives of
the two phase conditions. Denote the first phase condition
in (9) by g1 and the second one by g2. It can be shown that

∂g1

∂Tenv
= 1

Tn

(
∂xl

(
t′n+1

)

∂Tenv
− ∂xl

(
t′n

)

∂Tenv

)

(15)

∂g2

∂Tenv
= 1

Tn

(
∂xk

(
t′n+1

)

∂Tenv
− ∂xk

(
t′n

)

∂Tenv

)

. (16)

When the circuit gets settled in steady state under constant
input excitations, ((∂u(tk))/(∂Tenv)) = 0. According to (14),
the sensitivity terms of (15) and (16) are both zero, imply-
ing that both phase conditions do not constrain unknown Tenv
and (9) becomes under-determined as a result. The root cause
of this pathological situation is that the circuit appears to be
autonomous in steady sate with its current/future states only
depend on its past states, but not on time.

B. Phase Condition for Steady State

As a first step to addressing the above problem, we adopt a
new steady state phase condition that involves Tenv by noting
that cycle T becomes a constant in steady state

Tn − T0 = 0 (17)

where T0 is the cycle time at time t0. Also in steady state,
Tenv is an integer multiple of T

Tenv − nTn = 0 (18)

where n is the number of cycles skipped in one EF step.
Replacing two phase conditions in (9) by (17) and (18) yields

x(tn) − x(t0)

Tenv
− x(tn+1) − x(tn)

Tn
= 0

Tn − T0 = 0

Tenv − nTn = 0. (19)
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The system described in (19) is equivalent to the classic
EF algorithm for circuits with fixed switching frequencies
described in (2), which can be used to reliably solve any steady
state solutions.

C. Smooth Circuit State Tracking and Unifying
Phase Condition

Till this point, we have developed two separate EF problem
formulations in (9) and (19), respectively for transient and
steady states. However, a circuit may transition between the
two modes of operation back and forth and such transitions
may be smooth and are not known a priori. Clearly, a unify-
ing formulation is desirable. Denote the first phase condition
in (9) by g11 and the phase condition described in (17) by g12,
namely

g11 = xl
(
t′n+1

) − xl
(
t′n

)

Tn
− xl

(
t′1

) − xl
(
t′0

)

T0
(20)

g12 = Tn − T0. (21)

Similarly, denote the second phase condition in (9) by g21 and
the phase condition described in (18) by g22, namely

g21 = xk
(
t′n+1

) − xk
(
t′n

)

Tn
− xk

(
t′1

) − xk
(
t′0

)

T0
(22)

g22 = Tenv − nTn. (23)

The key idea in developing a unifying solution is to define a
set of weighted new phase conditions

g1 = βg11 + (1 − β)g12

g2 = βg21 + (1 − β)g22 (24)

where β ∈ [0, 1] is a continuous internal parameter that
continuously tracks the current circuit mode of operation, as
illustrated in Fig. 6. Using this new phase conditions, the
unifying formulation of the EF problem is

Tenv
[
x(tn+1) − x(tn)

] − Tn[x(tn) − x(t0)] = 0

βg11 + (1 − β)g12 = 0

βg21 + (1 − β)g22 = 0. (25)

We now discuss the significance and the implementation of
the internal parameter β. Since the transitions between tran-
sient and steady states may not be abrupt, the goal behind
the introduction of β is to provide a formal mathematical
mechanism to track such transitions smoothly. As such, β is
continuous valued in [0, 1]. Furthermore, such state transitions
are not known a priori, hence, β shall not be set externally
and must be an internal parameter that is dependent of the
current circuit state. For this, while there exist multiple imple-
mentation choices for β, the following choice is found to be
effective:

β = 1 − e−kγ (26)

where γ = ‖x(t0) − x(tn)‖2 and k is a scalar to balance
between the values of g11 and g12 as well as g21 and g22. When
the circuit is at steady state, β = 1 − e−k‖x(t0)−x(tn)‖2 = 0.
Therefore, g1 and g2 are the same as steady state phase con-
ditions g12 and g22, respectively. As more transient behavior

Fig. 6. Unifying phase condition. Steps 1 and 2 illustrate the depen-
dency of the continuous mode tracking parameter β on current circuit state.
Steps 3 and 4 weight phase conditions according to β to define the unifying
phase conditions.

is excited in the circuit, the norm γ will gradually increase
and β will increase accordingly, putting more weight on g11
and g21. This mechanism has the desired properties to track
the operation mode transition faithfully. For example, with
(∂u(t)/∂t) = 0 and as the circuit transitions into steady state,
β will not vanish immediately until it gets completely settled.
It is also worth noticing that β is an unknown dependent on the
unknown current state x(tn). The value of β can only become
known after (25) is solved as a whole, providing generality
and robustness for mode tracking.

V. FAST SIMULATION TECHNIQUES

In this section, three techniques are introduced to further
improve the efficiency of the proposed EF algorithm. At the
beginning of each EF step, a dynamic prediction scheme gen-
erates the best initial guess for x(tn) from three different initial
solution predictors (ISPs). During each EF step, the simulator
excludes certain digital nodes from convergence check, which
reduces the number of iterations to reach convergence with-
out degrading the accuracy of simulation results. At the end
of each EF step, LTEs are estimated and the EF stepsize is
changed using adaptive envelope step selection.

A. Dynamic Prediction Scheme

As shown in Fig. 7(a), a full cycle of transient simulation
is performed for each Newton–Raphson iteration in one EF
step. Since simulation of dc-dc converters is generally time-
consuming, the full cycle transient analysis dominates the
simulation time of EF in each step. To reduce the total simula-
tion time and achieve higher speedups, the number of iterations
in each step needs to be minimized. A good prediction on x(tn)
can provide the simulator with a starting point that is close to
the actual solution and need fewer iterations to reach conver-
gence. However, no prediction methods can always generate
the best initial guess due to the fact that dc-dc converters have
different dynamic behaviors in different modes. Therefore, we
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(a) (b)

Fig. 7. (a) Simulation flow of proposed envelop following algorithm. (b) Flow
of adaptive envelope step selection.

proposed a prediction-selection scheme to provide the best ini-
tial guess for solution vector x(tn) from three different ISPs.
The selections are made by comparing three perdition results
and selecting the one with the least error.

The first predictor ISP1 directly uses the solution from the
last step as an initial guess for the current step, namely

x(tn) = x(t0). (27)

The second predictor ISP2 leverages the two solution vec-
tors of the previous steps x(t0) and x(t1) and uses a linear
extrapolation of the two as the initial guess for x(t0). Recall
that in Fig. 4 we denote T0 as the time period between
t0 and t1, we have

x(tn) = x(t0) + Tenv

T0
[x(t1) − x(t0)]. (28)

The third predictor ISP3 is first introduced in [13], which
uses a linear extrapolation of the circuit transfer function
φ to predict x(t0). To achieve this, we first observe that
φ(x(t0), t0, T0), which is the circuit transfer function from
x(t0) to x(t1), is already available from the transient simula-
tion of the last step. With this, we can approximate the circuit
transfer function from x(tn) to x(tn+1) using the first-order
Tyler expansion

φ(x(tn), tn, Tn) = φ(x(t0), t0, T0) + [x(tn) − x(t0)]φx(x(t0))

(29)

where φx(x(t0)) = (∂φ/∂x)|x=x(t0). The left-hand-side
of (29) is essentially equal to the solution vector x(tn+1).
Substituting (29) into the EF (2) results in:

x(tn) =
[(

1 + Tn

Tenv

)
I − φx(x(t0))

]−1

[
φ(x(t0), t0, T0) − φx(x(t0))x(t0) + Tn

Tenv
x(t0)

]
.

(30)

(a)

(b)

Fig. 8. Transient analysis waveforms of (a) an internal switching node and
(b) the output node of the DC-DC converter in one iteration of an EF step.

Now, we have three different predictors and each of them
generates accurate initial guesses for dc-dc converters operat-
ing in different modes. The first predictor (27) is essentially
a zeroth order method, which generates accurate prediction
when converters are near steady state. The second predictor
method (28) is a first-order method and thus is effective for
dc-dc converters with linearly changing load conditions. The
third predictor (30) makes extrapolation of solution vectors
based on circuit transfer functions. So it is most accurate when
the circuit transfer function has almost linear changes between
cycles and can be precisely calculated from the transient
simulation.

To make the best uses of all three predictors, we design a
selector that evaluates all three prediction results and chooses
the one with the least error, which is measured by calcu-
lating distance from the given predicted solution to a valid
circuit operating state. This can be done by setting the predic-
tion result as the solution to the circuit and evaluate (1) with
u(t) moved to the left-hand-side. A non-zero residue vector on
the right-hand-side can be acquired and the l2 norm of such
residue vector indicates how close the prediction is to the real
circuit operating state. The predicted solution with the least l2
error will be selected as the initial solution of the current step.

B. Automatic Node Selection for Convergence Check

DC-DC converters are mixed-signal circuits that include
digital components with highly nonlinear behaviors. The out-
puts of those digital components have large swings and sharp
transitions. As a result, the simulation is very challenging even
for standard transient analysis with very small stepsizes. It
is even more difficult for EF algorithm to efficiently reach
convergence on these signals.

To illustrate this, the EF waveforms of two nodes in a PWM
dc-dc converter are shown in Fig. 8, where the first node a is
an internal node that drives the power switches and the sec-
ond node b is the output node of the dc-dc converter. One
Newton–Raphson iteration is shown where one cycle of tran-
sient simulation from tn to tn+1 is performed for both nodes.
At this iteration, the EF algorithm has found an accurate cir-
cuit state va(tn) and vb(tn). Due to a small error �t in cycle
time T , the cycle starts from tn and ends at tn+1 + �t instead
of tn+1. The corresponding end-of-cycle solution is ṽa and
ṽb, whereas the actual end-of-cycle solution is va(tn+1) and
vb(tn+1). For node b, if the error �vb and time difference �t
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are small enough, this solution will be accepted by the EF
convergence check. However, the same conclusion cannot be
drawn for node a, which shows a huge error in �va due to the
sudden change of voltage level within a short period �t. As a
result, this solution is not accepted by convergence check and
the simulator has to keep iterating. However, even with more
iterations, the Newton–Raphson method cannot efficiently con-
verge to the actual solution, due to the fact that the waveform
between tn+1 and tn+1 + �t of node a has discontinuous first
order derivatives [14].

A simple way to fix this problem is to exclude node a and
other nodes with sharp transitions from the convergence check.
It is important to note that this does not affect the accuracy of
the results since the solution of one EF step is x(tn), which is
the circuit state at tn rather than tn+1. By avoiding choosing
nodes excluded from convergence check as the phase mon-
itoring nodes to calculate (20) and (22), we also make sure
that the nodal voltage error of x(tn+1) does not propagate to
the evaluation of the phase conditions. To select the proper
nodes for convergence check, a few cycles of transient simu-
lation is conducted before the EF simulation is started. During
the transient simulation, a node selector continuously monitors
all node voltages and exclude any node that satisfies both of
the following two criteria: 1) nodes with large swings that the
nodal voltage reaches both 1% and 99% of the supply voltage
Vdd within one cycle and 2) nodes with sharp slopes by check-
ing if the maximum first order derivative of the nodal voltage
exceeds certain threshold. In practice nodes that satisfy these
two criterion are output nodes of the digital components of
the internal control circuitry. After removing nodes that sat-
isfy these two criteria, the EF simulation takes fewer iterations
to reach convergence and the accuracy of the results are not
compromised.

C. Adaptive Envelope Step Selection by LTE

To achieve good speedup factor while controlling accuracy,
a backward-Euler-based LTE is utilized to predict the next
envelope stepsize. The value of LTE is estimated during each
step of EF [9]

LTE = Tenv

2

(
x(tn+1) − x(tn)

Tn
− x(t1) − x(t0)

T0

)
. (31)

Note that the above LTE is a vector. We compute its l2-norm
LTEave and the l∞-norm LTEmax. After solving each envelope
step, LTEave, LTEmax and the number of Newton–Raphson
iterations Iter are checked. Based on the LTE information, the
current solution will be categorized into three different types,
each leading to a specific action. If the number of iterations
exceeds the maximum threshold Itermax then the solution is
rejected and a smaller stepsize is used to redo this EF step.
If the iteration number is accepted, LTEave and LTEmax are
compared with two prescribed tolerance values LTEtol

ave and
LTEtol

max. If both values are smaller than the tolerances, the
stepsize is increased for the next EF step. Otherwise the same
stepsize is maintained. Fig. 7(b) shows the detailed process of
the adaptive envelope step selection.

Fig. 9. Three-stage ring oscillator with the value of R controlled by a function
of time f (t).

Fig. 10. Envelope of the second stage output voltage of the ring oscilla-
tor (top) and its frequency variation (bottom) simulated by the proposed EF
method. In the top figure, the red line is the envelope while the blue lines are
the transient responses obtained in each cycle of EF.

VI. SIMULATION RESULTS

The proposed EF technique with the unifying phase condi-
tion of (21) and fast simulation techniques has been imple-
mented in a comprehensive in-house C++ based SPICE
simulation environment with interfaces to industry standard
BSIM4 transistor-level models. We first test the generality of
the proposed unifying solution by applying the formulation
in (22) to an oscillator. Then we move on to the circuits of
our interest, PWM, PFM, and PSM dc-dc converters, and eval-
uate the efficiency and robustness of the proposed unifying
method. We compare our method with the standard transient
analysis in terms of speedups and accuracy and also comment
on improvements over existing EF methods.

A. Three-Stage Ring Oscillator

The oscillator of Fig. 9 has three identical stages and the
resistor of each stage is controlled by the same time varying
function f (t). To evaluate the performance of the proposed
unifying EF method, f (t) is designed in such a way that
the oscillator transits between transient state and steady state.
As shown in Fig. 10, the frequency of the ring oscillator
first linearly decreases from 2.025 to 2.01 MHz in the first
2 ms and then remains at about 2.01 MHz for another 2 ms.
Fig. 10 also shows in parallel the corresponding waveform
of the second stage output nodal voltage simulated by the
proposed EF method. From an initial value of Tenv = 32Tn,
the envelope step increases to Tenv = 128Tn during the
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Fig. 11. Comparison between the proposed EF analysis (red solid line) and
transient analysis (blue dashed line) of the ring oscillator.

Fig. 12. PWM controlled dc-dc converter.

transient phase. As circuit enters to steady state and the esti-
mated LTE decreases, the envelope step further increases to
Tenv = 512Tn until the simulation ends. Fig. 11 compares the
proposed EF method with the conventional transient analysis.
The EF results match with those of the transient analysis with
a high accuracy. An average speedup of 60× is achieved with
respect to the transient analysis. Among the existing meth-
ods, Mei and Roychowdhury [3] used similar circuits and
obtains speedup factors of about 35×. Maffezzoni [9] and
Mei and Roychowdhury [15] reported speedup factors higher
than 60× for oscillators. Though proven to be effective for
ring oscillators, the proposed method may not be optimized
for high-Q oscillators like crystal oscillators, due to the fact
that the backward-Euler integration method, which we use for
innerloop transient simulation, is a low-order method and has
damping effects. In the next three examples we will simulate
dc-dc converters with different modulation schemes, which are
the main targeted circuits of our proposed methods.

B. PWM Controlled DC-DC Converter

Next, we focus on our targeted class of circuits, dc-dc
converters that posses strong nonlinearities, hard switching
activities, digital/memory and hysteretic effects, and strong
feedback control. We first consider the startup transient of
a standard dc-dc converter with PWM control that has all
the essential real-life characteristics as shown in Fig. 12,
where the switching frequency is determined by an external
10 MHz triangular signal applied to one of the comparator’s
inputs. The transistor-level schematics of the two key blocks,
the error amplifier and comparator, are shown in Fig. 13.
While operating with PWM control under a fixed switch-
ing frequency, testing our unifying EF technique without any

Fig. 13. Error amplifier (left) and comparator (right) of the PWM controlled
dc-dc converter.

Fig. 14. Simulation of the PWM dc-dc converter using the proposed EF
method. The red line is the envelope of the output voltage while the blue
lines are the transient responses obtained in each cycle of EF.

Fig. 15. Detailed comparison of EF results (red) and transient simulation
results (blue) of the PWM dc-dc converter.

algorithmic-level change on this circuit would demonstrate its
generality.

Fig. 14 shows the EF results of the PWM converter out-
put response. The envelope step is gradually increased until
steady state is reached. Fig. 15 compares our EF method with
the transient analysis for the early startup phase, where the out-
put node has the most dynamic response, showing the ability
of our method in closely tracking the changing amplitude of
output voltage.

Overall a speedup factor of 20× is achieved in this example.
In comparison, speedup factors in the range of 6× are reported
for PWM converters in [2]. The simulation speedup improve-
ment of our proposed method over [2] is mainly due to the
use of the fast simulation techniques. First of all, the dynamic
prediction scheme selects a mix of ISP2 and ISP3 at the begin-
ning of the startup simulation. Then it switches to ISP1 to
predict the initial solution using the solution from previous
step as the output voltage of the converter reaches the peak and
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Fig. 16. Hysteretic/PFM dc-dc converter.

the dynamic behaviors of the converter gradually settle down.
The second technique that bring the performance improvement
is the adaptive envelope step selection scheme. As shown in
Fig. 14, the envelope step selection scheme dynamically adjust
the envelope step size Tenv of the algorithm based on the LTE
of each step, which make best use of the multirate characteris-
tics of dc-dc converters. Finally, the automatic node selection
excludes nodes with digital behavior and sharp transitions from
the convergence check, resulting in a fast convergence without
compromising the accuracy.

C. PFM DC-DC Converter

The next circuit we consider is a hysteretic/PFM dc-dc con-
verter in Fig. 16. This circuit, along with other autonomous
dc-dc converters, are the primary target of our proposed
method. As shown in Fig. 16, a hysteretic comparator that con-
sists of two separate high-gain comparators constantly com-
pare the output voltage with a high (Vref_H) and low (Vref_L)
threshold voltages. The outputs of the hysteretic comparator
feed an SR-latch and then drive the two power switches. As
such, the converter forces the output voltage to stay between
Vref_L and Vref_H by dynamically adjusting the turn-on time of
the pMOS power switch.

This is a challenging circuit for testing the robustness of the
proposed EF technique due to its strong nonlinearity, high-gain
blocks, hysteretic/memory effects, and feedback control. Even
for the standard transient analysis, a source ramping scheme
and/or tight stepsize control need to be in place to guarantee
convergence and accuracy.

The load current of the converter increases from 0 to 1 mA
following a sigmoid function, resulting in a switching fre-
quency change from 1.06 to 1.11 MHz. The corresponding
envelope of the output response is shown in Fig. 17. From a
conservatively chosen envelope stepsize of Tenv = 16Tn, the
simulator gradually scales up the envelope stepsize according
to the estimated LTE until the circuit enters into steady state.
After that, the load current approximately linearly increases
from 0.4 to 0.7 ms. As shown in Fig. 17, during this period
of time, the envelope stepsize actually increases. This boost
of performance comes from an internal scheme for guess-
ing the new xn value at the beginning of each envelope step
that is based upon a linear extrapolation of x0 and x1, which
are available before the Newton iteration starts. This pre-
diction mechanism happens to provide fairly accurate initial

Fig. 17. Load current waveform (top) and the envelope of the hysteretic
converter output node response simulated by our EF method (bottom). In the
bottom figure the red line is the envelope while the blue lines are the transient
responses obtained in each cycle of EF.

Fig. 18. Detailed comparison of the proposed EF method (red solid line)
with the transient analysis (blue dashed line) for the PFM/hysteretic converter.

guesses while the load current approximately rises up linearly.
In conjunction with the implemented LTE stepsize control,
the scheme boosts the envelope stepsize allowed by the LTE
tolerance around time 6 ms as shown in the bottom plot
of Fig. 17. Fig. 18 compares the detailed EF results with
the transient simulation results. The computed envelope accu-
rately matches the transient simulation, demonstrating ability
of our proposed method to closely track the envelope of highly
dynamic and nonlinear converters with a varying switching
frequency.

Our EF method achieves a speedup of 30× with respect
to the transient analysis for this example. Very few reported
works target autonomous dc-dc converters under varying
load conditions. Kato et al. [7] demonstrated analysis of
two autonomous converters using constant envelope steps
of 3 and 5 without reporting any speedup factors. As dis-
cussed in Section I, a simplistic switched linear system model
is adopted to model converters with an additional assumption
on variation of cycle time that is not generally true in [7].

D. PSM DC-DC Converter

The last circuit we consider is a PSM dc-dc converter
in Fig. 19, which represents one of the most popular dc-dc
converter topologies in low-power design. This circuit is essen-
tially an enhanced PWM dc-dc converter with the ability to
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Fig. 19. PSM dc-dc converter.

Fig. 20. Switching signal Vsw and the enabling signal Ven.

skip pulses when the output voltage is above certain threshold
voltage. The hysteretic comparator compares Vout with two
threshold voltages Vref_L and Vref_H and generates a binary
enabling signal Ven. The PWM module compares the volt-
age difference between reference voltage Vref and generates a
series of pulses Vpwm to drive the power switches. When the
output voltage is below Vref_L, the enabling signal Ven is high
and the power switches are directly driven by the PWM pulse
signals, resulting in an increase of output voltage. By the time
Vout reaches the upper threshold voltage Vref_H , the enabling
signal Ven becomes zero and the pulse signal generated by the
PWM module is blocked by the AND gate. Thus the converter
skips all PWM pulse signals until Vout drops below the lower
threshold again.

Fig. 20 shows the waveforms of Ven and Vsw. When
enabling signal Ven = 1, the PWM module generates multiple
pulses to drive the power switches. The occurrence and num-
ber of PWM pulses depend on the load condition and are not
known a priori. Thus EF simulation of this type of circuits is
extremely challenging. In order to robustly apply the proposed
EF algorithm to this type of circuits, we pick Vout and Ven as
the phase monitoring nodes and define the cycle of the circuit
by the periodic behavior of Ven rather than that of Vsw.

Fig. 21. Linearly increasing load current (top) and the output node voltage
response simulated by the proposed EF method (bottom). In the bottom figure
the red line is the envelope while the blue lines are the transient responses
obtained in each step of EF.

TABLE I
SIMULATION RESULTS FOR DC-DC CONVERTERS

The results of EF simulation are shown in Fig. 21. The top
waveform shows a linearly changing load current increased
from 50 to 51 mA. The bottom waveform shows the voltage
responses of the output voltage Vout. Starting from Tenv = 8 T ,
our proposed algorithm automatically adjusts stepsize based
on the estimated LTE values. With the help of prediction, our
proposed algorithm maintains a rather large stepsize during
the period when the load current linearly increases. The circuit
finally reaches the steady state at t = 0.18 ms and after that the
stepsize quickly increases to Tenv = 64 T . Overall, a speedup
of 10X is achieved with respect to transient analysis.

Table I summarizes the simulation results of PWM, PFM,
and PSM dc-dc converters. The speedup of the proposed EF
method with respect to the standard transient simulation are
calculated based on the simulation time of both methods.

VII. CONCLUSION

A robust and efficient EF method is presented for circuits
with constant or variable switching frequencies. At the core of
our new EF algorithm are a novel time-delayed equal-phase
condition and a mechanism that smoothly tracks the transi-
tions of the circuit state. The implementation of fast simulation
technique improves the efficiency of the algorithm while main-
taining the same accuracy level. We verify the robustness,
generality, and efficiency of the proposed technique using
several test circuits for which our technique offers excellent
simulation speedups and robustness.
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