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Abstract

This thesis begins with the introduction of optomechanics, the study of the inter-
action between light (photons) and mechanical oscillations (phonons) using bulk 3-D
cavities. The description of 3-D microwave cavities is introduced as the boundary
of the electromagnetic field and the mathematics are developed for the interaction
between the electromagnetic field and a fluctuating boundary (mechanical oscilla-
tor). This work was established in pursuit of observing optomechanical effects within
macroscopic 3-D cavity systems.

Three main microwave 3-D cavity geometries were used for this work: cylindrical,
re-entrant, and coaxial quarter-wave (λ/4) cavities. A large number of cavities were
made by the author in a machine shop in an attempt to develop strongly-coupled
optomechanical systems. The pursuit of this goal led to the first observation of strain
engineering, or dissipation dilution, via the thermal Casimir effect and its exciting
potential applications.

The noteworthy projects that saw success in this work were the development of
tunable, superconducting microwave cavities using a lossless, non-contacting fashion
in addition to the ground-up progression of re-entrant cavities that led to the first
observation of the thermal Casimir spring and dilution effect at room temperature.
The outcome of this work opens the doorway for the development of “in situ” arbi-
trary, topological resonators with the added benefit of an increased mechanical quality
factor Qm due to heightened strain.
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Chapter 1

Introduction

The concept of light, or radiation, applying pressure on an object dates back to
Kepler’s observation of a comet in which he noted the comet’s tail always pointed
away from the Sun [1]. It wasn’t until the 1800s when the concept of radiation was
brought to light with James Clerk Maxwell. He formulated the classical theory of
electromagnetism in which the wave-like properties of electric and magnetic fields
traveling at the speed of light were mathematically discovered. His work on elec-
tromagnetic waves has led to the birth of every form of modern-day communication
technology.

Fast forward sixty years through the development of blackbody radiation, special
relativity, superconductivity, and quantum mechanics to 1945 in which electromag-
netic waves were used during WWII as detectors for foreign objects (radar). A large
wooden gift was given to the United States Ambassador to the Soviet Union Averell
Harriman on behalf of the Soviet Union as a gesture of kindness [2]. A brilliant sci-
entist named Léon Theremin hid a passive listening spy device called “The Thing”
within the Great Seal on the front.

The device was composed of a microwave cavity, an antenna, and a flexible di-
aphragm that modulated the microwave resonance frequency. A radio signal would
remotely “power” the device while acoustic waves modulated the microwave resonance
and the reflected radio waves were subsequently down-converted to audio frequencies.
The device had no active power supply and went unnoticed for seven years. The
concept behind “The Thing” is actively used today throughout society (e.g. RFID
technology) [3] and in the field of cavity optomechanics.
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CHAPTER 1. INTRODUCTION 3

Figure 1.1: “The Thing” listening device by Léon
Theremin for spying on the US Ambassador dur-
ing the Cold War [2].

A coupled of decades following WWII
and the ground-breaking work of Dr.
Vladimir Braginksy on the interactions
of radiation pressure and mechanical os-
cillators is introduced that led to the
birth of contemporary cavity optome-
chanics. Dr. Braginsky investigated the
ponderomotive effects of radiation pres-
sure, that is, the ability to cool and
amplify mechanical motion. The field
of cavity optomechanics investigates the
interactions of light and matter within
an enclosed volume wherein the matter,
a mechanical oscillator, is manipulated
by the incident light, an electromagnetic
cavity. The truly macroscopic scale of such an experiment is the Laser Interferometer
Gravitational-Wave Observatory (LIGO), which reported the first-ever observation of
a binary black-hole merger in 2016 [4]. The light, or photons within the cavity, can
possess long lifetimes and therefore interact with the mechanical resonator multiple
times before decaying. The long lifetime of the cavity enables the minuscule radiation
pressure to become noticeable after many round-trip interactions with the mechanical
oscillator. Such interplay between the electromagnetic field and mechanical resonator
has led to interesting experimental observations such as optical cooling [5], optical
amplification [6], optomechanically-induced transparency [7], frequency conversion
between microwave and optical domains [8, 9], and optomechanical devices such as
amplifiers and circulators [10,11].

The decades-long development of micro-electromechanical systems (MEMS) paved
the way for the capability to create exquisite nano- and micro-mechanical oscillators.
Some of the major advantages of creating such small oscillators are the low mass and
volume, which means that microwave circuits and mechanical structures are now able
to “feel” the effects of radiation pressure, even the very act of measuring the device!
The capability to miniaturize the microwave field volume and mechanical resonator
naturally leads to incredibly strong coupling from the localized microwave field. In
the event that the mechanics are strongly coupled to the incident light, one is able to
study the very nature of quantum light or quantum mechanics.

Generally speaking, the actual mechanical device is quite simple and the com-
plexity arises in the methods to measure the mechanical object. Over the past few
decades, the ability to manufacture MEMS and NEMS has become cheaper and eas-
ier. For example, a simple SiN square membrane acting as a mechanical oscillator 1
mm in length and thickness 50 nm has been shown to demonstrate quality factors at
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room temperature above Qm > 1 million and is used in quantum experiments [13,14].
The cost of the bare quantum membrane device — only two cups of coffee! Of course,
the cost of actual research emerges in the measurement apparatus, techniques used
and methods to manipulate the membrane structure; however, it is absolutely re-
markable the rapid development of technology that has given rise to cost-effective
quantum devices.

Figure 1.2: Image adapted from Quantum Op-
tomechanics [12] showing past optomechanical de-
vices with their respective masses and resonant
frequencies.

Cavity optomechanics has proven to
be an exciting platform for quantum
information technology [15], metrology,
sensing, and quantum science [16–20]
with a promising future in commercial
devices [21]. Today, superconducting ra-
dio frequency cavities have quality fac-
tors that exceed Q > 1011 [22–25]. Op-
tomechanical devices have achieved sen-
sitivities surpassing the standard quan-
tum limit (SQL). Silicon nitride me-
chanical resonators have achieved ultra-
strong cooperativity and coupling to the
electromagnetic field [13, 14, 26]. Me-
chanical resonators have been designed
using dissipation engineering in which
the coherence times have been drasti-
cally enhanced from environmental de-
coupling and increased strain [27, 28].

Bulk 3-D cavities are being developed to enhance the lifetimes of “flying qubits”
for the anticipated future of quantum computing [15]. Lastly, hybrid optomechanical
architectures are being developed for efficient and reliable transducers between vastly
different frequency regimes using mechanical oscillators [8, 9].

The vast majority of this work was focused on trying to observe optomechanical
effects within macroscopic oscillators — effects such optomechanically-induced trans-
parency (OMIT), optomechanical damping, and mechanical frequency shifts which
are all much more easily observed for nano- and micro-mechanical oscillators due
to the lower mass and higher frequency. The combination of these two criteria allow
stronger coupling to the electromagnetic field and the feasibility of the “resolved side-
band regime” in which there is an increased asymmetry of the scattered modes and
the optomechanical effects are easier to observe. As such, much of the optomechani-
cal theory is introduced and derived even though we were not successful in observing
some of the phenomena. However, as a result of trying to make more strongly-coupled
optomechanical systems we discovered a unique physical effect at short length scales,
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known as the thermal Casimir force, that was not observed previously in optomechan-
ical systems. We also demonstrate some interesting characteristics of this effect such
as the static Casimir spring and Casimir dilution. The latter has never been observed
before and also shows great promise towards the future of developing re-configurable
“in situ” mechanical oscillators using the Casimir force.

The extensive field of optomechanics has studied mechanical resonators in the
predominantly nano- and micrometer scale (often coined the mesoscopic regime) and
the question of where the boundary between classical and quantum mechanics lies
remains an intriguing and captivating pursuit to this day. The overarching goal of
this thesis work was to aim and construct a macroscopic platform for observing cavity
optomechanical phenomena [5,16,20,29–32].

In the subsequent chapters we begin with the introduction of microwave cavities,
the construction of a cylindrical geometry and the modes that resonate inside the
metallic structure. Afterwards, the mechanical element is brought into the scope
of discussion that gives rise to the field of cavity optomechanics. The mechanical
resonator acts as a variable boundary to the microwave geometry and therefore cou-
ples directly to the microwave field. The interaction between the microwaves and
mechanical oscillator leads to modifications in the dynamic membrane response such
as frequency, quality factor, and occupation number. Next, we discuss the experi-
mental approach in developing the tunable macroscopic optomechanical device and
operation in a dilution refrigerator to enable the superconductivity properties of the
microwave cavity. Lastly, we finish the thesis under the discussion and creation of
a tunable narrow gap between the mechanical oscillator and a re-entrant microwave
cavity, which resulted in the observation of the thermal Casimir force. This unex-
pected observation has exciting future applications in the dynamic manipulation of
mechanical oscillators!



Chapter 2

Microwave Cavities

Metallic microwave cavities form the basis of the electromagnetic resonators that
we have used and created for this doctoral work. However, the reader may be in-
terested to know that metallic cavities are certainly not the only electromagnetic
resonators as there are a variety of resonator types (metallic and dielectric) and ma-
terials operating in the microwave regime such as sapphire whispering gallery modes,
Bragg reflectors, etc. A discussion and introduction of the main microwave cavities
we used are presented below. A view of most of the cavities constructed during this
thesis work can be seen in Fig. 2.1. Most of the cavities have undergone at least one
and often multiple design/machining revisions to conserve the metal supply.

2.1 Cylindrical Cavities

The cylindrical and rectangular geometries are among the most well understood mi-
crowave cavities with convenient analytical solutions. In the beginning years of this
research cylindrical cavities were mainly used for their simplicity of construction and
general understanding of microwave cavities. We will derive the equations for a cylin-
drical cavity starting from a general model of an arbitrary waveguide, transforming
to a circular waveguide, and then ending with the cylindrical cavity. The following
derivation has been adapted from Microwave Engineering by David Pozar [33]. We
begin with the cylindrical coordinates for a circular waveguide and consider Maxwell’s

6
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Figure 2.1: A view of the (mostly) chronological development of microwave cavities
used in this thesis work.

equations in a source-free, linear, isotropic, homogenous region:

∇× ~E = −jωµ ~H, (2.1)

∇× ~H = jωε ~E, (2.2)

where ~E is the electric field, ~H is the magnetic field, µ is the relative permeability, ε
is the relative permittivity, and ω is the angular frequency of the wave. From these
two equations we can write down the Helmholtz wave equation, which we will use
later. Insert Eq. 2.2 into Eq. 2.1 and consider that ∇ ·E = 0 in a source-free region1.
From this point we immediately write down

∇2E + k2E = 0, (2.3)

1∇×∇×A = ∇(∇ ·A)−∇2A
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where k = ω
√
µε. In cylindrical coordinates we assume solutions of the form

~E(ρ, φ, z) = [~e(ρ, φ) + ẑez(ρ, φ)]e−jβz, (2.4)

~H(ρ, φ, z) = [~h(ρ, φ) + ẑhz(ρ, φ)]e−jβz, (2.5)

where we have introduced the propagation constant β of the traveling wave. These
equations consider forwards propagation; for backwards traveling waves replace β →
−β. Assuming the above solution for Hz and analogously for Ez we expand the
Helmholtz wave equation to give us six equations2:

∇× ~E = ρ̂

(
1

ρ

∂Ez
∂φ

+ jβEφ

)
︸ ︷︷ ︸

=−jωµHρ

+ φ̂

(
−jβEρ −

∂Ez
∂ρ

)
︸ ︷︷ ︸

=−jωµHφ

+ ẑ
1

ρ

(
∂(ρEφ)

∂ρ
+
∂Eρ
∂φ

)
︸ ︷︷ ︸

=−jωµHz

, (2.6)

∇× ~H = ρ̂

(
1

ρ

∂Hz

∂φ
+ jβHφ

)
︸ ︷︷ ︸

=jωεEρ

+ φ̂

(
−jβHρ −

∂Hz

∂ρ

)
︸ ︷︷ ︸

=jωεEφ

+ ẑ
1

ρ

(
∂(ρHφ)

∂ρ
+
∂Hρ

∂φ

)
︸ ︷︷ ︸

=jωεEz

. (2.7)

Now, we want to solve for the transverse field components from the longitudinal
components. The idea to separate these equations is to isolate a single component and
eliminate it with another equation. For example, we can solve for the Hρ component:

1

ρ

∂Ez
∂φ

+ jβEφ = −jωµHρ → Eφ =
1

jβ

(
−jωµHρ −

1

ρ

∂Ez
∂φ

)
,

−jβHρ −
∂Hz

∂ρ
= jωεEφ → Eφ =

1

jωε

(
−jβHρ −

∂Hz

∂ρ

)
.

Subtracting these two equations and solving for Hρ yields

Hρ =
j

k2
c

(
ωε

ρ

∂Ez
∂φ
− β∂Hz

∂ρ

)
, (2.8)

where we have introduced some new, useful notation. Recall that k = ω
√
µε and now

we have defined the cutoff wavenumber

k2
c = k2 − β2. (2.9)

2In cylindrical coordinates the vector curl is written as ∇ × ~A = ρ̂
(

1
ρ
∂Az
∂φ −

∂Aφ
∂z

)
+

φ̂
(
∂Aρ
∂z −

∂Az
∂ρ

)
+ ẑ 1

ρ

(
∂(ρAφ)
∂ρ − ∂Aρ

∂φ

)
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Therefore, the other transverse field components are solved in the same fashion as we
did for Hρ and are written for completeness as

Eρ = − j

k2
c

(
β
∂Ez
∂ρ

+
ωµ

ρ

∂Hz

∂φ

)
, (2.10a)

Eφ = − j

k2
c

(
β

ρ

∂Ez
∂φ
− ωµ∂Hz

∂ρ

)
, (2.10b)

Hρ =
j

k2
c

(
ωε

ρ

∂Ez
∂φ
− β∂Hz

∂ρ

)
, (2.10c)

Hφ = − j

k2
c

(
ωε
∂Ez
∂ρ

+
β

ρ

∂Hz

∂φ

)
. (2.10d)

Figure 2.2: The cross-section of a circular waveguide represented by cylindrical
coordinates.

These equations are general relations for the transverse field components for a
propagating wave within an arbitrary waveguide geometry and will therefore be used
later for the development of the cylindrical cavity. We shall now consider more
specifically the circular waveguide (shown in Fig. 2.2) and solve for the transverse
electric (TE) modes of the waveguide. TE modes are described by Ez = 0, Hz 6= 0
within the waveguide. Therefore, we can start by focusing on the z-component of the
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magnetic field from Eq. 2.5, Hz = hz(ρ, φ)e−jβz, for the Helmholtz wave equation3:

∇2Hz + k2Hz = 0,(
1

ρ

∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2

∂2

∂φ2
− β2 + k2

)
hz(ρ, φ) = 0,(

1

ρ

∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2

∂2

∂φ2
k2
c

)
hz(ρ, φ) = 0.

At this point we want to apply the method of separation of variables. This technique
allows us to separate the equations with their respective coordinates. We assume a
solution of the form hz = R(ρ)P (φ) and substitute4:

ρ

R

∂2R

∂ρ2
+
ρ

R

∂R

∂ρ
+ ρ2k2

c = − 1

P

∂2P

∂φ2
, (2.11)

where we have multiplied through by ρ2 and divided through by hz = R(ρ)P (φ).
Since both sides are dependent upon differing variables and this equation must hold
for all possible values, both sides must be equal to a constant. Considering the right
hand side with the coordinate φ,

− 1

P

d2P

dφ2
= k2

φ,

d2P

dφ2
+ Pk2

φ = 0

and has a general solution P (φ) = A sin kφφ + B cos kφφ. This solution must be
periodic in φ such that hz(φ) = hz(φ± 2π), which requires that kφ be an integer:

P (φ) = A sinnφ+B cosnφ. (2.12)

Now we can look at the left hand side of Eq. 2.11 with coordinate ρ:

ρ

R

d2R

dρ2
+
ρ

R

dR

dρ
+ ρ2k2

c = k2
φ, (2.13)

ρ2d
2R

dρ2
+ ρ

dR

dρ
+
(
ρ2k2

c − n2
)
R = 0. (2.14)

3The Laplacian, or divergence of the gradient, is (in cylindrical coordinates):

∇ · ∇f = ∇2f = 1
ρ
∂
∂ρ

(
ρ∂f∂ρ

)
+ 1

ρ2
∂2f
∂φ2 + ∂2f

∂z2 .

4As an example of variable separation, ∂hz(ρ,φ))
∂ρ = ∂

∂ρ [R(ρ)P (φ)] = P (φ) ∂∂ρ [R(ρ)].
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Equation 2.14 is known as Bessel’s differential equation and has the following solution:

R(ρ) = CJn(kcρ) +DYn(kcρ), (2.15)

where Jn, Yn are the Bessel functions of the first and second kinds, respectively. This
solution is simplified, however, by considering that Yn(x) → ∞ as x → 0 and is
therefore unphysical, which requires D = 0. Let us recall the solution we have thus
far for the magnetic field

Hz(ρ, φ, z) = (A sinnφ+B cosnφ) Jn(kcρ)e−jβz (2.16)

and we have absorbed the constant C into A and B. This equation is not yet useful
since we have too many unknowns. Let us consider the boundary condition that the
tangential electric field is zero at the very edge of the waveguide wall, Eφ(ρ = a, φ) =
0. In this case a is the radius of the waveguide. We need to solve Eφ from Eq. 2.10a
before we apply the boundary:

Eφ(φ, ρ, z) =
jωµkc
k2
c

(A sinnφ+B cosnφ) J ′n(kcρ)e−jβz.

In order to make Eφ(ρ = a, φ)→ 0 we must have J ′n(p′nm) = J ′n(kca) = 0 where p′nm is
the mth root of J ′n. These evaluations are referred to as the zeros of the Bessel function
and easily referenced in tables. These definitions lead to the cutoff wavenumber for
the TE modes in a circular waveguide:

kcnm =
p′nm
a
. (2.17)

We will now go through a similar, but abbreviated, derivation for the TM modes to
obtain the cutoff wavenumber. Recall that the nomenclature of TM modes requires
Ez 6= 0, Hz = 0 and that we have the solution Ez = ez(ρ, φ)e−jβz. Repeating the
steps above with ∇2ez + k2ez = 0 will result in the solution,

Ez(ρ, φ, z) = (A sinnφ+B cosnφ) Jn(kcρ)e−jβz.

We apply the boundary condition Eφ(ρ = a, φ) = 0, but this step is now easier
than before because we can evaluate the condition directly. This means we identify
that Jn(pnm)=0 resulting in the cutoff wavenumber for the TM mode in a circular
waveguide:

kc =
pnm
a
. (2.18)

Remember that before we had Eφ ∝ ∂Hz
∂ρ

which was what led to the derivative of the
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Bessel function.
Finally we arrive at the geometry for the cylindrical cavity. The expressions

for the TE and TM modes of a circular waveguide were derived because of the in-
tuitive transition from the waveguide to the cavity. The cylindrical cavity can be
thought of as a section of circular waveguide shorted at both ends. We can also
include forward and backward traveling waves in the cavity and express the trans-
verse electric fields (Eρ, Eφ) of either TEnm or TMnm waveguide modes as ~Et(ρ, φ, z) =
~e(ρ, φ)

(
A+e−jβnmz + A−ejβnmz

)
where A+, A− are the forward and backward traveling

wave amplitudes, respectively. The transverse electric field vanishes for the shorted
ends of the cavity allowing,

~Et = 0 =

{
~e(ρ, φ) (A+ + A−) , z = 0,

~e(ρ, φ)
(
A+e−jβnmd + A−ejβnmd

)
, z = d.

(2.19)

The first boundary condition above results in A+ = −A− and can be used to rewrite
the second as 0 = ~e(ρ, φ)

(
A+e−jβnmd − A+ejβnmd

)
→ ~e(ρ, φ)(−2jA+ sin βnmd). For

this equation to be zero, it must be that βnmd = 0, π, 2π, · · · = lπ. Remember
the relationship between the cutoff wavenumber and the propagation constant k2

c =
k2 − β2

nm. From this information we can write down the resonant frequencies of the
TEnml modes as,

k2 = k2
c + β2

nm, (2.20)

ω =
1

µε

(
k2
c + β2

nm

)
, (2.21)

⇒ fnml =
c

2π
√
µrεr

√(
p′nm
a

)2

+

(
lπ

d

)2

, (2.22)

where c = 1√
µ0ε0

has been introduced as the speed of light constant5. Likewise, we

can do the same for the TM modes, only the cutoff wavenumber changes to what we
obtained in Eq. 2.18. The resonant frequencies of the TMnml mode are:

fnml =
c

2π
√
µrεr

√(pnm
a

)2

+

(
lπ

d

)2

. (2.23)

Lastly, the field equations for the TEnml mode are derived and this formulation can
be extended for the TMnml modes, but is not included here. Using our previous result

5Perhaps it is useful to note that the permittivity can be written as ε = ε′ = ε0εr, whereas in the
presence of a dielectric the permittivity is modified to ε = ε′ − jε′′ = ε0εr(1− j tan δ) where tan δ is
the loss tangent of the material.
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that A+ = −A− we express the z-component of the magnetic field (remember TE
mode Ez = 0, Hz 6= 0) as:

Hz = (A sinnφ+B cosnφ) Jn

(
p′nm
a
p

)(
−2jA+ sin

πlz

d

)
,

= H0Jn

(
p′nm
a
p

)
cosnφ sin

πlz

d
,

where H0 = −2jA+ and we have rotated the coordinate system about the z-axis6.
The complete set of components for the TEnml can be solved using the previous
expression for Hz as well as Eqns. 2.10a-2.10d and Ez = 0:

Hz = H0Jn

(
p′nm
a
p

)
cosnφ sin

πlz

d
,

Hρ =
βaH0

p′nm
J ′n

(
p′nm
a
p

)
cosnφ cos

πlz

d
,

Hφ = −βa
2nH0

(p′nm)2ρ
J ′n

(
p′nm
a
p

)
sinnφ cos

πlz

d
,

Eρ =
jkηa2nH0

(p′nm)2ρ
J ′n

(
p′nm
a
p

)
sinnφ sin

πlz

d
,

Eφ =
jkηaH0

p′nm
J ′n

(
p′nm
a
p

)
cosnφ sin

πlz

d
,

Ez = 0,

where η =
√
µ/ε.

The introduction of the cavity and its theoretical construction is now finished,
but now we shall discuss the application of the microwave cavity and its usefulness,
in particular the quality factor of the microwave cavity. The quality factor, Q, is
ubiquitous throughout most of the world of physics and takes two main meanings. The
first definition is that the quality factor represents the number of coherent oscillations
before decaying to 37% (e−1) of its initial energy. The second definition, and often
more useful for microwave applications, is the relationship between the stored energy
and dissipated power. A cavity with Q > 1 allows more energy to “build up” than is
dissipated. For a microwave cavity, the stored energy is the microwave field and the
dissipated power is due to the surface current in the conducting walls of the cavity.
The latter definition will be discussed theoretically. The quality factor can be restated

6As explained further in Microwave Engineering, the coordinates can be rotated about the z-axis
to yield either A = 0 or B = 0.
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in the following manner [34]:

Q =
Oscillator Rate × Energy Stored

Power Dissipated
,

where the stored energy is written as

U =
µ0

2

ˆ
V

| ~H|2dV =
ε0
2

ˆ
V

| ~E|2dV

and the dissipated power as

Pdiss =
Rs

2

ˆ
S

| ~H|2dS,

with Rs as the surface resistance of the conducting walls and is given by

Rs =

√
ωµ

2σ
=

1

δsσ
, (2.24)

where σ is the conductivity and δs =
√

2
ωµσ

is the skin depth, or the amount of mi-

crowave penetration into a conductor. The skin depth is the region at which the large
majority of the electric field flows within the conductor and decays exponentially into
the material. By identifying the integral types above it becomes clear that maxi-
mizing the volume to surface area results in higher Q because there is less dissipated
power in the conducting walls. Therefore, in relation to energy and power, the quality
factor is

Q =
ω0µ0

´
V
| ~H|2dV

Rs

´
S
| ~H|2dS

=
G

Rs

, (2.25)

where G is known as the geometry factor. This notation will typically be avoided
as it becomes confusing later when referring to the frequency-pull parameter also
designated as G. A much more useful notation, however, is stated in reference to
losses or a rate of energy loss,

Q =
ω0

κ
= ω0τ, (2.26)

where κ is the energy loss rate (in Hz) and τ is the decay time. In the frequency
domain, κ is the full width at half maximum (FWHM) of the resonance response. The
resonance response is often fit to a Lorentzian to obtain κ or is frequently estimated
by taking the width of the spectral resonance at 3 dB below the maximum (half-
maximum) for transmission or 3 dB above the minimum for reflection. The reason
that a Lorentzian is used to fit the spectral response of an oscillator is because the
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Fourier transform of a decaying, oscillating exponential function has a Lorentzian
line-shape. Until this point the losses have been lumped together into a single term
κ, however, they are most often expressed as separate entities where

κ =
∑
i

κi.

For a cavity the losses are usually expressed as κ = κ0 + κe with κ0 as the intrinsic
loss of the cavity and κe is the external loss of the cavity, or the method in which
the cavity couples to the outside environment. This is a fancy method of saying κe
is introduced by attaching cables (waveguides) to the cavity and therefore adds some
energy loss. For a double-sided cavity (i.e. transmission measurement), each coupled
side takes the form κex = κe/2 (with each port identical) whereas it is only κex = κe
for a single port cavity in reflection. To be clear, κ represents the FWHM of the
power in the frequency domain [35]. The amplitude decays with a rate 1

2τ
whereas

the power decays with 1
τ
. Because the losses add linearly, the quality factors add

inversely
1

QL

=
1

Q0

+
1

Qex,1

+
1

Qex,2

+ · · · .

Intuitively this should make sense because the loaded quality factor QL is limited to
the most “lossy” mechanism. This is also the same method that parallel resistances
add in a circuit. The decay time τL of the microwave cavity is often measured and
the intrinsic Q can be found via

Q0 = ω0τL︸︷︷︸
QL

(1 + β1 + β2 + · · · ), (2.27)

where βi is referred as the coupling coefficient of the ith coupled port and is related
to the decay rates by βi = κe,i/κ0. Under-coupled ports occur for βi < 1, critically-
coupled ports have βi = 1, and over-coupled ports occur for βi > 1. A time-saving
and useful technique to obtain critically coupled cavities is to know that β/Q stays
roughly constant. In other words, if one expects the cavity Q to increase three orders
of magnitude and be critically coupled at cryogenic temperatures, the couplers should
be under coupled to roughly β = 0.001 at room temperature. The coupling coefficient
can be calculated via

β =
1−

√
Pon

Poff

1 +
√

Pon

Poff

, (2.28)

where Pon, Poff is the power on/off resonance, respectively.
Going back to specific geometries, the quality factor of the cylindrical geometry



CHAPTER 2. MICROWAVE CAVITIES 16

with finite conducting walls can be expressed as

Q0 =
(ka)3ηad

4(p′nm)2Rs

1−
(

n
p′nm

)2{
ad
2

[
1 +

(
βan

(p′nm)2

)2
]

+
(
βa2

p′nm

)2 (
1− n2

(p′nm)2

)} . (2.29)

Figure 2.3 shows Q0 for a few different TE modes. In practice, we witnessed the
room temperature quality factors of some copper cavities range between Q0 = 5 ×
103− 13× 103. The cavity length was chosen to be d = 38.1 mm for the calculations,
which was typical for our experiments. Contrary to the graph, we typically coupled
to the TE011 mode. The TE011 mode for a cylindrical cavity is graphically shown
in Fig. 2.4. If we consider the discussion of superconductivity and assembly of the
real cavity device, the choice of the TE011 mode becomes easier to understand even
though numerically there are other higher-Q modes. Equation 2.29 does not consider
the seams or gaps in the device, but rather the walls themselves as if the cavity was
completely and perfectly enclosed. In reality, there must be at least one joint seam
where an end-cap seals the cavity after the machining process. Note that this is not
true for 3-D printed cavities (an active area of research to reduce costs and increase
performance [36]). Therefore, the TE011 mode is chosen because it has the lowest
amount of field present at the seams for both electric and magnetic fields.

This issue of surface conductivity at the seams becomes even more crucial if we
discuss the idea of superconductivity. Superconductivity is a phenomenon in which
a material is cooled to the point that the surface resistance drops to (nearly) zero.
Ideally, a current would flow forever with zero resistance, however, there is always
some residual resistance (typically on the order of a few nano-Ohms) and this is
an active investigation that the accelerator community continues to tackle [24]. The
majority of superconducting materials have been successfully explained (except in the
case of high-temperature superconductors) by the Bardeen, Cooper, and Schrieffer
(BCS) theory that explains the interesting effect as a superfluid of Cooper pairs, that
is, electrons coupled together that are mediated through phonons [37]. Therefore, for
the cylindrical cavity design, the surface current must “jump” over the discontinuity
between the two objects (cavity body and boundary), which in turn reduces the
microwave Q.

To cool the microwave resonators into a superconducting state we used dilution
refrigerators (a real picture of a cavity at the base plate is seen in Fig. 2.5). The
fridge can cool to a temperature of T = 4 K using a pulse-tube cryocooler before a
mixture of 3He and 4He takes place in a mixing cycle to reach a base temperature
around T = 60 mK. The refrigerator had a cooling power of roughly 200 µW at
the 4 K stage. Niobium has a superconducting transition temperature of T = 9.3
K whereas aluminum is T = 1.2 K. In light of this, the cost of instrumentation to
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Figure 2.3: The unloaded quality factor Q0 of a copper cylindrical cavity is plotted
for several TE modes using Eq. 2.29 as a function of cavity diameter 2a to length d.

E-Field B-Field

Figure 2.4: Normal niobium cylindrical cavity (left) with the TE011 mode for this
geometry showing both electric and magnetic field patterns.

achieve a superconducting state is much cheaper for niobium than aluminum because
there is no need for a dilution refrigerator for niobium; one can use a much cheaper 4
K cryocooler. A graphic of the various stages and amplifiers can be seen in Fig. 2.6.

A major hurdle to our experiments was the noise introduced by the pulse-tube
cryocooler typically in the range of 3-10 kHz. Our large circular mechanical oscillators
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Figure 2.5: A cavity is placed at the mixing chamber plate of the dilution refrigerator.
The SMA cables are connected to the cavities for transmission and reflection mea-
surements with the amplifiers, circulators, and attenuators placed above this plate.

(discussed later) also had resonance frequencies on the order of 2.5-10 kHz, creating
a challenging problem of detecting the resonance. While this continues to remain
a challenge for the low-frequency oscillators, we made good progress on reducing
the pulse-tube noise at the mixing chamber plate by physically separating the coaxial
cable assembly from the fridge plates using felt. The felt helps prevent high-frequency
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acoustic noise from traveling down the SMA microwave cables. The cables, however,
still needed to be thermally anchored to the fridge plates so we used copper-braided
wire and aluminum tape. These implementations resulted in a noise reduction up to
a factor of 40 shown in Fig. 2.7.

Figure 2.6: This is the general layout of the dilution refrigerator, cables, and mea-
surement setup regarding the microwave cavities. Most of the time a mixer was not
used and the measurement was simply a transmission of the cavity. The membranes
forming the cavity boundary will be discussed later.
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Figure 2.7: This data shows a reduction factor of about 40 for noise between 5 and
10 kHz arising from the pulse tube cooler.

2.2 λ/4 Coaxial “Stub” Cavities

The SRF group at UC Merced has discovered the importance of maintaining good
electrical contact between adjoining cavity segments for high electrical quality factor
(Q > 108). This was not the focus of this research, however, it is important to mention
because this highlights a shift in cavity designs. The cylindrical cavity requires at least
one seam, or point of contact between two boundaries, to form the electromagnetic
resonator. As a result, there is a discontinuous “jump” in the surface current of the
resonator that was shown to be very difficult to compensate for in order to achieve
a large quality factor. The postdoc in our lab at the time, Dr. Luis Martinez, was
able to manufacture a cavity with a quality factor of Q0 = 3 × 108 before annealing
after years of working on the process. In contrast, the stub cavity as explained below,
realized a quality factor of Q0 = 1.6 × 109 on the first attempt (with etching and
annealing).

One of the remarkable features of the “stub” cavities is the lack of a seam to
assemble the cavity. This one feature was a major detriment to the previous cylindri-
cal cavity designs. The stub cavity is sometimes referred to as a vacuum-terminated
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coaxial stub cavity since there is no apparent metallic boundary. Instead, the cav-
ity remains open at one end. The long tube of this cavity permits high-Q because
the electric field decays exponentially away from the stub while the magnetic field
remains at the base of the cavity [15]. The resonance frequency is approximately
determined by the length of the stub. The other elements such as stub diameter and
distance-to-wall also affect the frequency, though not quite as much as the height of
the stub. As it turns out, there are no analytical solutions to the stub cavity and
one roughly approximates the frequency by solving a transcendental equation. For
these reasons, this approach was never used and, instead, a finite element analysis
approach with COMSOL was used that gave accuracies within a couple of percent of
the actual machined device.

Figure 2.8: Here is a coaxial λ/4 stub cavity with the electric field overlayed as a
heat map and modeled by COMSOL. Rather than a traditional cylindrical cavity with
two boundaries, the open end is often coined “vacuum-terminated.” The magnetic
field is illustrated with white arrows and circles around the stub with the largest field
amplitude at the base of the stub.

Cavities were machined from stock 6061 (alloy) aluminum, 101 copper, and reactor-
grade niobium. The main difficulty in machining these cavities, apart from the chal-
lenge of machining niobium, is attempting to create a smooth surface at the base of
the stub. An extended 1/8” end-mill was typically used for milling out the stub and
then some Scotch-BriteTM pads are pushed into the cavity while on a lathe to smooth
out the machine marks.
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2.3 Re-entrant Cavities

Near the end of this research work, while attempting to increase coupling between
the mechanical resonator and the cavity, the cavity designs changed from empty
cylindrical cavities to λ/4 coaxial stub cavities to a combination of the two together,
called re-entrant cavities. This was a great confirmation of the direction we took in
cavity design for increasing sensitivity based upon trial and error prototype cavities.
We became familiar with Dr. Michael Tobar’s work and discovered the decades-long
progress of re-entrant cavities and their remarkable sensitivity based upon small gap
sizes within microwave cavities. This section will discuss these types of microwave
cavities.

Figure 2.9: This is one of the re-entrant cavities with the loop antennas shown for
magnetic field coupling. This cavity has a cone angle of 3◦. The spacing set between
the cone and boundary (not shown) is ideally made to be as small as possible for the
highest sensitivity. For some of the cavities, the gap became as small as < 1 µm.

The re-entrant cavity is a unique microwave oscillator because it allows the ex-
istence of microwave frequencies within a sub-wavelength gap spacing (x). In its
simplest understanding, the gap between the post and the boundary behaves like a
capacitor and the post acts like an inductor. The re-entrant cavity is frequently con-
sidered to behave as a lumped model with the spatial separation of E and B fields as
is the case for an LC circuit. The electric field E = E0e

iωt is concentrated between
the post while the magnetic field B = B0e

iωt circles around the post [38, 39]. The
microwave frequency for the re-entrant cavity with a frustum is approximated as a
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lumped LC model [40] with the geometric parameters illustrated in Fig. 2.10:

r0 = r̄0 −
x

tanα
, (2.30a)

L =
µ0h

2π

(
ln
er2

r1

− r0
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ln
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)
, (2.30b)
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√
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Based upon these geometric definitions the resonance frequency is expressed with
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Figure 2.10: The re-entrant cavity parameters for determining the resonance fre-
quency and its relation to gap size x.

the familiar equation for an LC oscillator:

f =
1

2π
√
L(C0 + C1)

. (2.31)
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In other words, C0 is the “bare capacitance” while C1 can be described as a “fringing
capacitance” that accounts for the walls of the post. The cavity height h is the sum
of the re-entrant post height and the gap size h = hp + x. The final geometry of the
most sensitive cavity we created had the following parameters: hp = 4.25 × 10−3 m,
r̄0 = 1.85×10−4 m, α = 87 degrees, r1 = 3.5×10−4 m, and r2 = 19.05×10−3 m. The
smallest gap we achieved was x = 585 nm, although this is not the most sensitive
cavity as we found another mechanism that limited the sensitivity of the cavity and
is discussed in later chapters.

For a re-entrant cavity with a straight-post, which seems to be more typical in
the literature, the expression is simpler and more intuitive:

L = µ0
h

2π
ln

(
rcav

rpost

)
, (2.32a)

C0 = ε0
πr2

post

x
, (2.32b)

C1 = 4ε0rpost ln

(
e
√

(rcav − rpost)2 + h2

2x

)
. (2.32c)

The final resonance frequency is again identical to Eq. 2.31.

2.4 Reflection and Transmission of a Double-Sided

Cavity

Let us consider the cavity coupling at this point and how it interacts with the mi-
crowave response. Perhaps it is convenient to mention that a Lorentzian can be
explained by the frequency response given to a decaying, oscillatory function. If one
were to Fourier-transform the time domain response of a decaying oscillator they
would arrive at the Lorentzian-shaped profile in the frequency domain. A slight mod-
ification to this is the Fano-like line shape, which is the asymmetric Lorentzian. We
begin with the formulation of input-output theory. The best reference for this work
is by Li et al. [41] which deals with multiple cavity schemes (including coupled double
cavities), but for simplicity, we will cover the cavity most frequently used in this work:
the double-sided cavity is known as an S2 configuration from the referenced paper
and shown in Fig. 2.13.

Let us first solve for the reflection signal for the resonator. Using some input-
output theory, the output signal is written as

âout = âin −
√
κexâ, (2.33)
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where â is the microwave field amplitude operator using the language of quantum
optics. However, it should be clear that even though these equations use the quantum
language, this does not imply the underlying mechanism is quantum. After all, we
are discussing a classical signal interacting with a classical resonator. For simplicity
we drop the hats on the operators. The field amplitude in the resonator is expressed
as an equation of motion and is derived in detail later in Ch. 3:

ȧ = (jω0 − κ/2)a+
√
κexain. (2.34)

This can be simplified in the time domain (or frequency domain) using a(t) = aejω`t.
It is important to note that the meaning of κex will change depending on the coupling
configuration, but the overall definition of the decay rate κ = κ0 +κe will not change.
Let the reader be aware that we try to keep notation the same through this work,
yet sometimes we may inadvertently use the subscript i for intrinsic instead of 0 (i.e.
κi ≡ κ0). For the double-sided configuration presented, κex = κe/2. For single-port
cavities, κex = κe,

iω`a = (jω0 − κ/2)a+
√
κexain, (2.35)

→ a =

√
κe
2
ain

−j∆ + κ/2
, (2.36)

where we have introduced ∆ = ωl−ω0 as a convenient method for identifying detuning
from the cavity resonance.

a1

a2

b2

b1

S11 S22

S12

S21

Figure 2.11: This is a method for visualizing the S-parameters in the context of
transmitted and reflected waves. The a-ports (ovals) represent inputs and the b-
ports (squares) are outputs. The relationship between the input and output ports
are the S-parameters.
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From Fig. 2.11, we can consider an example of a reflection measurement. The
reflection voltage (amplitude) signal can be written down from the diagram as b1 =
S11a1, therefore we can write the reflection S-parameter S11 = b1

a1
. Generalizing for a

two-port network leads to

Sij ≡
Output

Input
=
bi
aj
. (2.37)

In decibels (as is typically represented on the network analyzer) we can write Sij(dB) =
20 log |Sij|. Another thought regarding the decibel scale: the half-power bandwidth
is often considered as a characteristic of the device under test (DUT). For instance,
if we want to measure the half-power this implies,∣∣∣∣Vout

Vin

∣∣∣∣ =
1√
2
,

dB = 20 log10

(
1√
2

)
= −3dB.

Equation 2.37 can be written in matrix form with the knowledge that injecting a
signal into port one means no signal is injected into port two (a2 = 0) and vice versa:[

b1

b2

]
=

[
S11 S12

S21 S22

]
×
[
a1

a2

]
. (2.38)

Now, using this information we turn to the similar formulation for the reflection
of a microwave cavity using input-output theory. Referring to Fig. 2.13, the reflection
coefficient is defined by S11 ≡ ar

ain
. If we let ar = aout, then we have (ignoring phase

shifts):

S11 ≡
ar
ain

= 1−
√

κe
2
a

ain

, (2.39)

= 1−
κe
2

−j∆ + κ/2
, (2.40)

=
j∆ + κ0/2

−j∆ + κ/2
. (2.41)

The normalized detected reflection signal is written as a power (Pref/Pinc = |S11|2),

R ≡ |S11|2 =
4∆2 + κ2

0

4∆2 + κ2
.

When probing on resonance (maximum amplitude), the expression reduces to a very
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simple equation,

R =
(κ0

κ

)2

.

Let us now turn our attention to the transmission of the cavity. It would be
misleading to use the same approach above with input-output theory by identifying
at = aout and then continuing because one would arrive at the same expression as
the reflection signal, which must be false. Likewise, the transmission signal will
be greatest when probing on resonance. As an aside, a standing wave cavity that
is equally coupled to both waveguides has no preferential loss direction and decays
equally into both waveguides, which leads us to write for the transmission signal:

at =
√
κexa

since ain = 0 for the opposing waveguide. Same as before, the input decay is half
of the total external decay rate κex = κe/2. The amplitude of transmission can be
written as:

S21 ≡
at
ain

=
κe
2

−j∆ + κ/2
. (2.42)

The detected power signal on the transmission port follows straightforwardly

T ≡ |S21|2 =
κ2
e

4∆2 + κ2
. (2.43)

When probing on resonance we see that

T =
(κe
κ

)2

.

The power dissipated in the resonator can also be expressed in terms of energy con-
servation. We must have 1 = D + T + R, which implies the dissipated power in the
resonator is

D = 1− (T +R), (2.44)

D =
2κeκ0

4∆2 + κ2
. (2.45)
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Figure 2.12: This representation shows the relationships between reflected power
(Eq. 2.4), transmitted power (Eq. 2.43), and dissipated power in the resonator
(Eq. 2.45).

These relationships are graphically displayed in Fig. 2.12. For completeness the
transmitted power through the resonator is expressed as Pout = |S21|2Pinc, where
Pinc is the incident power acting on the resonator. We shall become more familiar
with this concept later, but it is good to mention the occupation number of the
microwave cavity in photons. The occupation number is written as n̄ = 〈â†â〉 = |a|2
for fields with large mean value amplitudes to be considered classical. This is related
to the semi-classical approach used in quantum optics. The power is related by
P = ~ω|a|2 = ~ωn̄. Therefore, using Eq. 3.3c we can write the occupation number of
the double-sided cavity as:

n̄ =
2kin

4∆2 + κ2

Pinc

~ωd
, (2.46)

where ωd is the drive frequency and |ain|2 has been replaced according to Pinc =
~ωd|ain|2. Remember that the expression for κex in relation to κe,in will change de-
pending upon the coupling configuration.
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Figure 2.13: Here is the single-sided vs double-sided cavity reflection response for a
cavity with Q0 = 50. The over-coupled ports bring down the loaded quality factor
to QL = 8. Notice that for a single-sided cavity the strength of the reflected dip is
reduced for increased coupling beyond critical coupling (κe = κi). The dots are not
data here, but only shown for clarity.

2.5 Ring-Down Measurement

To measure a real cavity we must connect it to a measurement device, which is done
using SMA microwave cables. The energy is coupled into and out of the cavity using
antenna loop couplers where a flux of magnetic field generates a current, or probe
antennas that couple to the electric field. In the case of high-Q cavities where the
quality factor greatly exceeds 104, our network analyzer (HP 8720C) proved to be
insufficient to accurately measure the response of the cavity. The smallest bin size on
the network analyzer was 100 kHz per point. For a microwave cavity with ω0/2π =10
GHz and Q = 1×105, this yields an intrinsic bandwidth of κ/2π =100 kHz. Therefore,
we typically measured the response of the high-Q cavity through a pulse-ringdown
technique.

To make the microwave couplers sufficiently under-coupled for high-Q measure-
ments, the resonance could not be measured at room temperature. Room-temperature
couplers were made specifically for this purpose and the cryogenic resonance was later
found by searching around the room-temperature resonance. For the cylindrical and
stub cavity designs, thermal contraction and a superconducting state typically shift
the cavity no more than 50 MHz from the room temperature resonance.

To determine the actual Q of the cavity using a ringdown technique, a reflection
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Figure 2.14: This is the best quality factor our group has achieved to date. The
measured quality factor here was Q0 = 1.6× 109, corresponding to an intrinsic time
decay constant of τ0 =25 ms. Shown is the loaded time decay constant with a single
coupled port and β = 2.2.

pulse is sent from the signal generator (Agilent N1853A) and a double-peak feature
is observed on the triggered oscilloscope [34]. A ratio of the two peaks can be used
to give a measure of the coupling coefficient β:

β =
1

2
√

Pf
Pe
− 1

, (2.47)

where Pf is the first peak amplitude and Pe is the second peak amplitude. Provided
the amplitude of the Schottky-diode is low enough, the voltage is a measure of power
and the decaying amplitude is fit according to

V = Ae
− t
τL + c.
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The reader may notice the lack of the factor of “2” next to τL and this is a reminder
that we are measuring power on the oscilloscope, not amplitude due to the Schottky
diode. The intrinsic (unloaded) Q0 of the cavity can be found via Eq. 2.27.

A new cavity with a membrane was designed around minimizing the seam losses
to increase the cavity quality factor Q. Previous designs with both aluminum and
niobium cavities resulted in a saturated Q with a membrane of about Q ≈ 1-2 million.
The newly designed cavity featured a vacuum gap that pushed the point of electrical
contact further from the cavity axis. The idea was to reduce the field amplitude of the
TE011 mode even lower so that there was negligible current crossing the discontinuous
region between the membrane and the cavity. A second difference was that the
cavity was machined from a single piece of Nb rather than creating two separate end-
caps. These implementations led to a cavity with Q ≈ 17 million about an order of
magnitude improvement before any chemical etching or heat treatment.
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10-4
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Figure 2.15: The pulsed-ringdown response for the cylindrical cavity with an in-
creased radius at the point of electrical contact. The quality factor rose to Q = 17
million (above) after these changes in addition to having only one boundary seam.
The highlighted green ring is the vacuum gap and the membrane would rest on the
thin ledge above that.

Let us summarize a couple characteristics of the three main cavity types used
(see Fig. 2.16 for example transmission responses). The re-entrant microwave cavity
has a lower, fundamental resonance frequency because the resonance is confined to a
sub-wavelength gap size, however this comes at the sacrifice of Q since the geometry
factor is smaller (smaller mode volume). The coaxial λ/4 cavity has a higher quality
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factor, but there is only one resonance (for our geometries) between 0 and 20 GHz.
One difficulty with this design is an experimental effort in trying to couple a second,
mechanical resonator deep inside the metallic structure. The cylindrical cavity has
multiple high-Q resonances and the incorporation of a mechanical element is fairly
straightforward. At superconducting temperatures, however, the Q is much more
difficult to increase to that of the coaxial λ/4 cavity because of the seam to seal the
cavity.
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Figure 2.16: A comparison of different transmission responses for the main cavity
geometries used in this work. (A) The re-entrant cavity, (B) the coaxial λ/4 stub
cavity, and (C) the cylindrical cavity.



Chapter 3

Cavity Optomechanics

The introduction of microwave cavities, their characteristics, and the method of
measurement has been discussed up until this point. We consider the effect of a
moveable boundary condition, more specifically one that can oscillate. The mechani-
cal motion of the boundary couples to the electromagnetic field within a cavity, giving
rise to the subject of this chapter: cavity optomechanics [30,35,42].

Figure 3.1: Both optical and electrical models are shown displaying the similarities
between optical and electrical cavities. Both systems are ubiquitously used in op-
tomechanics. In either case, the resonance frequency is shifted by the movement of a
mechanical oscillator, whether it be a moveable mirror or variable capacitor.

34
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The following derivation is identical for both microwave and optical frequencies.
To start, let’s consider the images in Fig. 3.1: a moveable membrane exists within a
general cavity (say optical) and interacts with the incident radiation. Due to the ex-
tremely isolated and controlled environment, the radiation is capable of manipulating
the membrane (a mechanical oscillator). As the membrane is displaced, a phase-shift
is imprinted onto the optical and at the same time the intensity changes as a result
of the optical delay. The resonance frequency is determined by the length L of the
cavity, which is now a variable quantity as a result of the mechanical oscillator. So,
the resonance frequency can be expanded in a Taylor series:

ω(x) = ω0 + x̂
dω

dL
+ · · · .

The quantity dω/dL is commonly referred to as the frequency-pull parameter
G ≡ −dω

dL
(≈ ω/L for a Fabry-Pérot cavity) and dictates the amount of frequency

shift per unit length change of the cavity. As a side note, a negative sign appears
because an increase in the cavity length (x > 0) results in a decrease of the frequency
(G > 0) [30]. The position coordinate x̂ is written in terms of the phonon creation

and annihilation operators x̂ = xzpf(b̂
† + b̂), where xzpf ≡

√
~

2meffΩm
is the zero-point

fluctuations of the mechanical oscillator. If one defines one more quantity g0 ≡ Gxzpf

as the single photon vacuum optomechanical coupling rate, the expansion now reads:

ω(x) = ω0 −Gx̂+ · · · .

Up until this point, the concept of the mechanical resonator has been slightly vague
other than it acts as an oscillator. Figure 3.2 shows a picture of the real membrane
(purchased from Norcada) sitting atop a microwave copper re-entrant cavity. Nearly
all of the membranes had dimensions: 38.1 mm diameter window, 50.8 mm diameter
frame, 300 nm Au or Nb, 500 nm SiN, and 500 µm thick frame. There was also a thin
chromium adhesion layer to allow the metallic coating to stick to the silicon nitride
layer.

3.1 Heisenberg-Langevin Approach

The Hamiltonian of the optomechanical system incorporates terms from the follow-
ing: the cavity (system) with photons, the mechanical oscillator (bath), the coupling
between the system and bath (interaction), and the driving microwave or optical field
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Figure 3.2: This is the mechanical oscillator most typically used in the experiments
with a silicon frame and silicon nitride membrane. The coating to the membrane
(gold or niobium) was deposited on the underside facing inwards to the cavity (not
shown).

(see Fig. 3.3). Thus, the Hamiltonian is written down as follows:

Ĥ = Hmech + Ĥopt + Ĥint + Ĥdrive, (3.1a)

Ĥmech =
p̂2

2meff

+
1

2
meffΩ2

mx̂
2, (3.1b)

Ĥopt = ~ωc
(
â†â+

1

2

)
, (3.1c)

Ĥint = −~Gx̂â†â, (3.1d)

Ĥdrive = i~
√
κe

(
ain(t)â† − a∗in(t)â

)
. (3.1e)

The mechanical Hamiltonian can be re-expressed in terms of the phonon creation
and annihilation operators as

Ĥmech = ~Ωm

(
b̂†b̂+

1

2

)
.
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Figure 3.3: This optomechanical cavity configuration is known as a double-sided,
standing-wave cavity and is primarily used in the majority of the work. Often times
the second port for transmission is not incorporated.

At this point the Hamiltonian can be written (in the rotating frame and ignoring the
vacuum energy of ~ω/2) as

Ĥ = −~∆â†â+ ~Ωmb̂
†b̂− ~g0â

†â(b̂† + b̂) +Hdrive + · · · , (3.2)

where the detuning term ∆ ≡ ωl − ωc has been introduced. Positive ∆ implies the
laser has a higher frequency than the cavity resonance and vice-versa. Notice that
the radiation pressure force can be written down as F̂rp = −dHint

dx̂
= ~Gâ†â = ~Gn̄.

Ignoring the effect of dissipation and loss, the equation of motion for the amplitude
of the intracavity field can be written in the Heisenberg picture as1:

˙̂a = − i
~

[â, Ĥ] = − i
~

{
[â, Ĥopt] + [â, Ĥint]

}
,

= − i
~

(−~∆â− ~g0(b̂† + b̂)â),

= i(∆ +Gx̂)â.

1Remember the commutation relations [â, â†] = 1 and [â, â] = 0 as well as [â, b̂] = [â, b̂†] = 0.
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If one now looks at all the equations of motion and incorporates dissipation (nearly
always done ad hoc) using the Heisenberg-Langevin equations (recall [x, p] = i~ for
deriving),

d

dt
x̂(t) =

p̂(t)

meff

, (3.3a)

d2

dt2
x̂(t) = −Ω2

mx̂(t)− Γm
d

dt
x̂(t) +

~G
meff

â†â+
√

Γmξ̂th(t), (3.3b)

d

dt
â(t) = i(∆ +Gx̂)â(t)− κ

2
â(t) +

√
κeâin(t) +

√
κ0âvac(t). (3.3c)

The last two quantities on the end line correspond to the intrinsic noise of the cavity
vacuum as well as the external laser noise. The second line was introduced from the
classical driven, damped, harmonic oscillator with the force arising from radiation
pressure and fluctuating thermal noise (Brownian motion of the mechanical resonator)
in vacuum. The Brownian displacement amplitude can be found by considering the
equipartition theorem where each mode has an average of 1

2
kBT of energy. Therefore,

the rms displacement can be found via meffΩ2
m 〈δx̂2

rms〉 = kBT . To solve the equations
of motion, the following guessed solutions are used:

â(t) = ā+ δâ(t), (3.4a)

x̂(t) = x̄+ δx̂(t), (3.4b)

âin(t) = āin + δâin(t). (3.4c)

In a sense these solutions are testing for first order perturbations to the average signal.
First, we consider the static case and solve for those solutions. The approach here is
frequently denoted a mean-field approximation. This means that derivatives vanish
in time (i.e. ˙̄x = 0). Therefore, the average static displacement of the oscillator is:

0 = −meffΩ2
mx̄+ ~Gā2,

x̄ =
~Gn̄
meffΩ2

m

.

This equation shows the mean position of the oscillator is proportionally displaced
by some amount of radiation pressure. For the intracavity field equation of motion
we have:

0 = i(∆ +Gx̄)ā− κ

2
ā+
√
κeāin,

ā =

√
κeāin

−i(∆ +Gx̄) + κ/2
.
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Since only the dynamics of the system are considered, the static displacement can
be lumped into the detuning

∆̄ ≡ ∆ +Gx̄. (3.5)

Now, we return to the previously assumed solutions to analyze the system about
equilibrium positions. Therefore inserting the full solution now (and ā∗ = ā since it
is a real quantity),

d2

dt2
δx̂(t) = −Ω2

m(x̄+ δx̂(t)) +
~G
meff

(ā+ δâ†(t))(ā+ δâ(t))− Γm
d

dt
δx̂(t) +

√
Γmξ̂(t),

d2

dt2
δx̂(t) = −Ω2

mδx̂(t) +
~G
meff

(
āδâ(t) + āδâ†(t) + δâ†(t)δâ(t)

)
− Γm

d

dt
δx̂(t) +

√
Γmξ̂(t),

d2

dt2
δx̂(t) + Γm

d

dt
δx̂(t) + Ω2

mδx̂(t) =
~G
meff

ā
(
δâ(t) + δâ†(t)

)
+
√

Γmξ̂(t).

The last equation represents the classical damped harmonic oscillator on the LHS
with the external driving terms (radiation pressure force and thermal motion) on the
RHS. The term ∝ δâ†(t)δâ(t) was removed due to its extremely small significance.
The other dynamic equations of motion are:

δ ˙̂a(t) = i∆δâ(t)− κ

2
δâ(t) + iG(x̄+ δx̂(t))(ā+ δâ(t)) +

√
κeδâin(t) +

√
κ0δâvac(t),

= i∆δâ(t)− κ

2
δâ(t) + iGx̄δâ(t) + iGāδx̂(t) +

√
κeδâin(t) +

√
κ0δâvac(t),

d

dt
δâ(t) =

(
i∆̄− κ

2

)
δâ(t) + iGāδx̂(t) +

√
κeδâin(t) +

√
κ0δâvac(t),

⇒ d

dt
δâ† =

(
−i∆̄− κ

2

)
δâ†(t)− iGāδx̂†(t) +

√
κeδâ

†
in(t) +

√
κ0δâ

†
vac(t).

One may notice in the middle of the expansion that the term ∝ x̄ā was omitted;
this is due to the lack of time dependence and therefore does not contribute to the
dynamic solution. The easiest way to get rid of these derivatives is to look at the
solution in the frequency domain (δx̂†(Ω) = δx̂(Ω) for the Hermitian operator), so
we Fourier transform the equations2. A quick sidetone for the reader: at this point
the analysis is carried forward with the aim of theoretically investigating dynamical
sideband cooling. The approach for optomechanically induced transparency (OMIT)

2The Fourier transform is taken here to be f(Ω) ≡
´∞
−∞ f(t)e+iΩtdt. In addition, it is

useful to note the property δâ†(Ω) = (δâ(−Ω))†. Using these properties, one can show that

F
[
d
dtf(t)

]
= −iΩf(Ω) using the transform in reverse. If f(t) = 1

2π

´∞
−∞ F (Ω)e−iΩtdΩ, then

f ′(t) = d
dt

(
1

2π

´∞
−∞ F (Ω)e−iΩtdΩ

)
= −1

2π

´∞
−∞ iΩF (Ω)e−iΩtdΩ. Hence, the result follows by defi-

nition of the transform.
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branches mathematically from here, but is shown for clarity in Appendix D.

3.2 Dynamic Optomechanics

We continue with the derivation for the dynamic equations of optomechanics, after
performing a Fourier transform, that give rise to optomechanical damping, frequency
shifts, and backaction:

−Ω2δx̂(Ω) + Ω2
mδx̂(Ω)− iΩΓmδx̂(Ω) =

~G
meff

ā
(
δâ(Ω) + δâ†(Ω)

)
+
√

Γmδξ̂(Ω), (3.6)

−iΩδâ(Ω) =
(
i∆̄− κ

2

)
δâ(Ω) + iGāδx̂(Ω) +

√
κeδâin(Ω) +

√
κ0δâvac(Ω), (3.7)

−iΩδâ†(Ω) =
(
−i∆̄− κ

2

)
δâ†(Ω)− iGāδx̂†(Ω) +

√
κeδâ

†
in(Ω) +

√
κ0δâ

†
vac(Ω). (3.8)

In turning our attention to the mechanical oscillator equation, one can see the dy-
namical radiation pressure force fluctuations on the RHS has the form

δF̂rp(Ω) = ~Gā
(
δâ(Ω) + δâ†(Ω)

)
, (3.9)

and also identify the thermal driving force (Brownian motion) as:

δF̂th(Ω) = meff

√
Γmξ̂th(Ω). (3.10)

In order to solve for the radiation forcing terms, we can see from the previous
equations in frequency space that(

−iΩ− i∆̄ +
κ

2

)
δâ(Ω) = iGāδx̂(Ω) +

√
κeδâin(Ω) +

√
κ0δâvac(Ω),

δâ(Ω) =
iGāδx̂(Ω) +

√
κeδâin(Ω) +

√
κ0δâvac(Ω)

−i
(
∆̄ + Ω

)
+ κ

2

,

→ δâ†(Ω) =
−iGāδx̂(Ω) +

√
κeδâ

†
in(Ω) +

√
κ0δâ

†
vac(Ω)

i
(
∆̄− Ω

)
+ κ

2

.
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Inserting the previous expressions into Eq. 3.9 yields

δF̂rp(Ω) = ~Gā

[
iGāδx̂(Ω) +

√
κeδâin(Ω) +

√
κ0δâvac(Ω)

−i
(
∆̄ + Ω

)
+ κ

2

+
−iGāδx̂(Ω) +

√
κeδâ

†
in(Ω) +

√
κ0δâ

†
vac(Ω)

i
(
∆̄− Ω

)
+ κ

2

]
,

= i~G2ā2 δx̂(Ω)

−i
(
∆̄ + Ω

)
+ κ

2

− i~G2ā2 δx̂(Ω)

i
(
∆̄− Ω

)
+ κ

2

+ ~Gā
√
κeδâin(Ω) +

√
κ0δâvac(Ω)

−i
(
∆̄ + Ω

)
+ κ

2

+ ~Gā
√
κeδâ

†
in(Ω) +

√
κ0δâ

†
vac(Ω)

i
(
∆̄− Ω

)
+ κ

2

.

We reform the denominator of the two terms containing the mechanical coordinate δx̂
by multiplying by the complex conjugate and then sorting real and imaginary terms.
The result gives the desired radiation pressure force fluctuations:

δF̂rp(Ω) = −~G2ā2

(
∆̄ + Ω

(∆̄ + Ω)2 + (κ/2)2
+

∆̄− Ω

(∆̄− Ω)2 + (κ/2)2

)
δx̂(Ω)︸ ︷︷ ︸

Optical Spring (In Phase)

+ i~G2ā2

(
κ/2

(∆̄ + Ω)2 + (κ/2)2
− κ/2

(∆̄− Ω)2 + (κ/2)2

)
δx̂(Ω)︸ ︷︷ ︸

Optical Damping (Out of Phase)

+ ~Gā
√
κeδâin(Ω) +

√
κ0δâvac(Ω)

−i
(
∆̄ + Ω

)
+ κ/2

+ ~Gā
√
κeδâ

†
in(Ω) +

√
κ0δâ

†
vac(Ω)

i
(
∆̄− Ω

)
+ κ/2︸ ︷︷ ︸

Quantum Backaction Terms

.

A nice picture of the components of radiation pressure force fluctuations is presented
above. The dynamical backaction terms are composed of the optical spring and opti-
cal damping terms whereas the quantum backaction introduces limitations because it
contains the only sources of noise and fluctuations. However, the dynamical backac-
tion terms are rather presented in a mechanical susceptibility, which may make more
intuitive sense that the oscillator is responding to the incident electromagnetic field.
Intuitively, the mechanical susceptibility describes the response of an mechanically-
compliant object to a force. Therefore, the mechanical susceptibility for the oscillator
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Figure 3.4: The mechanical susceptibility is plotted here with meff = 1 kg, Ωm/2π = 1
kHz, and Qm = 1 × 103. For frequencies much larger than Ωm the response drops
off as |χm(Ω) � Ωm| ∝ 1/Ω2 (20 dB per decade). For frequencies below Ωm, the
response has a dependence |χm(Ω� Ωm)| = 1

meffΩ2
m

.

is

χm =
δx̂(Ω)

δF̂rp(Ω) + δF̂th(Ω)
,

= m−1
eff (Ω2

m − Ω2 − iΓmΩ)−1.

In order to group the dynamical terms into the mechanical susceptibility, the
radiation pressure force fluctuations only contain the quantum noise (back-action)
terms, which are not included in the effective mechanical susceptibility:

δF̂rp(Ω)→ δF̂rp(Ω) = δF̂rp + δF̂ qba
rp (Ω). (3.11)

This means the effective mechanical susceptibility has the form:

χeff = m−1
eff

[(
Ω2
m + 2ΩδΩm

)
− Ω2 − iΩ (Γm + Γopt(Ω))

]−1
. (3.12)
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with the following definitions (taken from the previous radiation pressure force fluc-
tuation with a small modification of dividing by meff for consistency). Small fre-
quency changes around δ(Ω2) ≈ 2ΩδΩm are considered and (for this derivation) the
dynamic optomechanical characteristics of mechanical frequency shift and optome-
chanical damping are:

δΩm =
1

2Ωmeff

Re
[
δF̂rp(Ω)

]
,

Γopt =
1

Ωmeff

Im
[
δF̂rp(Ω)

]
.

Using this definition as well as re-arranging the coefficients the final expressions are:
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Figure 3.5: The dynamic equations for the optomechanical damping rate (left axis)
and mechanical frequency shift (right axis) as a function of detuning. The equations
are plotted with parameters: Q = 1 × 106, Ωm/2π = 25 kHz, κ0/2π = κex/2π = 10
kHz, meff = 1 mg, Pin = 0 dBm, and G/2π = 1 MHz/µm. Notice that the optimal
detuning may not always be ∆̄ = ±Ωm.
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δΩm =
g2

0n̄cavΩm

Ω

(
∆̄ + Ω

(∆̄ + Ω)2 + (κ/2)2
+

∆̄− Ω

(∆̄− Ω)2 + (κ/2)2

)
,

Γopt(Ω) =
g2

0n̄cavΩm

Ω

(
κ

(∆̄ + Ω)2 + (κ/2)2
− κ

(∆̄− Ω)2 + (κ/2)2

)
.

See Ch. 3.4 below for a detailed and alternative derivation of the modified cavity
frequency and damping rates. If we consider frequencies close to the mechanical
frequency Ω ≈ Ωm,

δΩm = g2
0n̄cav

(
∆̄ + Ωm

(∆̄ + Ωm)2 + (κ/2)2
+

∆̄− Ωm

(∆̄− Ωm)2 + (κ/2)2

)
, (3.13)

Γopt(Ω) = g2
0n̄cav

(
κ

(∆̄ + Ωm)2 + (κ/2)2
− κ

(∆̄− Ωm)2 + (κ/2)2

)
(3.14)

and the total effective mechanical frequency and decay rate succinctly stated as:

Ωeff = Ωm + δΩm, (3.15)

Γeff = Γm + Γopt. (3.16)

A B

Figure 3.6: (A) The optomechanical damping rates as a function of detuning and
cavity quality factor. The left-hand side has Γopt > 0 (cooling) whereas the right-
hand side has Γopt < 0 (heating). (B) The mechanical frequency shifts due to the
optomechanical interaction. This calculation was done for a fairly massive mechan-
ical oscillator at meff =1 mg with a large amount of power at Pin = 0 dBm and
coupling of G/2π = 1 MHz/µm. Notice that a second set of detunings are possible
for cooling/heating around ∆̄ = 0 for Q > 5 million.
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See Figs. 3.5, 3.6 for a visual representation how these parameters change depend-
ing upon the detuning of the laser (microwave) pump signal. The double-sided force
power spectral density can be defined as

2πδ(Ω + Ω′)Sff (Ω) =
〈
δf̂(Ω)δf̂(Ω′)

〉
, (3.17)

and the displacement power spectral density includes the mechanical susceptibility
for converting the force into a detectable displacement:

Sxx(Ω) = |χeff|2 SFF (Ω). (3.18)

If we consider the thermal motion as the driving force, namely thermomechanical
motion [43], the thermal force in the Heisenberg-Langevin equations is δF̂th(Ω) =
meff

√
Γmξ̂(Ω). The corresponding thermal force power spectral density (PSD) would

be written as3:

2πδ(Ω + Ω′)SthFF (Ω) =
〈
δF̂th(Ω)δF̂th(Ω

′)
〉
,

S̄thFF (Ω) = meffΓm~Ω

[
coth

(
~Ω

2kBTm

)
+ 1

]
.

One can evaluate this expression in terms of the thermal force fluctuation PSD to
arrive at the classical result of

SthFF = 2meffΓm ~Ω(n̄+ 1/2)︸ ︷︷ ︸
kBT

, (3.19)

or alternatively, for the single-sided thermal force power spectral density SthF =
4meffΓmkBT . This means the area underneath the Lorentzian curve generated by
the signal can be integrated to find the rms displacement of the oscillator:〈

δx̂2
rms

〉
=

ˆ ∞
−∞

Sxx(Ω)
dΩ

2π
=

ˆ ∞
−∞
|χeff|2 SFF (Ω)

dΩ

2π
. (3.20)

3The commutation relation for the noise operators is
〈
δξ̂th(Ω)δξ̂†(Ω′)

〉
= 2πδ(Ω +

Ω′)~meffΩ
(

coth
(

~Ω
2kBT

)
+ 1
)

. In addition, we use the notation of the symmetrised power spec-

tral density S̄OO(Ω) ≡ SOO(Ω)+SOO(−Ω)
2 . Also, keep in mind the relationship of the single-sided PSD

as well SO(Ω) ≡ 2S̄OO(Ω).
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3.3 The Mechanical Susceptibility

The mechanical susceptibility can be described as the ability of an arbitrary mechan-
ical resonator to convert a force into a displacement (i.e. transduction of force and
displacement). A short section has been devoted to this topic because integrating
the mechanical susceptibility requires the use of residue calculus and contour inte-
grals. To start off, the motivation for this topic arrives in obtaining the mean-squared
deviation for the mechanical oscillator,〈

δx̂2
rms

〉
=

ˆ ∞
−∞
|χeff(Ω)|2

(
Sth
FF (Ω) + Sqba

FF (Ω)
) dΩ

2π
. (3.21)

We recall Γeff ≡ Γm + Γopt and Ωeff = Ωm + δΩm ≈ Ωm. Therefore the mechanical
susceptibility can be re-written as

χeff(Ω) =
1

meff

[
Ω2
m − Ω2 − iΩΓeff

]−1
,

⇒ |χeff(Ω)|2 =
1

m2
eff

1

(Ω2
m − Ω2)2 + Ω2Γ2

eff

,

=
1

m2
eff

1

(Ωm + Ω)(Ωm − Ω) + iΩΓeff

· 1

(Ωm + Ω)(Ωm − Ω)− iΩΓeff

.

In looking at the denominator, the pole solutions are

Ω =
−iΓeff ± i

√
Γ2

eff − 4Ω2
m

−2︸ ︷︷ ︸
Solution #1,Ω1

,
iΓeff ± i

√
Γ2

eff − 4Ω2
m

−2︸ ︷︷ ︸
Solution #2,Ω2

. (3.22)

Notice that only the first solution will play a role due to its positive nature (multiply
through the negative in the denominator) in the contour integral because the contour
is taken to be in the upper-half plane. Remember that the integral is taken along the
real axis (from −∞ to +∞) and has to reconnect because it is a contour, therefore
integrating along either the upper or lower imaginary plane. The solutions enclosed
within the contour are the residues and the location is the pole. To evaluate the
residue at the pole,

R(z − z0) = lim
z→z0

(z − z0)f(z). (3.23)

So, for the solutions obtained above the residue is:

R(Ω− Ω1) = lim
Ω→Ω1

(
Ω−

iΓeff ± i
√

Γ2
eff − 4Ω2

m

2

)
|χeff(Ω)|2 .
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To evaluate this expression it is useful to perform long division. The long division
expression cannot be formatted in an elegant manner, so the quotient is written. The
solution divides evenly with the factor

−Ω +
i

2
Γeff ±

i

2

√
Γ2

eff − 4Ω2
m.

Therefore, in defining η ≡
√

Γ2
eff − 4Ω2

m for shorthand notation, the residue at the
first pole solution can be expressed as (also plugging in the solution #1 for the limit):

R(Ω− Ω1) =
1

m2
eff

· 1

−Ω + iΓeff

2
± i

2
η
· 1

Ω2
m − Ω2 − iΩΓeff

,

=
1

m2
eff

· 1
−iΓeff

2
± i

2
η + iΓeff

2
± i

2
η
· 1

Ω2
m −

(
iΓeff

2
∓ i

2
η
)2

− iΓeff

(
iΓeff

2
∓ i

2
η
) ,

=
1

m2
eff

· 1

±iη
· 1

Γ2
eff ∓ Γeffη

,

=
1

m2
eff

·

[
1

iη
(

Γ2
eff − ηΓeff

) +
1

−iη
(

Γ2
eff + ηΓeff

)],
= − i

m2
eff

·

{
2

Γ3
eff − η2Γeff

}
,

= − i

m2
eff

·

{
2

Γ3
eff − Γ3

eff + 4Ω2
mΓeff

}
,

= − i

2m2
effΩ2

mΓeff

.

Now the final step to evaluate the integral is very simple:

ˆ ∞
−∞
|χeff|2 dΩ = 2πi · Residue, (3.24)

⇒
ˆ ∞
−∞
|χeff|2

dΩ

2π
=

1

2m2
effΩ2

mΓeff

. (3.25)



CHAPTER 3. CAVITY OPTOMECHANICS 48

Therefore, the effective temperature of the mechanical oscillator mode is 4:

T =
meffΩ2

m 〈δx̂2
rms〉

kB
, (3.26)

=
meffΩ2

mS
th
FF

kB
· 1

2m2
effΩ2

mΓeff

. (3.27)

Using this information leads to the expression for the double-sided thermal force
fluctuation power spectral density we arrived at earlier,

SthFF = 2meffΓeffkBT. (3.28)

The single-sided PSD for thermal motion would have an additional factor of 2 out
front5. Keep in mind that this is a very classical result. If one wanted to convert to
displacement power spectral density using the thermal force fluctuation PSD, then
because of the fact that x(ω) = χ(ω)F (ω) and thermal motion is the only driving
mechanism,

Sxx(Ω) = |χm(Ω)|2SthFF (Ω). (3.29)

3.4 The Modified Susceptibilities and Rates

We consider an alternative method for deriving the dynamical equations using a
common approach with the optomechanical “self-energy” and it is best to begin with
the equations of motion. Recall that we assumed the ansatz x̂(t) = x̄ + δx̂(t) and
â(t) = ā + δâ(t) and plugged in (thereby including the radiation force term) for the
linearized equations:

δ ¨̂x(t) + Γmδ ˙̂x(t) + Ω2
mδx̂(t) =

~G
meff

(
āδâ(t) + āδâ†(t) + δâ†(t)δâ(t)

)
+
Ftherm

meff

, (3.30)

δ ˙̂a(t) = i∆̄δâ(t) + iGāδx̂(t)− κ

2
δâ(t)− F̂noise(t). (3.31)

4Recall that 〈E〉 = meffΩ2
m

〈
δx̂2

rms

〉
= kBT .

5Note that 2
´∞

0
=
´∞
−∞
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The term corresponding to δâ†δâ can be ignored due to smallness. Recalling the
definition of the Fourier transform with a few identities,

F [f(t)] ≡ f(Ω) =

ˆ ∞
−∞

f(t)eiΩtdt, (3.32a)

F

[
d

dt
â(t)

]
= −iΩâ(Ω), (3.32b)

δâ†(Ω) = (δâ(−Ω))† . (3.32c)

Therefore, we take the Fourier transform6 and arrive at:

−Ω2δx̂[Ω]− iΩΓmδx̂[Ω] + Ω2
mδx̂[Ω] =

~G
meff

ā
(
δâ†[−Ω] + δâ[Ω]

)
+
Ftherm[Ω]

meff

,

−iΩδâ[Ω] = i∆̄δâ[Ω] + iGāδx̂[Ω]− κ

2
δâ[Ω]− F̂noise[Ω].

Simplifying this expression for the field amplitude reduces to:

δâ[Ω]
(
−iΩ− i∆̄ +

κ

2

)
= iGāδx̂[Ω]− F̂therm[Ω],

δâ[Ω] = χc[Ω]
(
iGāδx̂[Ω]− F̂noise[Ω]

)
,

where the cavity susceptibility is introduced and defined here as χ−1
c ≡ κ/2−i(∆̄+Ω).

For simplicity we drop the noise term in the cavity; this can be justified as all the
optomechanical interactions will soon be lumped into a single term and dominate the
noise terms. Inserting this into the mechanical equation of motion above shows

− Ω2δx̂[Ω]− iΩΓmδx̂[Ω] + Ω2
mδx̂[Ω] =

~G
meff

ā

(
χ∗c [Ω] (−iGāδx̂∗[−Ω]) +

+ χc[Ω] (iGāδx̂[Ω])

)
+
Ftherm[Ω]

meff

.

6For the derivation of the complex conjugate portion, x̂[Ω] =
´
x̂[t]eiΩtdt→ x̂[t] =

´
x̂[Ω]e−iΩtdΩ,

then taking the complex conjugate x̂∗[t] =
[ ´

x̂[Ω]e−iΩtdΩ
]∗

=
´
x̂∗[Ω]e+iΩtdΩ, and letting

Ω → −Ω′, then x̂∗[t] =
´
x̂∗[−Ω′]e−iΩ

′tdΩ. Therefore, x̂∗[t] = F−1
[
x̂∗(−Ω)

]
, which leads to the

conclusion ∴ F
[
x̂∗[t]

]
= x̂∗[−Ω].
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Using the definition of a Fourier transform, the real nature of the mechanical fluctu-
ations leads to δx̂[Ω] = (δx̂[−Ω])∗:

δx̂[Ω]

[
Ω2
m − Ω2 − iΩΓm +

i~G2ā2

meff

(
χc[Ω]− χ∗c [−Ω]

)]
=
Ftherm

meff

,

δx̂[Ω] =
Ftherm

meff

(
Ω2
m − Ω2 − iΩΓm

)
+ Σ[Ω]

≡ χxxFtherm,

where χxx is the modified susceptibility and we are using the definition given by [30]
and

Σ(Ω) ≡ −i~G2ā2
(
χc[Ω]− χ∗c [−Ω]

)
(3.33)

is called the “optomechanical self-energy.” This conveniently modifies a conventional
susceptibility into one that includes all the optomechanical interactions into a single
term. For this reason we can now look at the real and imaginary components of this
Σ[Ω] term. Now, using the definition of the cavity susceptibility, let us expand the
variable,

Σ(Ω) = ~G2ā2

[
−iκ/2 + (∆̄ + Ω)

(κ/2)2 + (∆̄ + Ω)2
− −iκ/2− (∆̄− Ω)

(κ/2)2 + (∆̄− Ω)2

]
.

The real part of the self-energy term (which is in phase with displacement coordinate
from above) is proportional to the mechanical frequency shift (known as the “optical
spring”) and for Ω ≈ Ωm

7:

δ(Ω2) =
1

meff

Re [Σ(Ω)] , (3.34)

⇒ δΩm ≈ g2
0n̄cav

[
(∆̄ + Ωm)

(κ/2)2 + (∆̄ + Ωm)2
+

(∆̄− Ωm)

(κ/2)2 + (∆̄− Ωm)2

]
. (3.35)

Similarly, for the imaginary part of the optomechanical self-energy (also changing
coefficients and Ω ≈ Ωm), which is out-of-phase with the displacement coordinate
and therefore represents a velocity, or dampening:

Γopt = − 1

Ωmeff

Im [Σ(Ωm)] , (3.36)

⇒ Γopt = g2
0 ā

2

[
κ

(κ/2)2 + (∆̄ + Ωm)2
− κ

(κ/2)2 + (∆̄− Ωm)2

]
. (3.37)

7Remember that we approximate δ(Ω2
m) ≈ 2ΩδΩm
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Therefore, Γopt is the “optomechanical damping rate” and both are identical to the
expressions we derived earlier in Eqns. 3.13, 3.14 using the radiation pressure force
fluctuations.

3.5 Optomechanical Cooling and Amplification

Therefore, in using the equipartition theorem meffΩ2
m 〈δx̂2

rms〉 = kBT we can see that
integrating the displacement spectral density leads to a mode temperature of the
oscillator,

T =
meffΩ2

m 〈δx̂2
rms〉

kB
. (3.38)

Likewise, knowing the mechanical frequency, the mode temperature of the oscilla-
tor can be expressed as an occupation number (phonon quanta) of the oscillator
using n̄m = kBT

~Ωm
or Bose-Einstein statistics for small occupation numbers n̄m =[

e
~Ωm
kBT − 1

]−1

. It can be shown from the above equation for the radiation pressure

fluctuations (starting with Eq. 3.9) that the quantum backaction force power spectral
density is

S̄qba
FF (Ω) = ~2G2n̄cavκ

(
1

(∆̄ + Ω)2 +
(
κ
2

)2

)
,

S̄qba
FF (Ω) ≈ S̄qba

FF (Ωm) = ~meffΩ(A− + A+),

where

A± = g2
0n̄cavκ

(
1

(∆̄∓ Ωm)2 +
(
κ
2

)2

)
. (3.39)

The convention of A± also allows us to express the optomechanical damping as Γopt =
A−−A+, indicating that the best scattering is achieved for the largest imbalance in the
amplitudes proportional to the anti-Stokes (∝ A−) and Stokes (∝ A+) scattering rates
(see Fig. 3.7). This is why the aim of a sideband-resolved cavity is important, because
the optomechanical damping is maximized. A sideband-resolved cavity implies that
sidebands generated on the cavity spectrum by the mechanical element are able to
be resolved outside of the cavity linewidth (Ωm � κ). Most often the cavities and
mechanical oscillators we used were on the border of this criteria (Ωm ≈ κ). Using the
energy of a harmonic oscillator E = ~Ω(n̄ + 1/2) and integrating the full expression
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of Eq. 3.20 leads to the phonon occupation of the mechanical resonator:

n̄ =
n̄thΓm + A+

Γeff

, (3.40)

=
n̄thΓm +

x2
zpf

~2 S
qba
FF (−Ω)

Γeff

, (3.41)

=
n̄thΓm + n̄cΓopt

Γeff

. (3.42)

In other words, the phonon occupation is a weighted balance between the intrinsic
mechanical damping and the ability to cool the system using optomechanical damping
(see Fig. 3.8). Notice that for any appreciable optomechanical cooling one must have
Γopt ≥ Γm. The minimal achievable phonon occupation under optimal detuning for
both sideband resolved and unresolved cavities is

n̄min(∆̄optimal) =
κ2

16Ω2
m

→ Sideband Resolved, (3.43)

n̄min(∆̄optimal) =
κ

4Ωm

→ Sideband Unresolved, (3.44)

and additional details and alternative derivations (such as Fermi’s golden rule and
detailed balance equations) can be found in Appendix C. Since the optomechanical
damping is positive for a red-detuned pump and negative for a blue-detuned pump,
this implies cooling and heating of the mechanical resonator. In order to cool an
optomechanical system one needs to red-detune a pump laser and heating occurs
for a blue-detuned laser. It may be important to clarify that the sensitivity is not
enhanced due to sideband cooling because the mechanical Qm drops (Γeff > Γm) as
the cooling is increased.

3.6 Standard Quantum Limit

We have done some calculations assuming an arbitrary power incident on the cavity,
however, in all reality there comes a point at which this breaks down. The pump
signal under sufficient power will begin to perturb the actual measurement of the
oscillator, known as backaction. Under low powers, there is an insufficient signal to
accurately measure the oscillator, known as imprecision. The balance of these two
processes is known as the standard quantum limit [30,44,45].

The analysis for the standard quantum limit picks up with Eqns. 3.6-3.8 and is
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Cavity Resonance

COOLING

Cavity Resonance

AMPLIFICATION

Figure 3.7: The experimental approach for detuning a pump laser (microwave) signal
to achieve cooling or amplification (heating). This picture has been drawn for the
resolved sideband regime where Ωm � κ and the non-resonant scattered frequencies
are far outside the cavity linewidth such that they are considered negligible.

written below for clarification: 8

−Ω2δx̂(Ω) + Ω2
mδx̂(Ω)− iΩΓmδx̂(Ω) =

~G
meff

ā
(
δâ(Ω) + δâ†(Ω)

)
+
√

Γmδξ̂(Ω),

−iΩδâ(Ω) =
(
i∆̄− κ

2

)
δâ(Ω) + iGāδx̂(Ω) +

√
κeδâin(Ω) +

√
κ0δâvac(Ω),

−iΩδâ†(Ω) =
(
−i∆̄− κ

2

)
δâ†(Ω)− iGāδx̂†(Ω) +

√
κeδâ

†
in(Ω) +

√
κ0δâ

†
vac(Ω).

At this point we can introduce input-output theory δâout(Ω) = δâin(Ω)−√ηcκδâ(Ω)

as well as the only non-zero commutation relationship
〈
δâin(Ω)δâ†in(Ω′)

〉
= 2πδ(Ω +

Ω′). We also consider resonant-probing of the system (i.e. ∆̄ = 0) and introduce a
different notation for coupling ηc ≡ κe

κ0+κe
9, which identifies the waveguide coupling

8The Fourier transform is taken here to be f(Ω) ≡
´∞
−∞ f(t)e+iΩtdt. In addition, it is

useful to note the property δâ†(Ω) = (δâ(−Ω))†. Using these properties, one can show that

F
[
d
dtf(t)

]
= −iΩf(Ω) using the transform in reverse. If f(t) = 1

2π

´∞
−∞ F (Ω)e−iΩtdΩ, then

f ′(t) = d
dt

(
1

2π

´∞
−∞ F (Ω)e−iΩtdΩ

)
= −1

2π

´∞
−∞ iΩF (Ω)e−iΩtdΩ.

9ηc is a ratio of waveguide loss to total loss, therefore the value cannot exceed 1, whereas β is a
ratio of waveguide coupling loss to internal cavity loss and can take arbitrarily large values.



CHAPTER 3. CAVITY OPTOMECHANICS 54

Figure 3.8: Theoretical ground state cooling is shown possible for a mechanical oscil-
lator at T = 50 mK with meff = 1 ng, Ωm/2π = 100 kHz, Pin = 0 dBm, and G/2π = 1
MHz/µm as a function of the electromagnetic cavity Q. The mechanical phononic
occupation saturates to the level of the electromagnetic photonic occupation under
sufficient cooling parameters. The cooling power is quite large for this calculation,
however the coupling can easily be increased to reduce the incident power.

and is frequently seen throughout optomechanics:

âout(Ω) = δâin(Ω)−
√
ηcκ

−iΩ + κ/2
(iGāδx̂(Ω) +

√
κexain +

√
κ0âvac) . (3.45)

In the same way that a field can be represented as a sum of two quadratures α =
X1 + iX2, we can write the phase quadrature as a sum of the real output field:

δp̂out(Ω) = −i(âout(Ω)− â†out(Ω)). (3.46)

Then, by simple definition of the power spectral density:

S̄out
pp (Ω) ≡ 1

2

(
Sout
pp (Ω) + Sout

pp (−Ω)
)
,

2πδ(Ω + Ω′)Sout
pp (Ω) =

〈
δp̂out(Ω)δp̂†out(Ω

′)
〉
.
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Therefore, in solving for the phase power spectral density and using the commutators
we arrive at:

S̄out
pp (Ω) = 1 +

4ā2G2ηcκ

Ω2 + (κ/2)2
S̄xx(Ω),

= 1 +
S̄xx(Ω)

S̄im,qn
xx (Ω)

,

where we have identified the mechanical displacement spectrum S̄xx and the quantum
displacement imprecision power spectral density as

S̄im,qn
xx (Ω) =

Ω2 + (κ/2)2

4ā2G2ηcκ
. (3.47)

In order to obtain the backaction power spectral density, we can look at the
radiation force as F̂rp = ~Gâ†â and then plug in the solution â = ā+ δâ. We will also
ignore terms proportional to ā2 because they are time-independent (i.e. static shift)
and δâδâ† because they are negligible:

δF̂rp(Ω) = ~Gā
(
δâ(Ω) + δâ†(Ω)

)
.

In the same manner as before, backaction power spectral density is

2πδ(Ω + Ω′)S̄ba,qn
FF (Ω) =

〈
δF̂rp(Ω)δF̂ †rp(Ω

′)
〉
,

= 2πδ(Ω + Ω′)ā2G2~2 κ

Ω2 + (κ/2)2
.

Just to recall, we have identified the two important spectral densities (at zero
temperature):

S̄im,qn
xx (Ω) =

Ω2 + (κ/2)2

4ā2G2ηcκ
, (3.48)

S̄ba,qn
FF (Ω) = ā2G2~2 κ

Ω2 + (κ/2)2
. (3.49)

As a quick check, we can quickly see that the Heisenberg-Uncertainty principle is
satisfied:

S̄im,qn
xx (Ω)S̄ba,qn

FF (Ω) =
~2

4ηc
≥ ~2

4
.

The best approach from here is to identify the intracavity field photon number at
the standard quantum limit and plug into the spectral densities. Therefore we can
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solve for ā2
SQL by considering the two mechanisms that contribute to uncertainty are

equal S̄im,qn
xx (Ω) = |χm(Ωm)|2S̄ba,qn

FF (Ω):

ā2
SQL =

Ω2 + (κ/2)2

2G2κ~√ηc
meffΩmΓm. (3.50)

Recall that the photon number (for a single port cavity) is written as

â†â = |ā|2 =
4ηcκ

4∆2 + κ2
|s̄in|2,

where the incident power is introduced as Pin = ~ω|s̄in|2. Another simplification is
made when we consider driving on resonance (i.e. ∆̄ = 0) → ā2

SQL = 4ηc
κ
|s̄in|2, which

we can use to identify the power incident on the cavity to reach the standard quantum
limit:

PSQL =
~ωL|āSQL|2κ

4ηc
, (3.51)

= Γm~ωL
κ2

64g2
0η

3/2
c

(
1 +

4Ω2
m

κ2

)
. (3.52)

The next steps (for completeness) involve deriving a relationship for the total
displacement uncertainty power spectral density. For the general case of the impreci-
sion, let us again solve the following for any frequency Ω instead of Ωm as was done
previously:

S̄im,qn
xx (Ω) = |χm(Ω)|2S̄ba,qn

FF (Ω),

⇒ ā2
SQL =

Ω2 + (κ/2)2

2G2κ~√ηc
·meff

(
(Ω2

m − Ω2)2 + Ω2Γ2
m

)1/2
.

In plugging back in to Eq. 3.48 we have

S̄im,qn
xx (Ω) =

~
2
√
ηc

1

meff ((Ω2
m − Ω2)2 + Ω2Γ2

m)1/2
,

=
~

2
√
ηc
|χm(Ω)|.

Note that on resonance Ω = Ωm the displacement imprecision power spectral density
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at the standard quantum limit is:

S̄im,SQL
xx (Ωm) =

~
2
√
ηcmeffΩmΓm

,

S̄ba,SQL
FF (Ωm) =

~meffΩmΓm
2
√
ηc

.

The final step is to solve for the total added noise at zero temperature (sometimes
denoted S̄add

xx ) by identifying that the minimum is a sum of the two uncertainties:

S̄add
xx (Ω) = S̄im,qn

xx (Ω) + |χm(Ω)|2S̄ba,qn
FF . (3.53)

The total added uncertainty for the displacement spectral density (illustrated in
Fig. 3.9) in the presence of a non-zero temperature is:

S̄tot
xx (Ω) = S̄im,qn

xx (Ω) + |χm(Ω)|2S̄ba,qn
FF + |χm(Ω)|2S̄th

FF . (3.54)

Note that the added displacement imprecision due to thermal noise is S̄th
xx(Ω) =

|χm(Ω)|2S̄th
FF .The minimum added noise in measuring the optomechanical device is

Sadd
xx (Ω) ≥ SSQL

xx (Ω) = ~|Im[χm(Ω)]|, in which both noise sources contribute equally
at the standard quantum limit. This can be easily seen by evaluating Eq. 3.53. A
simple ratio can be seen by considering the thermal noise peak with respect to the
displacement spectral density of the standard quantum limit:

Sth
xx(Ωm)

SSQL
xx (Ωm)

= 2nth. (3.55)

In other words, the relationship between the thermal mechanical peak and the stan-
dard quantum limit is only 2 times the mechanical occupancy. Another useful rela-
tionship to consider is the amount of backaction in comparison to the thermal force
fluctuations:

Sba,qn
FF (Ωm)

Sth
FF

=
1

1 + 4Ω2
m

κ2

4g2
0 ā

2

κΓmnth

≈ C0
ncav

nth

, (3.56)

where the approximation is valid for the bad-cavity limit Ωm � κ and the optome-

chanical bare cooperativity C0 ≡ 4g2
0

κΓm
has been introduced.

3.7 Effective Mass and Thermomechanical Noise

A quick discussion of the effective mass is needed to better understand the concepts
of thermomechanical noise and cooling. The effective mass of an oscillator is best
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Figure 3.9: (A) The frequency domain representation of the total imprecision and
contributions as it relates to the observed mechanical spectrum. (B) The standard
quantum limit illustrated as a trade-off between imprecision and backaction. The
highlighted blue region corresponds to squeezing where the imprecision drops below
the SQL at the expense of increased noise in the opposite quadrature being measured.
The total uncertainty also includes the thermal noise of the mechanical resonator and
is thus raises the imprecision level.

understood as the fraction of total mass that is mechanically compliant. For example,
the mass near the frame of a tensioned circular membrane does not contribute much
to the overall motion of the resonator. Additionally, the thermomechanical noise does
not need to be obtained from the fundamental mode of a mechanical resonator [43].
If one knows the effective mass of the higher-order modes, the thermomechanical
temperatures can be extracted from those higher frequencies. While the effective
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masses for a circular membrane vary depending upon the mode of interest, the square,
or rectangular, membrane has equal effective mass for all modes and evaluates to a
simple fraction meff = m/4.

In the absence of driving the mechanical resonator experiences Brownian motion
at temperature T , a white noise force with a single-sided force power spectral density:

Sth
F =

4kBTmeffΩm

Qm

.

The introduction of meff is important because we are not limited to the calibrating
the thermal motion of the fundamental mode [43]. For our system, this proves to
be valuable because the spectrum is much more quiet around the higher radially-
symmetric (0,2) and (0,3) modes. We can relate this force to the displacement
Sthx (Ω) = |χm(Ω)|2 SthF through the mechanical susceptibility:

Sth
x (Ω) =

4kBTΩm

meffQm

(
(Ω2

m − Ω2)2 +
(

ΩΩm
Qm

)2
) .

Especially for the re-entrant cavity, the sensitivity is highly dependent upon the
gap size and decreases as the gap is increased. We use a phase-bridge microwave
circuit to detect the frequency shift (dV

df
) of the mechanical motion ( df

dx
) imprinted

onto the microwave signal to generate a conversion of volts to meters,

dV

dx
=
dV

df

df

dx
. (3.57)

In the context of a phase-bridge discriminator circuit SFD ≡ dV
df

is referred to as the

“discriminator sensitivity” (discussed further below in Sec. 3.8) whileG/2π ≡ df
dx

is the
“frequency-pull parameter” using the language of optomechanics. The discriminator
sensitivity is found by adjusting the local oscillator phase to be phase-sensitive and
modulating the microwave frequency. Conveniently, this also accounts for changes
in cavity Q and coupling as the gap size changes. For each point measurement of
thermomechanical noise, a modulated microwave tone was applied to determine dV

df
.

The frequency-pull parameter is determined analytically for the re-entrant cavities.
Since frequency and cavity quality factors change depending on the gap spacing, we
require coefficients for both domains. Therefore, the expression we fit as detected on
the FFT machine (in angular frequency units) is

Sthv (Ω, ω) =
4kBTΩm

meffQm

(
(Ω2

m − Ω2)2 +
(

ΩΩm
Qm

)2
) (SFD(ω)G(ω))2 . (3.58)
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3.8 Phase-Bridge Configuration

After attending Dr. Tobar’s lab in Australia, I was introduced to the simplistic, yet
powerful, concept of the phase-bridge setup to detect mechanical motion from the
microwave signal. Intuitively, an interference is made between a microwave tone that
has undergone modulation via the membrane motion and the microwave tone with
no modulation. Therefore, when the two signals recombine at a mixer, the IF output
reveals the mechanical oscillator spectrum. The phase bridge essentially detects phase
modulations of the cavity resonance arising from the mechanical resonator.

RF

LO

3 
dB

 H
yb

ri
d

Phase Control

Cavity

Directional
Coupler

50
 Ω

Figure 3.10: The microwave phase bridge circuit used to detect phase modulations
of the cavity resonance.

We consider a phase-bridge system in which the signal is reflected off of the cavity
rather than used in transmission. The two signals acting on the mixer are represented
here:

uRF(t) = uinc|Γ| cos(ωsyntht+ φr), (3.59)

uLO(t) = uLO cos(ωsyntht+ θ). (3.60)

The output voltage of the mixer is an ideal multiplier of the two incident signals
with a coefficient of proportionality (i.e. includes conversion loss, etc.). Here the
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voltage is DC because the two paths share the same frequency up to a phase-shift,

umix(t) = 4kuRF(t)uLO(t),

= 2kuinc|Γ|uLO cos(φr − θ),

= 2kuincuLO Im [Γ]
∣∣∣
θ=π/2

,

where the last line makes use of the expression Γ = |Γ| eiθ. The reflection coefficient
takes the form:

Γ =
β − 1− jξ
β + 1 + jξ

, (3.61)

where the variable ξ is defined by

ξ ≡ ω − ωc
∆ω0.5

, (3.62)

and ∆ω0.5 is the loaded half-maximum at half-bandwidth ∆ω0.5 = ωc
2Q

. The reflection
coefficient is rewritten in polar form in the complex plane as:

Γ =
|z1|eiφ1

|z2|eiφ2
,

=

√
(β − 1)2 + ξ2

(β + 1)2 + ξ2
exp

{
j

[
arctan

(
ξ

1− β

)
− arctan

(
ξ

1 + β

)]}
,

where we have made use of arctan(−x) = − arctan(x). The phase of the reflected
signal is the argument of the exponential

φr = arctan

(
ξ

1− β

)
− arctan

(
ξ

1 + β

)
. (3.63)

Now, to continue with evaluating the expression for the voltage signal at the output
of the mixer we need to evaluate Im[Γ] = Γ sinφr

10:

Γ sinφr =

√
(β − 1)2 + ξ2

(β + 1)2 + ξ2

2βξ
(1−β)(1+β)√

1 +
(

ξ
1−β

)2
√

1 +
(

ξ
1+β

)2
,

Γ sinφr =
2βξ

(1 + β)2 + ξ2
.

10The following trigonometric identities are useful: sin(arctan(x)) = x√
1+x2

and sin(u ± v) =

sinu cos v ± cosu sin v.
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Figure 3.11: (A) The phase bridge response as a function of pump detuning and
(B) the sensitivity of the phase bridge is optimized for a coupling coefficient of β = 1
(critically-coupled).

Furthermore, the incident power acting on the resonator is

Pinc =
u2

inc

2R
,

→ uinc =
√

2PincR.

Here R is the characteristic impedance of the line and is typically 50Ω. Therefore,
the output mixer voltage signal of the microwave phase-bridge is written as

umix = H
√
Pinc

2βξ

(1 + β)2 + ξ2
, (3.64)

where H = 2kuLO

√
2R accounts for coefficients. We can now take a look at the

sensitivity of the phase-bridge circuit. In other words, the sensitivity defines the
amount of voltage output per frequency shift, often denoted the sensitivity of the
frequency discriminator:

SFD =
dumix

dξ

dξ

dω
, (3.65)

SFD

∣∣∣
ω≈ωc

= H
√
Pinc

2β

(1 + β)2

1

∆ω0.5

. (3.66)

The analytical behavior of the phase-bridge microwave circuit is shown in Fig. 3.11.
For better performance and sensitivity a microwave interferometer needs to be built
in which carrier suppression takes place. The “dark port” is amplified by a low-noise
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amplifier, which sets the noise floor for the detection system and is much lower than
the noise floor of the mixer.



Chapter 4

Electrostatic Tunability of
Resonances

The material contained in this chapter is comprised mainly of the paper submit-
ted to AIP Advances [46] and constitutes the majority of the research because this
technique was used for subsequent experiments after the results were published. The
chapter covers three main segments of this development: 1) the physical device in con-
cept and creation, 2) the electronics developed for detection, and 3) the performance
of the tunable system in its entirety.

4.1 Physical Device

The concept of the external electrode came about in speaking with Dr. Keith Schwab.
We decided to build a bracket that adapts to the membrane to form a capacitor since
there was a metallic coating on the silicon nitride (usually 500 nm Nb or 500 nm Au).
The inspiration for this came from Keith’s old work that involved flexible diaphragms
and superfluid helium [20,47,48]. In the discussion of the created device we often used
Imperial units as was required in the machine shop and discussion with the machine
shop supervisor. Nearly all (95%) of the machine shop work was performed by the
author from vacuum flanges, to cavities, to cryogenic translation stage adapters.

An aluminum adapter plate was machined for the cavity as well as a copper elec-
trode (0.488” in diameter). The copper electrode was polished by hand on a polishing

64
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lap wheel and then sent to Caltech to coat the tip in gold. In order to electrically iso-
late the copper from the aluminum bracket, some epoxy was used that was compatible
with cryogenic use. Stycast 2850FT Black was chosen for its thermally conductive
and electrically isolating properties. A separate aluminum piece, designated the epoxy
bracket, was machined to mimic the cavity design and bond the copper electrode to
the aluminum bracket. In hindsight, there were issues once in a while with the elec-
trode shorting to the bracket; to correct this the electrode should have been wrapped
in Teflon tape before bonding the two pieces together as a better design.

Figure 4.1: Left: The original design of the external sensing electrode adapter with alu-
minum bracket before bonded together. Grooves were machined into the aluminum bracket
inner slot and copper electrode to have the epoxy maintain a firm grip on both surfaces.
Right: The assembled design with cavity that was placed into the dilution refrigerator.

Not long after this was put into place did we decide to put in a second, smaller
electrode to drive the membrane into resonance rather than simply sensing motion
(seen in Fig. 4.2). The second electrode was smaller (0.393”) and placed off-center
at a distance roughly half of the membrane radius. Another fact was that the drive
electrode had a less stringent requirement to be close to the membrane, therefore it
was placed roughly 300 µm away from the membrane. The electrodes were arranged
to ensure that the distance to the membrane was much closer than the separation
between the two electrodes. In this manner, the stray capacitance and pickup noise
are drastically reduced.
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Figure 4.2: The aluminum adapter for the cavities with two electrodes. The center
electrode is closer to the membrane and is typically used for the electrostatic actuation
and sensing whereas the off-center electrode can be used for driving.

4.2 Membrane and Capacitor - Electromechanical

Model

Consider the following setup in Fig. 4.3 where a charged electrode is brought near to
the surface of the membrane. We begin by analyzing a small displacement, x, in one
plate of a capacitor where the capacitance is written

C =
εA

d+ x
≈ εA

d

(
1− x

d

)
≡ C0

(
1− x

d

)
. (4.1)

Then, by looking at the potential energy of the capacitor and assuming there is a DC
bias voltage with an AC (oscillating) component such that V = VDC + VAC:

U(x) =
1

2
C(x)V 2, (4.2)

=
1

2
C0

(
1− x

d

)
(Vb + Vs cosωt)2 . (4.3)
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Figure 4.3: The external capacitor that is made on the outside of the cylindrical
microwave cavity.

The force is then calculated to be,

F = −dU
dx

=
1

2

C0

d
(Vb + Vs cosωt)2 , (4.4)

=
1

2

C0

d

Vs2 cos2 ωt︸ ︷︷ ︸
Force at 2ω

+ 2VsVb cosωt︸ ︷︷ ︸
Driving term

+ Vb
2︸︷︷︸

Static

 . (4.5)

We will only focus on the driving terms and neglect the oscillating force at 2ω and the
static forcing term. Meanwhile, for a damped simple harmonic oscillator the equation
of motion with the external force arising from the capacitor is

meff ẍ+meffΓmẋ+ kx =
C0

d
VsVb cosωt (4.6)

and we assume a solution of the form x(t) = x0e
iωt. In addition, the forcing term will

be written as an exponential with a reminder that only the real portion contributes
(cosωt → eiωt). The displacement amplitude can be obtained by plugging in the
assumed solution:

x0(ω) =
VsVbC0

meffd

1

(ω0
2 − ω2) + iωΓm

. (4.7)
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Now, we can look at the current flow through the capacitor1:

q(t) = C · V, (4.8)

= C0

(
1− x(t)

d

)(
Vb + Vse

iωt
)
, (4.9)

= C0

(
Vb + Vse

iωt
)
− C0

d
Vbx0(ω)eiωt. (4.10)

The product of Vse
iωt · x0(ω)eiωt oscillates at 2ω and was therefore ignored. The

current is obtained via derivative of the charge:

I = q̇ =

[
iωC0 −

iωC0Vb
d

· C0Vb
meffd

1

(ω0
2 − ω2) + iωΓm

]
Vse

iωt, (4.11)

where we have inserted the expression for x0(ω) from Eq. 4.7. This equation can
be considered with the perspective of an electric circuit with I = V/|Z|. Using this
frame of thought, the impedance appears to be a parallel combination of a capacitor
(first term) and LCR circuit. To illustrate this point we will take a quick detour to
examine an LCR circuit in series. Let us write the equation for the voltage drop
around a loop:

ε− IR− q

C
− LdI

dt
= 0, (4.12)

L
d2q

dt2
+R

dq

dt
+
q

C
= ε. (4.13)

Again, assuming an oscillatory forcing and response at frequency ω (q(t) = q0e
iωt) we

can write the following

q0(ω) =
1

L

ε

(ω0
2 − ω2) + iωR

L

. (4.14)

The current running through the LCR circuit is,

I = q̇ =
iω

L

1

(ω0
2 − ω2) + iωR

L

εeiωt. (4.15)

Remarkably, we can now begin to identify the mechanical oscillator as an electric
circuit. Let us closely compare the forms of Eq. 4.11 and Eq. 4.15 using the immediate

1 Note that the dielectric layer of SiN can be ignored in the capacitance and we only look at
the conductive, metallic layer C = 1

1
C0

+ 1
C1

≈ C0. This is completely valid even though the relative

permittivity of SiN is seven times larger than air.
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useful conversions Γm → R/L and ω0
2 → 1/(LC), we will also let ε→ Vs:

Lm =
meffd

2

C0
2Vb

2 Mechanical Inductance, (4.16)

Cm =
C0

2Vb
2

ω0
2meffd2

Mechanical Capacitance, (4.17)

Rm =
meffd

2

C0
2Vb

2

ω0

Q
Mechanical Resistance. (4.18)

As a reminder the parameters are d ≡ distance between capacitor plates (oscillator
to electrode), C0 ≡ bare capacitance of stationary membrane and electrode, Vb ≡
bias voltage, ω0 ≡ resonant frequency, Q ≡ quality factor of the oscillator. Therefore,
the electromechanical model of a mechanical oscillator and capacitor placed closely
together can be modeled as a series LCR circuit in parallel with a capacitor (see
Fig. 4.4 (c)).

4.3 Condenser Microphone Circuit

In order to detect the vibrations of the circular membrane, a common technique
was adopted from the microphone community known as the condenser microphone
circuit [49]. The method of approach is to charge up the capacitor and observe the
voltage fluctuations arising from the motion of the membrane. Therefore, a pull-up
resistor is used with resistance typically on the order of 100 MΩ to 1 GΩ. Following
the resistor is a capacitor large enough to block the voltage bias on the pull-up resistor
before entering the pre-amplifier stage.

One of the difficulties we had was impedance matching the op-amp to the external
capacitor. Apparently, for the op-amp we were using, this became an important
issue for input impedances less than 300 pF. One of the important sources of stray
capacitance is the SMA cable capacitance for UT-85 cables, which is approximately
30 pF per foot. Since the device was at the lower stage of the dilution refrigerator
and including cable windings we estimated the length of SMA cable before the pre-
amplifier. The total source capacitance ended up being around 250 pF, of which only
about 7 pF is due to the external capacitor. This results in an effective signal loss of
approximately 35 by Ccap

Ccable
.

Later, Dr. Keith Schwab helped us develop a better pre-amplifier stage with a
voltage noise floor of 1.5 nV/Hz1/2 at Ω/2π = 10 kHz. The new circuit was comprised
of junction field effect transistor (JFET) amplifiers instead of an op-amp stage and
this reduced the complexity of balancing the op-amp arms for input impedance. The
specifics of this amplifier are not discussed any further due to the intellectual property
of this circuit that Dr. Schwab’s company, Sierra Op Amps, now sells to consumers.
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Figure 4.4: (a) Image of the SRF cavity with the silicon nitride membrane. The
antennae are anchored to the niobium body with copper adapters. (b) Image of
the electrodes epoxied to the aluminum bracket. The sensing electrode is 8.7 mm
in diameter while the driving electrode is 12.5 mm in diameter. The bracket flips
over and attaches to the body of cavity with corresponding threaded holes. (c) The
electrical model [20] of the mechanical resonator (Cm, Lm, and Rm) and capacitance
Ce formed between the copper electrode and the membrane with source voltage Vs.
(d) Geometric model of the cylindrical cavity. (e) Electric field multislice of the TE011

mode. (f) Magnetic field surface plot of the TE011 mode.

4.4 Mechanical Detection

The initial measurements of the mechanical oscillator and detecting the modes of a
circular drum using an electrostatic approach are presented in Fig. 4.7. The membrane
is charged up by some bias voltage VDC on a pull-up resistor while a lock-in amplifier
sweeps a smaller, probe voltage VAC(Ω), in frequency. As the membrane oscillates
the external capacitor generates a voltage proportional to the displacement of the
oscillator, thereby observing resonance as Ω = Ωm. The resonance appears to be a
Fano-lineshape and has excellent agreement with the fit to the equation:

Vmeas =
V0

1− 2iQm
Ω−Ωm

Ωm

+ αeiφ. (4.19)
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+V
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C(x)

+
-

Amplification &
Filtering

Figure 4.5: The electrical circuit model for the condenser microphone. The micro-
phone is charged up with a resistor while the front-end capacitor blocks the large DC
voltage to avoid damaging the amplifier. After the blocking capacitor, the signal is
amplified and filtered in subsequent stages (not shown).
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Figure 4.6: The sensitivity to detect the mechanical signal is shown to rise for the
(0,2) niobium membrane mode with an increased DC bias on the pull-up resistor.

We have used the notation that V0 is a scaling factor, Ωm/2π is the mechanical
resonance frequency, Qm is the mechanical quality factor, and αeiφ is an offset that
leads to the Fano-lineshape.

The membrane quality factor was measured as a function of air pressure (mbar)
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Figure 4.7: The initial measurements as seen on a lock-in amplifier with a polynomial
fit to the background subtracted. The resonances take on a Fano-like lineshape as
seen on the right-hand side for the (0,2) mode.

and can be seen in Fig. 4.8. We noticed the quality factor of the membrane saturated
to a pressure of about 1.2 × 10−3 mbar. The quality factor of the (0,1) mode was
typically around Qm = 1× 103 whereas the (0,2) mode was Qm = 12.5× 104, nearly
an order of magnitude higher. Cooling the membrane resulted in a further increase
of about five. The (0,2) mode was measured several times to possess a quality factor
between Qm = 6.5− 7× 104 at cryogenic temperatures.
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1

Figure 4.8: The decay rates are shown for the (0,3) mode of the niobium membrane.
We can see the Q = Ωm/Γm saturates at a pressure around 1× 10−3 mbar.
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4.4.1 Displacement Estimates

We can get a rough approximation of the rms displacement of the membrane by
considering the voltage generated at the input of the pre-amplifier:

V (x) =
Q

C(x)
,

V (x) =
Q

C0 + Cs(x)
, Cs(x) =

εA

(d+ x)
,

δV =
Q

(C0 + Cs)2

Cs
d
δx,

→ δV

VDC

=

(
Cs

C0 + Cs

)
δx

d
.

We made the approximation that εA
(d+x)2 δx ≈ Cs

d
δx. The signal loss due to stray

capacitance can be identified as the factor of Cs
C0+Cs

, which happens to be about 35.
Secondly, we can see that the sensitivity to observe a smaller displacement can be
done in two ways (assuming the cable length remains unchanged): 1) increase the DC
bias voltage, or 2) reduce the gap between the electrode and the membrane. However,
these displacement estimations are rough approximations simply because the effective
mass of the oscillator is an estimation.

4.5 Calibrating the Electrostatic Force

This section investigates the capacitance between the electrode and the flexible mem-
brane. We first start with the potential energy of a capacitor:

U =
1

2
C(x)V 2.

Here V 2 represents the AC-voltage within the cavity. We approximate the capacitor
as a parallel plate capacitor and that the total actuation is much less than the distance
between electrode and membrane, x� d:

C(x) =
ε0A

d− x
=

εA

d
(
1− x

d

) = C0

(
1 +

x

d

)
2.

2Use a Taylor expansion 1
1−x ≈ 1 + x for x� d
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We let A = πr2
c be the overlapping area between the electrode and the membrane.

Now the force can be written down:

Fcap = −∂U
∂d

,

= −1

2
V 2∂C(x)

∂d
,

=
C0V

2

2

(
1

d
+

2x

d2

)
.

Experimentally, this is observed by looking at the shift in the mechanical resonance
frequency known as “spring softening” (aka “pull-in”) since the membrane wants to
be pulled into the electrode. The real data is shown in Fig. 4.9. Mathematically, this
can be derived by looking at the Taylor expansion of the fundamental resonance.

Ωm =

√
km + ke
m

, (4.20)

≈
√
km
m

(
1 +

ke
2km

+ · · ·
)
. (4.21)

We can also identify the electrical spring constant ke by considering the forces above.
Re-written slightly differently, the total force acting on the membrane (only consid-
ering electrostatic and restoring spring forces) is

Ftotal = V 2C0

2d

(
1 +

2x

d

)
− kmx, (4.22)

= V 2C0

2d
+

(
V 2C0x

d2
− km

)
x. (4.23)

If we define the effective spring constant be the sum of two terms, electrical and
mechanical: k = ke + km. We let the electrical spring constant be denoted as

ke = −εV
2πr2

c

d3
. (4.24)

Therefore3, the first order shift in the resonance frequency is expressed as

δΩm

Ωm

≈ 1

2

ke
km

= − επr2
cV

2

2d3Ω2
mmeff

. (4.25)

3I used the approximation
√

1 + x ≈ 1 + 1
2x+ · · ·
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The frequency shift has a cubic dependence upon the distance. The room temper-
ature mechanical quality factor for the (0,2) membrane mode was Qm ≈ 1.1× 104 at
a low DC driving voltage and drops linearly to Qm ≈ 8.9× 103 at the largest applied
DC voltage.
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Figure 4.9: (A) The mechanical frequency shifts seen as a function of DC voltage
bias. (B) The percentage shift of the quality factor and mechanical frequency as the
DC voltage is increased. These effects are analogous to “spring-softening” typically
seen in MEMs devices.

4.6 Superconducting Cavity Experiments

4.6.1 Superconducting Frequency Tunability

The room temperature electrostatic frequency shifts were a success for the membrane,
however, we needed to test the cavities at cryogenic temperatures to see how the
electromagnetic frequencies behaved. At room temperatures, the niobium cavities
have Q ∼ 3 × 103 for a ωc/2π = 10.3 GHz, which means the bandwidth is fairly
large (≈ 3.4 MHz) and any small frequency translation was not able to be observed,
especially in combination with the limiting resolution of the network analyzer (100
kHz per point). This highlights the importance of the superconducting cavities with
increasedQ because smaller frequency adjustments can be observed (using a Schottky-
diode for microwave detection). The transmission of the cavity is sent to a high-
electron-mobility transistor (HEMT) amplifier at the 4K plate and further amplified
at room temperature by two, smaller, post amplifiers.

We performed measurements on two different cavities [46] denoted CR2 and CR5
with respective loaded quality factors of QL = 1.1×106 and QL = 2.5×106. Referring
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the reader to Fig. 4.10, we observed an SRF resonance shift of almost 35 kHz for
cavity CR2, slightly over three linewidths while cavity CR5 displayed about 25 kHz,
or six linewidths, of frequency translation. In addition, the measured frequency-pull
parameter of our cavities is G ≡ (dω/dL) = 2π·3.2×1010 Hz/m. The color bar depicts
250 V as the maximum DC driving voltage, but it should be noted that the furthest
resonance shift for cavity CR2 was performed at 255 V. The full range of tunable
bandwidth is slightly different between the two cavities due to small cavity geometric
variations, machining imprecision, and the use of different membranes. Upon cooling
down the fridge, there is a negligible frequency shift of the cavities’ resonance, aside
from the superconducting transition, over the course of a week. There is also no
observable heat generated in the tuning process when we monitored the base fridge
temperature.

This work has demonstrated non-contacting tunable superconducting cavities with-
out sacrificing Q or generating heat through compression or strain induced by the
more common method of tuning bulk cavities with piezoelectric transducers [50–52].
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Figure 4.10: The superconducting cavities of CR2 (left) and CR5 (right) showing
electrostatic tunability of the superconducting resonances.
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4.6.2 Driven Superconducting Experiments

The static measurements led to interesting superconducting observations in the con-
text of dynamic measurements, or the microwave response with a driven membrane.
The work was never published but certainly deserves future effort and investigation.
In keeping a small AC voltage VAC(Ω ≈ Ωm) we can see some interesting dynamical
effects manifest on the microwave resonance the electrostatic response along with a
small VAC is shown in Fig. 4.11.

The disappearance of the central peak in Fig. 4.11 can be described by the me-
chanical oscillator shifting the cavity frequency by an amount δω � κ. The reason
this only occurred for a particular DC voltage range is that the electrostatic shift also
affects the membrane. Therefore the AC voltage is only resonant for VAC(Ωm) before
the membrane is pulled out of resonance for Ω < Ωm and Ω > Ωm.
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Figure 4.11: The divergence from the normal microwave transmission response be-
comes apparent in the highlighted blue box. The red dashed line shows the electro-
static shift of the cavity frequency.

Eventually, the system reaches a maximum splitting of ∼ 70Ωm/2π for a given DC
bias and probe voltage which is shown in Fig. 4.13. The maximum splitting can be
extended to a larger span under the influence of a stronger probe voltage or stronger
coupling (see Sec. 5.2 below). We will see similar behavior like this, but on a much
larger scale in Sec. 5.2 where we used re-entrant microwave cavities and increased the
coupling by a factor of Gnew/Gold ∼ 5 × 104 and the frequency separation reached a
peak value of 1.88 GHz, or 7.5× 105 · (Ωm/2π).
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Figure 4.12: As the DC bias is increased, the electrostatic shift of the membrane
brings the small probe voltage into resonance with the membrane VDC(Ω = Ωm),
thereby increasing the “splitting.”

Notice that this effect would not have been observable for the room temperature
cylindrical cavities because of the low coupling rates. The splitting, or microwave
mode hopping as described later, are two in the same effects wherein the cavity fre-
quency is modulated by the membrane. The difference is that the low coupling to
the membrane with the cylindrical cavities prevents any modulation beyond the cav-
ity bandwidth, which is why this effect was only observed when the bandwidth is
significantly decreased (high-Q) under the effect of superconductivity. In the end,
the observed effect is commonly referred to as frequency modulation (FM), but is
rarely mentioned in the community of optomechanics because of the extremely small
mechanical displacements. The different responses can be explained by various mod-
ulation indexes for a given carrier frequency.

An alternative design for tunable cavities was developed for the coaxial λ/4 stub
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Figure 4.13: The maximal splitting shown for VDC = 150 V bias and small probe
voltage (∼ 50 mVrms).

cavities in which a dielectric material (sapphire) was inserted to adjust the resonance
frequency. We purchased a device from Janssen Precision Engineering for a cryogenic
linear translation stage, however, the minimum movement was a few microns, which
correlated to a resonance shift of around δf = 150 kHz near the stub. An adapter
stage was designed and machined to house a smaller piezoelectric transducer for better
control. The completed stage was never fully used because the research goals were
redirected to focus on stronger coupling, however, the room temperature proof-of-
concept was completed and is shown in Fig. 4.15. Coarse tuning was provided by the
main translation stage with the fine-tuning provided by the PZT. One drawback to
this tuning capability is the current draw from the translation stage that heats the
fridge and requires some time before settling back to base temperature.
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Figure 4.14: The upper panel shows the RF spectrum in the undriven (left) and
driven (right) mode under the influence of an acoustic voltage at the membrane fre-
quency. The lower panel shows the acoustic spectrum and the effect of optomechanical
amplification using a blue-detuned microwave (GHz) pump source at -20 dBm (or-
ange/brown) and 0 dBm (blue) with a clear difference between the two. Here we have
shown two distinct methods of inducing mechanical motion.
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Figure 4.15: The device and its mounting configuration is pictured on the left hand
side with the room-temperature data displayed on the right hand side.



Chapter 5

Narrow Gap Re-entrant Cavities

The majority of this chapter has been adapted from the submitted paper titled,
“Casimir spring and dilution in macroscopic cavity optomechanics.”

5.1 Room Temperature Experiments

The primary importance of optomechanical coupling is focused on optimizing the cav-
ity Q and coupling G to the membrane. Since we did not see any major improvements
with the cavity Q in the last couple of years, we focused our attention towards the
coupling parameter. The optomechanical coupling does not require a superconduct-
ing cavity and this allowed us to make quick changes to design configurations and
rapid progress. Furthermore, if we could simply conduct room temperature measure-
ments this would drastically reduce the experimental time. A vacuum chamber and
pressure goal of 1 × 10−3 mbar were required to observe the mechanical resonances.
This pressure was chosen as a good saturation level where air pressure is no longer
the limiting Q factor in the big membranes according to Fig. 4.8.

Never having experience in machining a vacuum testbed before the author took a
bell jar in the lab and machined an aluminum faceplate for the bottom with a double
O-ring seal, a threaded valve, and six SMA ports. As we should have expected,
this did not work very well because the threaded valve (with Teflon tape) does not
provide a great seal. We went back and copied the designs of the vacuum flanges
on the dilution refrigerators and made a custom aluminum flange to house a rubber
O-ring. The system achieved 5×10−4 mbar on the first try. Now, rapid progress with
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room temperature measurements was possible because the bell jar reached pressures of
1×10−3 mbar within 10 minutes. To compare the speed up time, a room temperature
measurement within the dilution refrigerator (pumped out, no cooling) would take
roughly 8 hours to reach the same vacuum level — nearly 50 times longer for the same
experiment. Lastly, a miniature mounting system for the cavities was made on the
aluminum faceplate and any potential optical equipment by drilling sixteen 1/4”-20
holes.

Figure 5.1: The custom vacuum chamber made to perform room temperature exper-
iments and reduce time needed to pump down.

Over half a dozen different prototype re-entrant cavities were made by trial and
error to achieve the strongest coupling possible. The best device is pictured in Fig. 5.2
with the three pieces that comprise the re-entrant cavity: the cavity body, the mem-
brane, and the electrode adapter. The cavity was constructed using traditional ma-
chining methods on a lathe, CNC, and milling machine. The tolerance of the machines
did not allow for the manufacturing of gap sizes of less than 10 µm. Instead, a cylin-
der of 6061 aluminium was cut on a horizontal band saw, faced-off with a lathe,
and polished on a polishing lap wheel with water for several hours starting from fine
sandpaper and ending with felt. Afterward, the aluminium cylinder was bored out
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on a lathe taking care never to touch the center of the polished aluminium with a
tool. The final reduction of the gap to ∼ 1 µm was achieved by iteratively measuring
the cavity resonance frequency with a network analyzer and performing light surface
removal of the outer ledge using Scotch-Brite on a lathe.

Figure 5.2: (A) The bare re-entrant cavity shown with cone and loop antennas. (B)
The SiN membrane (gold underneath) acted as the cavity boundary and determines
the resonance frequency. The bronze spring washer was pressed against the mem-
brane and held it securely in place. A thin (1 mm) aluminum washer created the
space needed to bring the electrodes close to the uncoated membrane surface. The
cavity was mounted in a vacuum chamber on an optical table. (C) The center gold-
plated electrode for actuating the membrane. The electrodes and mounting bracket
were flipped over and placed above the bronze spring washer. The smaller, off-center
electrode was traditionally designed to “drive” the membrane with the center elec-
trode originally created to “sense” the vibrations, however for these experiments the
second electrode was not used and the center electrode was purely used as an active
device.

The gap size was numerically obtained as a function of the applied electrostatic
force using the measurement of the re-entrant cavity frequency and the well known
LC model (see Fig. 5.4). Based upon the starting resonance frequency we estimated
the smallest gap achieved for the gold membrane to be x = 585± 61 nm. Numerical
estimates yielded a frequency-pull parameter of G/2π ≡ df

dx
= 1.66−0.57 GHz/µm for

the range of resonances presented in this paper. The intrinsic microwave cavity quality
factors ranged between 20 < Q0 < 300 at room temperature, which is expected due
to a small geometry factor of the re-entrant mode.

For the mechanical oscillator we used Silicon-Nitride (SiN) membranes (Norcada)
of diameter of 38.1 mm and total thickness of 800 nm (500 nm SiN and 300 nm of
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metal deposited on the underside). Two different membranes were used, one with a
gold and the other with a niobium coating. The fundamental frequency of the gold
and niobium membranes were Ωm/2π = 2.51 kHz and Ωm/2π = 4.3 kHz, respectively,
with effective masses of meff = 2.3 mg and meff = 1.3 mg, respectively. An external
gold-coated copper electrode was placed near the uncoated surface of the membrane
forming a capacitor. This electrode actuated the static mechanical motion of the
membrane through a DC bias [46]. The whole re-entrant cavity-membrane system
was held in a vacuum chamber with microwave and DC voltage feedthroughs attached
to allow control, measurement and characterization at a pressure of about 1 × 10−3

mbar.
Outside the microwave cavity, there was an aluminum bracket that housed both

of the copper electrodes. An additional adapter (not shown) was created to set the
distance between the electrodes and the membrane. The copper electrodes were
epoxied to the aluminum bracket using Stycast 2850, which is electrically insulating
and thermally conducting. We used a 1 mm thick aluminum washer to raise the entire
electrode adapter and position the electrodes below the plane of the membrane frame.
The distance of the electrode to the membrane was calibrated by fitting a quadratic
function to the electrostatic frequency shift (outside the thermal Casimir region) of
the fundamental mode, as shown in Fig. 5.3. The fit has a parabolic shape, and from
a Taylor-expansion of the resonance frequency under the influence of an electrostatic
force is given by [46,53]:

δΩm

Ωm

≈ 1

2

kelec

kmech

= − εA

2d3kmech

V 2
DC. (5.1)

The uncertainty in the model (from Eq. 2.30) for the microwave resonance fre-
quency according to the post top radius is shown in Fig. 5.4. The points in the figure
are the initial (unperturbed) resonances for varying gap sizes and VDC = 0.

After moving the experiment to Australia and setting up the voltage power supply
it became clear that the high-voltage supply was noisy and driving the membrane,
which was observed as fringes around all mechanical modes. As such, Dr. Eugene
Ivanov helped create a passive, two-pole, low-pass filter (see Fig. 5.5) that attenuated
the voltage noise by at least 60 dB and gave a clear mechanical, undriven spectrum.
The resulting transfer function for the passive, two-pole, low-pass filter, assuming
R1 = R2 and C1 = C2 is written as:

|H| ≡
∣∣∣∣Vout

Vin

∣∣∣∣ =

∣∣∣∣ 1

1 + 3jωCR + (jωCR)2

∣∣∣∣ .
The room temperature measurements in the vacuum are solely devoted to the

re-entrant cavities because of the strong coupling to the mechanical resonator G/2π.
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Figure 5.3: The gold membrane frequency shift of the (0,1) mode due to the electro-
static force, which allowed the calculation of the approximate distance of the electrode
to membrane, to be 195 µm using Eq. 5.1.

Alternative experiments that make use of high-Q require cryogenic temperatures for
the superconductivity. However, the quality factor doesn’t increase several orders of
magnitude for the re-entrant cavity as it does for the cylindrical cavities, therefore,
the vacuum chamber and room temperature setup are ideal for the re-entrant cavity.

5.2 Casimir Spring and Dilution

The Casimir force was predicted in 1948 [54] as a force arising between macroscopic
bodies from the zero-point energy. The force arises from the unequal pressures exerted
by quantum vacuum fluctuations on the inside and outside boundaries of a cavity.
This occurs because there is a discrete energy spectrum within a cavity, while outside
the electromagnetic energy spectrum is continuous. Thus, an inward pressure exists
on the cavity because the vacuum energy density is larger outside than inside. At
finite temperatures, it has been shown that a thermal Casimir force exists due to
thermal fluctuations of the electromagnetic field rather than zero-point fluctuations
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Figure 5.4: This graph was generated for a geometric uncertainty of ±10 µm in
the top cone radius. This uncertainty translates to the displacement uncertainty
in subsequent graphs. The solid diamonds are data at which we used the resonance
frequencies with VDC = 0 to generate displacements according to the geometric model.
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Figure 5.5: Two-pole low pass filter (R = 750Ω and C = 10µF) made to reduce
voltage noise at least 60 dB near the fundamental frequency around 4 kHz.

and there are a growing number of experiments that characterise the effect at a range
of temperatures and distances [55–60]. This thermal modification increases with
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temperature and thus increases the range of separations between two objects where
Casimir forces are observable [55, 61, 62]. The Casimir force is now not just solely of
academic importance, but has been recently drawing more interest in the arena of
sensors, switches, amplifiers, and photonic sources [63–67]. This work significantly
adds to the tool kit available for such applications and opens new avenues for device
manipulation as well as a new way to investigate the Casimir force.

In this work, the ability to sense the Casimir force was achieved by realising a
small gap (∼ µm) between a cm-scale microwave re-entrant cavity post and 38 mm
diameter SiN metal-plated membranes. A calibrated force varied the re-entrant gap to
tune the microwave resonator and transition in and out of the Casimir regime, which
revealed extra stiffening of the membrane (Casimir spring). Importantly, we have de-
termined that a spatially-localised Casimir spring may act as a lossless non-contacting
boundary (pinning effect), which was verified with finite element simulations of acous-
tic mode frequencies. Our results have shown that this “Casimir boundary” created
“Casimir dilution” and significantly increased the acoustic Q-factor of the acoustic
mode. Dilution has been used as an engineering technique to reduce phononic losses
through the addition of strain [27, 28, 68]. Thus, this technique has allowed us to
create a new way to engineer non-contacting boundary conditions in a lossless way
using only thermal photons, where decreasing the gap increased both the strain and
Q-factor in the membrane. These new techniques presented in this work have high
potential to create new “in situ” agile programmable devices, engineered to manip-
ulate mode structures and improve resonator losses as needed at room temperature,
which could have far-reaching consequences. Furthermore, we also observed a new
form of acoustic non-linearity near the gap spacing where the Casimir and spring con-
stant force were equal, allowing the measurement of bistability and other enhanced
non-linear effects.

A microwave re-entrant cavity is a type of 3D lumped microwave resonator, which
consists of a post enclosed in a cavity, with a gap, x, between the end post and
end-wall boundary as shown in Fig. 5.6, and discussed in more detail below [38,
40]. The cavity resonance frequency, ω/2π, is primarily determined by the gap and,
classically, the sensitivity of the frequency shift with respect to displacement, dω/dx,
is inversely proportional to the gap. The structure acts as a reliable transducer
between frequency and gap size with the microwave resonance governed by a lumped

LC circuit model ω =
[√

LC
]−1

[40,69] where the re-entrant cone acts as an inductor,

L, and the gap behaves as a capacitor, C. Thus, if the end wall is constructed as
a mechanical oscillator, the system may be configured as a sensitive optomechanical
device [30], increasing in sensitivity as the gap becomes smaller. For example, if the
end wall vibrates or is displaced, a frequency shift of the microwave mode is produced.
From this effect very sensitive devices have been realised previously for a range of
applications, such as the readout for a resonant-mass gravitational wave detector
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[69,70], transducers to read out induced displacement at high sensitivity [71–73], and
the realisation of tuneable microwave cavities for a variety of applications [46,74,75].

Our system was constructed with a membrane as the end wall and by applying an
electrostatic force we achieved exquisite positioning of the re-entrant gap [46]. The
gap size was numerically obtained as a function of the applied electrostatic force using
the LC model. When the re-entrant gap was sufficiently large so it did not experience
the Casimir force, we observed normal behavior as expected for a macroscopic cavity
optomechanical system (denoted as the “free” state) and the acoustic membrane had
an unperturbed static spring constant of kS. For small gaps, inside the Casimir region,
the Casimir force became large compared to the membrane restoring force, causing
reduced motion directly under the re-entrant post with an effective spring constant of
kC(x) (Casimir spring), which effectively “pinned” the membrane at this point due to
the attractive nature of the force. This “pinning” changed the acoustic mode shape
of the membrane and hence state of the membrane (denoted as the “pinned” state).
This change in mobility is similar to the “buckled up” and “buckled down” states
seen in micromechanical oscillators [76]. Interesting features were also demonstrated
when the gap was spaced such that the Casimir and the spring force were of equal
magnitude. Here we observed the existence of a region of increased force sensitivity
for the re-entrant microwave cavity readout of the mechanical motion. These results
show the most sensitive re-entrant cavities may not require the smallest gap sizes, but
rather a careful balance of forces to gain the best sensitivity at room temperature.
Other non-linear effects also occurred around this region, such as modifications to
the driven microwave mode and optomechanical bistability indicated by the effect of
mode hopping (see below for more experimental and device details).
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Figure 5.6: (A) Diagram (not to scale) of the cross-section of the electromechanical
elements of the re-entrant cavity and associated electric, E and magnetic, B field
of the re-entrant mode. A bias voltage, V , on the electrode produced an attractive
electrostatic force, F , that pulled the membrane, increasing the gap size x and shifting
the microwave resonance frequency, ω/2π. (B) The left-hand image is a simplified
model of the setup illustrating the Casimir spring, kC(x), and the normal restoring
spring, kS, intrinsic to the membrane. The right-hand image shows the influence of
the Casimir spring acting on the membrane in the vicinity of the re-entrant cone. (C)
Microwave cavity resonance frequency, ω/2π, versus applied electrostatic force, F , for
a range of initial gap spacings labeled a-o (smallest gap of 0.59 µm to largest gap of 3.9
µm). For the smallest values of initial gap spacing (a-c), the membrane experienced
the thermal Casimir force significantly reducing the actuation and producing a pinned
state. As the gap spacing increased (d-l) a transition to non-linear behaviour was
observed. For the largest initial gap spacings (m-o) the membrane was in the free
state where the Casimir response is negligible. The labels a-o correlate with the same
labels in Fig. 5.7.
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An advantage of this macroscopic system over many other micromechanical sys-
tems used for Casimir force sensing is the capability to achieve a large dynamic range
of membrane gap sizes. To understand the response of the membrane as a function of
its distance from the tip of the re-entrant cone, or gap size (x), a thin metallic spacer
was inserted on the outer edge of the cavity and a static DC voltage ranging from
0 to 250 V was applied between the external electrode and membrane. Labeled as
“a-o” in Fig. 5.6C, the measurements were repeated for various spacer sizes in order
to build a map of the cavity response. The frequency shift as a function of the elec-
trostatic force applied by the external electrode is shown for each experimental run
of voltage sweeps with splines shown for clarity. The applied force of the electrode
to the membrane was calibrated by measuring the electrostatic mechanical frequency
shift outside of the Casimir regime [46,53,77].

The calculation of the thermal Casimir force for the given geometry is challenging
due to several factors [61,64]. The 3D re-entrant cavity deviates from the typical ge-
ometric configurations of sphere-plate, sphere-sphere, or plate-plate as the re-entrant
microwave mode occurs in a sub-wavelength gap size between the membrane and cone.
Additionally, we note that the skin depth (1.76 − 1.17 µm for ω/2π = 2 − 5 GHz)
of the electromagnetic field exceeds the layer of gold roughly by a factor of five and
interacts with the SiN dielectric layer. These considerations change the magnitude of
the thermal Casimir force and should be considered in future investigations, but the
scaling of the force as a function of gap size is preserved, and we use this scaling to
unequivocally identify its nature.

Figure 5.7 shows the observation of the inverse-cubic power law dependence (x−3)
of the force with respect to the cavity gap size, demonstrated in the form of the
effective Casimir spring. The effective static spring constant, keff, was obtained by
considering small displacements δx around the static value of the gap spacing, x0,
caused by the application of a small applied electrostatic force, δF , with the setup
illustrated in Fig. 5.6 (see below for the niobium membrane data). From this mea-
surement the effective spring constant was calculated by,

keff =
δF

δx
=
∂F

∂ω

∂ω

∂x

∣∣∣
x≈x0

. (5.2)

Here, we used the well-determined microwave cavity frequency shift, δω, to cali-
brate the position shift of δx. Only the initial linear regime corresponding to smaller
applied electrostatic forces around x = x0 were considered for the calculation of keff.
This was to prevent possible distortions of the membrane, which could occur on the
application of a large force under the influence of the Casimir pinning mechanism.
Any such distortions would be very minimal under a small applied force of δF .

In Fig. 5.7, the highlighted portions of the graph designate areas of non-linear
behaviour and defines the gap region where the spring constant of the membrane was
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the same order as the Casimir spring constant. Outside this regime, for smaller gaps,
spring hardening takes place (x < 1.5 µm for the gold membrane and x < 1.2 µm
for the niobium membrane) due to the dominance of the Casimir force where the
effective spring constant increases sharply as x−4 as the gap decreases. For larger gap
spacings outside the non-linear and Casimir regimes the value of the measured static
spring constant was the same order as the dynamic spring constant of the fundamental
frequency of the membrane. Because the niobium membrane was stiffer than the gold
one, it required a larger Casimir force to enter the non-linear regime, and thus occurs
at a smaller gap compared to the gold membrane.

Figure 5.7: Thermal Casimir force graph showing effective static spring constant with
inverse distance power law showing x−4 for the gold membrane cavity (gold points)
and niobium membrane cavity (gray points), corresponding to x−3 in force. The
dashed (orange) and dash-dotted (gray) flat lines represent the fundamental dynam-
ical spring constant for the gold and niobium membranes respectively, as determined
by the fundamental mode of the mechanical oscillator. The letters coincide with the
lines in Fig. 5.6C. The gold and gray shaded regions embody the non-linear zones of
the mechanical resonator for the gold and niobium membranes, respectively.

The dynamical response of the acoustic modes was also strongly modified due to
the Casimir force. This is illustrated from measurements of the mechanical modes of
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the membranes using two techniques. The first was by strongly driving the acoustic
modes and observing the microwave mode hopping, and the second was through the
measurements of the non-driven acoustic spectrum due to Nyquist thermal fluctua-
tions.

Mode hopping effects were observed by measuring the response of the microwave
resonance while applying to the external electrode a DC bias voltage, VDC, combined
with an oscillating drive voltage, VAC(Ω), of frequency Ω/2π. The membranes were
electrically driven into motion at its acoustic mode frequency, Ωm, when Ω = Ωm.
Measurements were taken for a range of gap sizes and the maximum product of the
two signals F (Ω) ∝ VDCVAC(Ω) was held constant to preserve a steady oscillating
applied force. This was a very good approximation because the external electrode
gap spacing was of the order 200 µm, so there was minimal change in the electrode
gap over the dynamic range of the measurements.

Fig. 5.8 shows the behaviour of the microwave resonance as the gold membrane was
electrically driven into motion at frequencies close to Ωm/2π. As shown in the insets
(a)-(c), the resonance separates in two as the applied force increases. This is because
the membrane oscillates much faster than the acquisition rate of the network analyzer
and appears as a separation. We describe this separation as “mode hopping”, which is
distinct from normal-mode splitting. There are three distinct regions characterized by
the position of the membrane as it is electrically driven [76]. In our configuration, the
region at which the cavity displays the largest mode separation does not occur for the
smallest gap size due to the presence of the Casimir force. The maximum separation
reaches 1.88 GHz, which is 43% of the unperturbed cavity frequency at a gap size
of x0 = 3.3 ± 0.4 µm. This data and the observation of mechanical bistability (see
Fig. 5.10 below) are analogous to previous results of a micromechanical oscillator [78]
by considering the gap size and the maximum frequency separation as a measure of
oscillator amplitude.

The Casimir force tensioned the mechanical oscillator, making it stiffer so dimin-
ished microwave mode hopping was observed as shown in Fig. 5.8 inset A. This is
because the gold membrane is in the pinned state. Conversely, we observed the lowest
threshold of mode splitting due to F (Ω) around 3.5 GHz, shown in inset B, which is
in the middle of the non-linear regime (even though the splitting is not maximum).
This low threshold is a key sign that the mechanical oscillator is more susceptible
to a small applied force and thus exhibits increased force sensitivity. An asymmetry
is observed, shown in inset C, which is explained by considering the region of the
Casimir force. The lower frequency branch represents a smaller value of x and is
thus perturbed more by the influence of the Casimir force compared to the higher
frequency branch.

For the niobium membrane, we acquired the acoustic mode spectrum through
the use of a microwave phase-bridge read-out circuit. In the demodulated microwave
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spectrum, we distinguished the mechanical resonances from residual noise peaks by
sweeping the frequency of VAC(Ω) on the external electrode and observing the modes
which exhibited microwave mode hopping. The multitude of mechanical resonances
were not as easily characterised or observed in the company of the Casimir force
due to the pinned response. However, we observe driven microwave mode hopping
for acoustic frequencies of 4.85 kHz, 10.44 kHz, 16.06 kHz, 21.66 kHz, and 27.29
kHz confirming they were membrane modes. Interestingly, these modes were not
defined by the traditional modes of a clamped circular membrane. Under further
investigation, we verified through finite element analysis that these resonances were
radially-symmetric modes, pinned in the middle of the membrane, and justified by the
frequency shifts in the acoustic spectrum as they transitioned into the Casimir force
region. In contrast, as the gap size moved beyond the Casimir region (ω/2π > 2.8
GHz), into the free state, the mechanical modes were confirmed to be well-defined by
the expected frequencies of a clamped, circular membrane and identified in both the
microwave and acoustic spectrum (see Fig. 5.12 below for data regarding the acoustic
spectrum).

The discovery of the aforementioned effect has allowed us to utilise the Casimir
force to strain engineer an acoustic membrane via dissipation dilution, enhancing the
mechanical resonator Q-factor [27, 28]. This is illustrated in Fig. 5.9 by the niobium
membrane shifting upwards in frequency while the acoustic Q-factor, Qm, increases
as the gap size becomes smaller for both (0,2) and (0,3) modes. The increased tension
is non-contacting, which reduces clamping losses commonly seen in mechanical res-
onators. Initially, as the gap size became smaller and transitioned into the non-linear
and Casimir regimes, the mechanical spring first softened and then hardened as the
Casimir force increased, consistent with the microwave data taken for the static gap
spacings. The mechanical modes also varied in quality factor between the pinned
and free states. We have identified that Qm undergoes large swings in the non-linear
shaded area. Outside of the non-linear region, Qm saturates to a single value for large
gaps, but continues to increase under the influence of the Casimir force for small gaps.
Considering the point of least stiffness there is an improvement in Qm by factors of
14.5 and 13.1 for the (0,2) and (0,3) modes, respectively. Moreover, the quality fac-
tor was improved by an order of magnitude beyond the bare membrane Qm for the
(0,2) mode, and continues to rise for smaller displacements. Thus, Qm is expected to
improve as a result of increased dilution if the gap size was further reduced. We were
limited in our capability to measure smaller gaps, as in the pinned state our readout
cavity is in proximity to a node of the acoustic mode shape. The addition of a second
resonator sensing at the acoustic anti-node, but with a gap large enough to avoid
pinning, would allow improved measurements at smaller gaps, and the possibility of
measuring a higher Qm.
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Figure 5.8: Five separate experimental runs of the gold membrane, showing the value
of the maximum mode hopping separation of the driven microwave mode as a function
of unperturbed microwave cavity frequency (lower x-axis label) or equivalent initial
gap spacing (upper x-axis label). For every point the membrane experienced the
same, maximum applied electrostatic force, F (Ω), and represents the maximum fre-
quency separation between the two resonance peaks illustrated in the insets A-C. The
insets display the microwave transmission (dB) of the cavity as the electrostatic force
was increased, leading to mode separation in three distinct regions, A the Casimir
dominated region, B the non-linear region and C outside the Casimir region.

Fig. 5.9 also shows good agreement of experimental data with the frequency shifts
calculated from a COMSOL model of the membrane under the influence of the Casimir
force, which is approximated as a variable-spring at the point below the re-entrant
post. We chose a point spring to approximate the presence of the Casimir force
because the ratio of re-entrant cone radius to cavity radius is only 1%. The lower
arrows in both panels show the points of the (0,2) and (0,3) bare mode frequencies
without a spring and the upper arrows are locations at which the mode frequency
appeared to saturate for an arbitrarily-large spring (see Fig. 5.13). The inset images
display the mode shapes for both pinned (Casimir) and free (non-Casimir) states.
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In summary, we have tested the narrowest gap re-entrant microwave cavities cou-
pled to a mechanical resonator to date and observed that the Casimir force gives
rise to a plethora of interesting phenomena. For example, we have made the first
observation of the Casimir spring and dilution effect in a macroscopic optomechan-
ical system. The Casimir spring was observed by examination of the power law of
the Casimir force as a function of gap size between the SiN metallic-coated mem-
branes and a re-entrant post. This was possible because the re-entrant post formed
a microwave cavity, which allowed self-calibration of the gap from the readout of
the microwave frequency. Casimir dilution was also witnessed from the creation of
an effective non-contacting boundary condition due to the localisation of the Casimir
force under the re-entrant post, pinning the movement of the membrane at that point.
This caused the acoustic mode of the membrane to change from a “free” state to a
“pinned” state as it transitioned into the Casimir region for small gaps. Mechani-
cal frequency shifts occurred for all radially-symmetric modes during this transition,
which also increased the mechanical quality factor by over an order of magnitude as
the Casimir force was increased. The transition of the mechanical modes from the
traditional circular drum model, to a mode with a pinned boundary in the middle of
the drum is in excellent agreement with finite-element simulations.
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Figure 5.9: The effect of Casimir pinning and dilution on the (0,2) and (0,3) niobium
membrane modes. The filled circles are the membrane frequencies and the filled
diamonds are the corresponding mechanical quality factors. The inset images on
the left show the pinning in the center of the modal structure which gives rise to
the frequency shift. The inset images on the right show the mode in the free state,
where the center is allowed to move. The lower arrows on both panels are the starting
resonances from simulations for the (0,2) and (0,3) modes. The upper arrows for both
graphs correspond to the frequency at which the simulated mode frequency saturate
due to increased pinning force, in good agreement with the data. The shaded regions
are areas of mechanical non-linearity, which divides the pinned state (on the left) and
the free state (on the right).
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The observation of a new way to engineer non-contacting dissipation dilution and
boundary conditions creates a path forward to realise unique, topological mechanical
oscillators while also increasing the acoustic Q-factor. We anticipate this effect will
have a large impact on the field of cavity optomechanics and the hybrid integration
of optical, electrical, and mechanical systems [9, 10, 28, 79]. For example, recently
invented multiple post re-entrant cavities utilising posts and rings [39,73,80] could be
coupled to an acoustic membrane in a similar way as described here. This would allow
the manipulation of many degrees-of-freedom and the coupling of multiple photon
resonances for membrane manipulation and readout. These systems could also in
principle be configured to strongly couple the acoustic membrane to spin systems
such as magnons [81,82] and defects in diamonds [83], as the multiple post re-entrant
cavity has produced the strongest such couplings to date.

Furthermore, we established the existence of a very interesting non-linearity when
the Casimir and membrane spring constant are of similar magnitude. Future work
will further seek to explore this non-linear phenomena of the mechanical resonator
and its relation to the thermal Casimir force [84, 85]. Moreover, this work could be
developed for a system, which utilises the non-linearity generated by the thermal
Casimir force to enhance force sensing [66,84]. Additional avenues for this particular
research intersect with the active field of searching for the axion particle as well as
a candidate for a possible fifth fundamental force [86, 87] because of our ability to
transition in and out of the thermal Casimir regime.

5.3 Supplementary Methods

5.3.1 Mechanical Bistability

In conjunction with the microwave mode hopping presented in Fig. 3 of the main text,
the bi-stability of the membrane was recorded in Fig. 5.10 through the observation
of the microwave mode hopping. The bias voltage was kept fixed and the frequency
of the acoustic drive VAC was swept through the fundamental mechanical resonance
of the gold membrane. The maximum frequency separation of the two modes was
tracked as VAC passed over the resonance and “traced” out the non-linear mechanical
response.
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Figure 5.10: Mechanical bistability of the gold membrane observed using the strength
of microwave mode hopping as VAC was swept through the acoustic resonance. Both of
the lines were acquired from the maximum separation distance of the two microwave
resonances.

5.3.2 Niobium Membranes and Acoustic Response

Figure 5.11 shows the similar static Casimir spring experiments for the niobium mem-
brane as was shown for the gold membrane in the main text. The cavity experienced
a smaller transition between the pinned and free state when compared to the gold
membrane, but occurred at a lower frequency of ωc/2π ≈ 2.8 GHz. The reduced non-
linear transition at a lower microwave frequency can be explained by the fact that
the niobium membrane was stiffer than the gold membrane, so the balance between
the Casimir spring constant and the membrane spring constant occurred at a larger
value and hence at a smaller value of the gap spacing.



CHAPTER 5. NARROW GAP RE-ENTRANT CAVITIES 100

Figure 5.11: Similar Casimir spring behavior was observed with the niobium mem-
brane cavities as was the case with the gold membrane cavities. Some of the curves
do not extend to 250 V because the same voltage power supply was not available as
the other curves that extend further. The red line represents a gap size of x = 1.2
µm and the point at which the frequency experiences a large shift.

The microwave phase-bridge circuit pictured in Fig. 3.10 allowed us to detect the
phase modulation of the cavity resonance. The sensitivity of the phase-bridge circuit,
dV
df

, was measured using a known modulation when the phase bridge was tuned to the
resonance frequency of the cavity. This was repeated at each point of the tuning that
the acoustic quality factor and frequency were measured. The direct measurement
of the sensitivity naturally accounted for changes in coupling and electromagnetic
Q-factor of the microwave cavity, and any other variations in frequency response as
the gap spacing was tuned.
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Figure 5.12: (A) Experimental results of the spectrum at the output of the microwave
phase bridge in Fig. 3.10 for the niobium membrane for two different re-entrant cavity
gap sizes, where the top orange curve is in the pinned state while the bottom green
curve is in the free state. Here, the re-entrant cavity frequencies were measured to
be ωc/2π=2.51 GHz (x0 = 0.92 µm, orange) and ωc/2π=3.15 GHz (x0 = 1.50 µm,
green) respectively. (B) The mode displacement profile as modeled by COMSOL in
the strongly-pinned state as a function of radial position for the (0,1), (0,2), and (0,3)
modes of the membrane in blue, green, and red, respectively. (C) The same modes
as modeled by COMSOL in the free state. Here, the re-entrant post was modeled to
exist at the radial position equal to zero, equivalent to the real cavity implemented in
experiments. Because the pinned state measurements were made at a displacement
node, while in the free state measurements were made at a displacement anti-node,
there is a large discrepancy in signal to noise ratio between the two measurements. For
example, in the free state, some modes are 50 dB above the noise floor wherein for the
pinned state only a few modes were detectible with significantly reduced sensitivity.

Fig. 5.12A shows the acoustic spectrum as measured by the phase bridge technique
in the “free” state and “pinned” state. There was an increased signal amplitude (up
to 50 dB for some modes), frequency shift, and appearance of additional circular drum
modes as the membrane transitioned from the pinned into the free state. This was
because in the pinned state, the microwave re-entrant cavity measured the acoustic
mode near a node, while the free state was near an anti-node, as indicated in Fig. 5.12
B,C.

The modes of the niobium membrane were identified from the driven response
of the membrane, that is, from the observation of microwave mode hopping. This
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Table 5.1: Tabulated list of the experimental measured acoustic resonance modes
of the niobium membrane in the pinned and free state, identified as acoustic modes
using the microwave mode hopping technique. We only show measured modes of up
to 27 kHz for the comparison, even though additional modes of up to 50 kHz were
found when ωc/2π ≈ 3.15 GHz. The resonances in parentheses were obtained with
the COMSOL simulation for comparison with experimental results.

ωc/2π ≈ 2.50 GHz (Pinned),
Measured Resonances Ωm/2π (kHz)

ωc/2π ≈ 3.15 GHz (Free),
Measured Resonances Ωm/2π

(kHz)
4.880 (4.851) 4.141

10.442 (10.501) 4.187
16.064 (16.150) 4.258
21.661 (21.728) 4.348
27.291 (27.478) 4.480

9.806
9.890
12.393
12.550
13.525
14.921
14.969
15.421
17.981
18.207
20.655
21.043
23.560
23.871
26.185
26.300
26.690

allowed us to distinguish between the real mechanical modes and other forms of nar-
rowband interference. The identified mode frequencies are documented in Table 5.1.
There was a big difference in the acoustic spectrum for the two gap sizes with mi-
crowave resonance frequencies of 2.50 GHz (pinned state) and 3.15 GHz (free state).
Only five modes of up to 27 kHz were observed due to the reduced sensitivity for
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our configuration when in the pinned state. By modeling the membrane with COM-
SOL, we verified these to be radially-symmetric (0,1) to (0,5) modes. The COMSOL
modeling revealed that under the influence of a strong Casimir force, each mode was
shifted by an asymptotic amount in the limit of a large Casimir spring (see Fig. 5.13)
Ω(0,n),cas/2π → Ω(0,n)/2π + δ(0,n). This asymptotic approach is only a manifestation
of the fact that the pinning site does not exceed the area of the re-entrant cone. The
notation of Ω0,n signifies that only the radially symmetric (m = 0) modes in the
Casimir region were able to be observed.

A finite-element model in COMSOL was created to see if the Casimir modification
to the membrane agrees with the observed mechanical frequency shifts during the
transition from the free state to the pinned state for the (0,2) and (0,3) modes as
shown in Fig. 5.13. The simplest approach was to model the Casimir pinning effect
as a variable spring at the center point of the membrane. The power law curve of
x−4 from Fig. 2 of the main text was used to generate a conversion for keff ⇔ x
in the Casimir region to compare with the COMSOL simulations. The modeled
COMSOL data was statically shifted up in effective spring value by identical amounts
(kCOMSOL,eff = kCOMSOL + 2350) for both modes to see the same relative increase in
effective spring constant due to the Casimir force. From here, the point at which the
membrane frequencies deviated in the Casimir regime for both simulation and real
data becomes easier to observe. Good agreement was found with the simulation and
measurement for the transitional frequency shifts of the two modes. There appeared
to be additional modes near the (0,1) mode fundamental frequency, perhaps global or
coupled modes, that made the measurement of the frequency shift and determination
of Qm more difficult, which was why the higher-order modes were chosen.
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Figure 5.13: The mechanical resonance frequency shift for the niobium membrane as
a function of effective spring. The black line represents the COMSOL model for a
variable spring attached to the center of the membrane. The calculated resonance
frequency shifts for both (0,3) (upper panel) and (0,2) (lower panel) modes agreed
well with increased pinned tension. The shown inset images illustrate the pinned
states of the membrane. The shaded region represent regions of non-linear behavior
of the membrane.



Chapter 6

Outlook

Cavity optomechanics remains an incredible platform for studying metrology, in-
formation technology, and quantum science with promising future applications in
frequency conversion [8], photonic sources [16, 67], non-reciprocal devices [10], and
much more. Optomechanics entails the interaction between radiation, photons, and
vibrations, phonons, within a confined space. Future platforms are emerging known
as hybrid systems in which multiple methods of coupling are assembled, such as an
opto-electro-mechanical [9] system and can be used as an efficient mechanism for fre-
quency conversion. As mechanical resonators continually evolve [13, 27, 28, 88] and
electromagnetic cavities are enhanced [15, 44, 89, 90], an exciting new frontier of ap-
plied technology is about to unfold!

6.1 Summary

This work is best summarized as cavity prototyping and optimization in an attempt
to see macroscopic cavity optomechanics, but has resulted in great experimental out-
comes. The first of which was the complete ground-up development of a tunable super-
conducting system with a custom microphone circuit to detect mechanical oscillations
in a SiN membrane. This gave rise to the implementation of lossless, non-contacting
tunable superconducting cavities as well as a dynamic approach to manipulate the
electromagnetic modes inside the cavity. Quality factors as high as Q = 17 million
were reached with the large-scale membrane in the cylindrical geometry. Additionally,
proper treatment (chemical etching, annealing, etc.) of the cavity in addition to a
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good galvanic connection [91] (perhaps wire bonding) could result in drastic increases
in Q. Calculations for our cylindrical geometry cavities put theoretical upper limits
on Q well above 1 billion. Therefore, there is great potential for increasing the cavity
Q with a cm-scale mechanical resonator.

The second important development originated in the attempt to create strongly-
coupled (large G) microwave cavities and resulted in the creation of re-entrant mi-
crowave cavities. Eventually, we stumbled upon experimental evidence of the Casimir
spring and dilution using the thermal (blackbody) Casimir force in the pursuit of ex-
tremely narrow-gap cavities. The aid of Dr. Tobar and Dr. Gorychev helped realize
the theoretical understanding of the cavity response as a manifestation of the Casimir
force at room temperature. This work demonstrated the capability to create artificial
boundaries using increased (non-contacting) tension. The outcome of this work will
evolve into creating arbitrary, re-configurable mechanical oscillators with increased
mechanical quality factors Qm using the Casimir force as a non-contacting boundary.

6.2 Next Steps

Future graduate students would benefit from the investigation of two main experi-
mental observations in this work that were not pursued in-depth either due to time
restriction or a refocusing of efforts: 1) driven high-Q, coupled, superconducting cav-
ities and undriven coupled microwave cavities in which the optomechanical effects are
enhanced in comparison to single, non-resolved sideband cavities and 2) using the
thermal Casimir force as a demonstration of the ability to create artificial resonators.

6.2.1 Coupled Cavities

In regards to the driven membrane-cavity system, it would be interesting to consider a
double-cavity configuration. One of the initial goals was to construct a double-cavity
system in which two cavities are electromagnetically separated by a membrane. If
one cavity is capable of performing work on the membrane, it would be fascinating
to observe the resulting physics on the second, unperturbed cavity. Experimental
endeavors of this setup include: squeezing, microwave amplification by stimulated
emission of radiation (MASER), and attempting to reach the standard quantum limit.

While the natural motion of a mechanical resonator and it’s interaction with the
electromagnetic field is a worthy pursuit, the driven membrane also provides a dif-
ferent experimental outcome such as active devices. For example, positioning two
microwave resonances nearby in such a way that the scattered signal drives the me-
chanical resonator into motion could create phononic MASER-like action. Another
such implementation could be stimulating the membrane itself and allowing the scat-
tered microwave mode to be resonantly enhanced within a secondary, coupled cavity.
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Figure 6.1: A coupled cavity example in which one cavity is coupled to the membrane
and the second cavity couples subsequently to the first cavity. An example imple-
mentation of such a system is shown on the right-hand side involving a re-entrant
and cylindrical cavity.

One such possibility for a room-temperature setup involving a strongly-coupled
cavity and a high-Q cavity is shown in Fig. 6.1. A re-entrant microwave cavity is
coupled to a cylindrical cavity or even a sapphire whispering gallery mode (WGM)
resonator cavity [92–94] for room temperature experiments, which can exhibit Q on
the order of several hundred thousand at room temperature and exceed 1 billion at
cryogenic temperatures.

One of the challenges with the large mechanical resonators is the low resonance
frequency. Often it is the amount of detuning from the cavity resonance or the
regime in which the mechanical frequency is larger than the cavity bandwidth that
cavity optomechanics starts to become noticeable (i.e. the resolved-sideband regime).
Therefore, for the ease of incorporating macroscopic mechanical resonators within the
electromagnetic cavity, a good choice of investigation would be to test bulk acoustic
wave (BAW) resonators. Such resonators have a low effective mass for the modes in
addition to their high frequency (MHz to GHz) and robust nature, which makes them
suitable for integration within microwave cavities. Furthermore, many of the BAW
devices are made of quartz, which is a piezoelectric material and makes them much
easier to couple to the mechanical modes by applying a high-frequency AC voltage.
One of the foreseeable challenges with integrating a re-entrant microwave cavity and
a cylindrical cavity or WGM resonator is aligning the electromagnetic frequencies
close together. Perhaps the higher-order re-entrant modes would be preferred in this
situation with only slightly reduced coupling.

Additionally, coupled cavities with a mechanical resonator have been proposed
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as a means to avoid the problem of requiring a sideband-resolved single cavity to
observe optomechanical effects such as squeezing and cooling [95–97]. The general
principle is that the interference of the two electromagnetic resonances creates a
Fano-like lineshape in the spectrum, which is used as an artificial means to create
a sideband-resolved system. In other words, with the interference dip there can be
a large asymmetry between the two scattering rates Γopt = A− − A+ > 0, which
would not occur for a “bad” cavity. One such experiment that would benefit from
this is sideband cooling a strongly-coupled mechanical resonator within a microwave
re-entrant cavity.

6.2.2 Thermal Casimir Investigations

The next steps with the observation of the thermal Casimir force include a few new ex-
periments: 1) create a second readout microwave post, 2) manipulate the mechanical
resonator to create a new, artificial resonator, 3) create multiple-coupled resonators
(resonator array) on a single membrane, and 4) inject microwave noise at cryogenic
temperatures to stimulate the thermal (blackbody) Casimir effect.

The implementation of a second readout post (off-center) and out of the Casimir-
regime is made to enhance the sensitivity of the microwave mode because of the main
cavity post that acts to “pin” the membrane at the center. Therefore, this might
allow the off-center structure of the membrane to oscillate more — much like the
(0,2) mode of a circular drum. Under the influence of the central pin the thermal
Casimir effect would act to reduce the sensitivity of the re-entrant cavity, which is
observed as a reduction of the membrane thermal peak, whereas the off-center pin
would simultaneously see an increase in the membrane thermal response.

The observation of an intentionally designed topological mechanical resonator us-
ing the thermal Casimir force would be an ambitious, yet rewarding project! In
particular, the individual would have successfully manipulated the phonons using
thermal blackbody photons to create a new mechanical structure for higher Q and
desired mode profile. The success of this experiment leads to the development of
coupled mechanical resonators using the Casimir force. For example, creating two
ring structures underneath the gold (niobium) membrane would allow the existence
of two, higher frequency circular drums. Such configurations can lead to phonon-
phonon coupling and mechanical bright/dark states.
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Figure 6.2: The square membrane is partially transformed into a circular membrane
under the influence of twelve simulated posts in COMSOL. The mode shows signs of
confinement within the post structure.

As an example, Fig. 6.2 shows a square membrane as modeled in COMSOL with
twelve nearby posts that begin to show signs of a changing mode profile. If the posts
were made to be a continuous structure (i.e. ring), the new mechanical resonator
would be a circular drum — trapped within a square membrane! The mechanical
resonance frequencies would increase as well as the quality factors with the strong
pull of the thermal Casimir force (e.g. dilution).

The last example experiment would be the demonstration of the appearance of the
thermal Casimir effect at cryogenic temperatures. Since the zero-temperature Casimir
effect scales as 1/d4, it would be an incredible observation to develop a system that
has sufficient gap size as not to see the Casimir effect at cryogenic temperatures, then
inject microwave noise to witness the 1/d3 scaling of the thermal Casimir force appear.
In this case, a force would appear that would (ideally) cause sufficient frequency shift
and Q increase to clearly demonstrate the appearance/disappearance of the thermal
Casimir effect.



Appendix A

Rotating Wave Approximation

A.1 Rotating Frame

In this section we explicitly solve the frequently-stated, but seldom demonstrated
problem of the rotating wave approximation. The rotating-wave approximation can
be viewed as moving in a frame at the same frequency of the dynamics of interest
(which is near the cavity resonance) and assuming other higher order terms (ω ≥ 2ω0

or ω � ω0) are so far off resonance that they do not contribute to the dynamics
(ω0 ≡ ωc). For the reader, perhaps the best way to solve this problem algebraically is
to consider the Baker-Campbell Hausdorff theorem. We would like to transform
to a rotating frame that captures the physics around the resonance of interest:

H ′ → U †HoldU − A (A.1)

with

H = ~ω0â
†â+ ~Ωmb̂

†b̂+ ~g0â
†â(b̂† + b̂), (A.2)

and

U = e−iAt/~, A = ~ω`â†â. (A.3)

This setup for the equation presents itself as f(s) = esABe−sA. The simplest approach
to solving this problem is to just take a Taylor expansion,

f(s) = f(0) + f ′(0)s+
1

2!
f ′′(0)s2 + · · · .
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Using this information, the series expansion is represented as

f(0) = H,

f ′ = eiAt/~AHe−iAt/~ − eiAt/~AHe−iAt/~ = eiAt/~[A,H]e−iAt/~,

f ′′ = eiAt/~A[A,H]e−iAt/~ − eiAt/~[A,H]Ae−iAt/~ = eiAt/~[A, [A,H]]e−iAt/~,

....

From this point it’s easy to show that [A,H] = 0, therefore the equation simplifies to
H ′ = H − A:

H ′ = −~∆â†â+ ~Ωmb̂
†b̂+ ~g0â

†â(b̂† + b̂), (A.4)

where we have introduced the detuning parameter ∆ ≡ ω` − ω0. This is essentially
very similar to the Baker-Campbell Hausdorff theorem:

eABe−A = B + [A,B] +
1

2!
[A, [A,B]] + · · · . (A.5)

It may be too simplistic at first in looking at the Hamiltonian and the ∆ term, but
the exponential dependence of the rotating frame shows itself when one expands out
the interaction Hamiltonian and throws away non-resonant terms such as âb̂ and â†b̂†.
This is the rotating-wave approximation. Then, the leftover terms âb̂† and â†b̂
will have the rotating frame dependence of e−i(ω`±∆)t. An explicit example is given
below regarding the intracavity field amplitudes.

Let us introduce the unitary operator U(t) = eiω`â
†ât that represents the frame we

want to rotate into, in this case the laser frame at frequency ω`,

â(t)→ Û †âÛ ,

= â+ [iω`â
†ât, â] +

1

2
[iω`â

†ât, [iω`â
†ât, â]] + · · · ,

= â+ (−iω`t)â+
1

2
(−1)2(i2)(ω`t)

2â+ · · · ,

= ae−iω`t.

A.1.1 Alternative Method:

In a different approach, one can identify that if

B(λ) = eλABe−λA, (A.6)
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then, under the condition that B(λ) is central (i.e. commuting with both B and A),
one can write:

Ḃ(λ) = [A,B].

Therefore, if â(t) = Û †âÛ , then we can solve and integrate for the general solution:

ȧ(t) = iω`[â
†â, â] = −iω`â,

⇒ â(t) = ae−iω`t.

A.1.2 Additional Methods:

One can look at the quantum mechanical state approach. Applying time-evolution
via a unitary operator to a state, the transformed state can be derived as:

|ψR(t)〉 = eiH
′t/~ |ψ(t)〉 ,

⇒ i~
∂

∂t
|ψR(t)〉 = i~

∂

∂t

(
eiH

′t/~ |ψ(t)〉
)
,

= i~
(
iH ′

~
eiH

′t/~ |ψ(t)〉+ eiH
′t/~ ∂

∂t
|ψ(t)〉

)
,

= −H ′eiH′t/~ e−iH
′t/~ |ψR(t)〉︸ ︷︷ ︸

|ψ(t)〉=e−iH′t/~|ψR(t)〉

+eiH
′t/~ H |ψ(t)〉︸ ︷︷ ︸

i~ ∂
∂t
|ψ〉=H|ψ〉

,

= −H ′ |ψR(t)〉+ eiH
′t/~H e−iH

′t/~ |ψR(t)〉︸ ︷︷ ︸
Again: |ψ(t)〉=e−iH′t/~|ψR(t)〉

,

=
[
eiH

′t/~He−iH
′t/~ −H ′

]
|ψR(t)〉 ,

= HR |ψR(t)〉 ,

where, HR has been identified as the new Hamiltonian in the rotating frame.
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Intracavity Field Expressions

In this section we identify the expressions for the intracavity field to first order in a
couple of various manners. The first is a simple perturbation approach while the sec-
ond uses the Jacobi-Anger expansion. The goal behind this is to develop an expression
that yields the familiar resonance-with-sidebands picture.

B.0.3 Simple Perturbative Approach

For the simple, straightforward approach we shall start with the Heisenberg-Langevin
equation of motion for the intracavity field,

˙̂a(t) = i(∆ +Gx̂)â(t)− κ

2
â(t) +

√
κexâin +

√
κ0âvac. (B.1)

From here we will begin the perturbation analysis such that a(t) =
∑

n ε
nan(t) with

x(t) =
∑

n ε
nxn(t). This expansion yields x(t) = x0 + εx1(t)+ . . . and we shall assume

sinusoidal motion such that x1(t) = cos(Ωmt). In addition, I will neglect the small
vacuum fluctuation term:

ȧ0(t) + εȧ1(t) = i (∆ +G(x0 + εx1(t))) (a0(t) + εa1(t))− κ

2
(a0(t) + εa1(t)) +

√
κexain.
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We now equate similar powers of ε (to only first order),

ȧ0(t) =
(
i∆− κ

2

)
a0(t) + iGx0a0(t) +

√
κexain,

=
(
i∆′ − κ

2

)
a0(t) +

√
κexain(t),

ȧ1(t) =
(
i∆− κ

2

)
a1(t) + iGx0a1(t) + iGx1(t)a0(t),

=
(
i∆′ − κ

2

)
a1(t) + iGx1(t)a0.

A new detuning term is defined ∆′ ≡ ∆ + Gx0. Since there are no time-varying
components for a0 and x0 is a constant, we know that ȧ0 = 0, which leads to the
familiar steady-state expression for the optical field:

a0 =

√
κexain

−i∆′ + κ/2
.

If we consider the modulus-square of the last term nc ≈ |a0|2, this gives the approxi-
mate intracavity photon number, neglecting the sidebands. Following along with the
derivation, we take the Fourier transform of the equation of motion for the first-order
perturbation,

− iωa1(ω) =
(
i∆′ − κ

2

)
a1(ω)− iGx1(ω)a0, (B.2)

⇒a1(ω) = − iGx1(ω)a0

−i(ω + ∆′) + κ/2
, a†1(ω) =

iGx1(ω)a†0
−i(ω −∆′) + κ/2

. (B.3)

If one now looks at the intracavity field photon number to first order (recall a(t) =
a0 + εa1 + · · · ), one has

nc = |a(t)|2, (B.4)

= |a0|2 + a†0a1 + a0a
†
1, (B.5)

= |a0|2 + iGx1(ω)|a0|2
(

1

−i(ω −∆′) + κ/2
− 1

−i(ω + ∆′) + κ/2

)
, (B.6)

= |a0|2
[

1 +Gx1(ω)

(
∆′ − ω

(ω −∆′)2 + (κ/2)2
+

∆′ + ω

(ω + ∆′)2 + (κ/2)2

)
(B.7)

+
iωx1(ω)G

ω

(
κ/2

(ω −∆′)2 + (κ/2)2
− κ/2

(ω + ∆′)2 + (κ/2)2

)]
. (B.8)
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B.0.4 Jacobi-Anger Expansion

A second, perhaps more elegant approach, is to consider Jacobi-Anger expansions
[42, 44, 98, 99]. To start, we shall consider the equation of motion for the field inside
the resonator without the rotating wave approximation (dropping hats for simplicity):

ȧ(t) =
[
i(−ωc +Gx(t))− κ

2

]
a(t) +

√
κexain(t), (B.9)

=
[
i(−ωc +Gx0 sin(Ωmt))−

κ

2

]
a(t) +

√
κexain(t). (B.10)

The same expression was used before for sinusoidal motion of the membrane, x(t) =
x0 sin(Ωmt). The solution to this equation is a(t) = ap(t) + ah(t). The homogenous
solution can be solved by taking out the driving term and integrating the equation
with the simple exponential form,

ȧh(t) =
[
i(−ωc +Gx0 sin(Ωmt))−

κ

2

]
ah(t), (B.11)

⇒ ah(t) ∝ e(−iωc−
κ
2 )t− iGx0

Ωm
cos(Ωmt). (B.12)

The mechanical component of the motion has also been integrated. Now to solve for
the particular solution, we recognize that because ah is exponentially damped due to
κ/2, as time goes to infinity the solution converges to a(t) → ap(t). We assume an
ansatz of the form a(t) = ap(t) = C(t)ah(t). Therefore, C(t) = a(t)/ah(t) and the
time derivative is now taken:

Ċ(t) =
ȧ(t)ah(t)− a(t)ȧh(t)

a2
h(t)

,

=
1

a2
h(t)

{[
i(−ωc +Gx0 sin(Ωmt))−

κ

2

]
a(t)ah(t) +

√
κexain(t)ah(t)

−
[
i(−ωc +Gx0 sin(Ωmt))−

κ

2

]
a(t)ah(t)

}
,

=

√
κexain(t)

ah(t)
,

=
√
κexāine

(−i∆+κ
2 )t+ iGx0

Ωm
cos(Ωmt).

The detuning from cavity resonance was applied here with the driving term ain(t) =
āine

−iω`t where ∆ ≡ ω` − ωc as usual notation. If we make this equation look like a
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Jacobi-Anger expression, we can immediately expand the solution:

eiβ cos θ =
∞∑

n=−∞

inJn(β)einθ. (B.13)

Then, by observation we have βm = x0G
Ωm

and θ = Ωmt,

Ċ(t) =
√
κexāine

(−i∆+κ
2 )te

iGx0
Ωm

cos(Ωmt),

⇒ C(t) =
√
κexāine

(−i∆+κ/2)t

∞∑
n=−∞

inJn(βm)

−i(∆− nΩm) + κ
2

einΩmt.

The final solution is expressed as

a(t) = C(t)ah(t) =
√
κexāin

∞∑
n=−∞

inJn(βm)

−i(∆− nΩm) + κ/2
e−i(w`−nΩm)t−iβm cos(Ωmt),

(B.14)

=
√
κexāin

∞∑
n,m=−∞

in-mJm(βm)Jn(βm)

−i(∆− nΩm) + κ/2
e−iw`tei(n+m)Ωmt. (B.15)

Each term represents a mechanical sideband of the optical field at ±nΩm. This can
be linearized for small modulation values of βm � 1. For a simple back of the hand
observation, let us assume the modulation in the cavity’s frequency is much less than
the mechanical resonance. To obtain an approximate expression of the solution1 let’s
expand to first order (in frequency modulation ±Ωm). As such, we will use n = m = 0

1The solution to the Bessel function is Jα(x) =
∑∞
m=0

(−1)m

m!Γ(m+α+1)

(
x
2

)2m+α

where the gamma

function is Γ(n) = (n − 1)!. Another useful expression is J−n(x) = (−1)nJ(x). Also note the
following was used e−iβ cos θ =

∑∞
n=−∞ i−nJn(β)einθ.
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and n,m = ±1 for the series:

J0(βm) =
1

1

(βm
2

)0

︸ ︷︷ ︸
m=0

+
−1

1

(βm
2

)2

︸ ︷︷ ︸
m=1

+
1

4

(βm
2

)4

︸ ︷︷ ︸
m=2

+ · · · ,

= 1− β2
m

4
+
β4
m

64
+ · · · ,

J1(βm) =
1

1

(βm
2

)1

︸ ︷︷ ︸
m=0

+
−1

2

(βm
2

)3

︸ ︷︷ ︸
m=1

+
1

12

(βm
2

)5

︸ ︷︷ ︸
m=2

+ · · · ,

=
βm
2
− β3

m

16
+
β5
m

384
+ · · · .

Realistically, we are only considering the expansion for J0(βm) ≈ 1 and J±1(βm) =
±βm/2. Therefore, the expression now reads (for notation am,n)2,

a(t) =
√
κexāin

{
J2

0 (βm)e−iω`t

−i∆ + κ/2︸ ︷︷ ︸
a0,0

+
iJ1(βm)J0(βm)e−i(ω`−Ωm)t

−i∆ + κ/2︸ ︷︷ ︸
a1,0

− iJ−1(βm)J0(βm)e−i(ω`+Ωm)t

−i∆ + κ/2︸ ︷︷ ︸
a−1,0

− iJ0(βm)J1(βm)e−i(ω`−Ωm)t

−i(∆− Ωm) + κ/2︸ ︷︷ ︸
a0,1

+
i+1J0(βm)J−1(βm)e−i(ω`+Ωm)t

−i(∆ + Ωm) + κ/2︸ ︷︷ ︸
a0,−1

}
,

=
√
κexāin

{
J2

0 (βm)e−iω`t

−i∆ + κ/2
+

[
iJ1(βm)J0(βm)

−i∆ + κ/2
− iJ0(βm)J1(βm)

−i(∆− Ωm) + κ/2

]
e−i(ω`−Ωm)t

+

[
− iJ−1(βm)J0(βm)

−i∆ + κ/2
+

iJ0(βm)J−1(βm)

−i(∆ + Ωm) + κ/2

]
e−i(ω`+Ωm)t

}
.

As an aside, we can factor out a common factor to simplify things a bit:

1

−i∆ + κ/2
− 1

−i(∆− Ωm) + κ/2
=

i∆− κ/2− i(∆− Ωm) + κ/2

(−i∆ + κ/2)(−i(∆− Ωm) + κ/2)
,

=
iΩm

(−i∆ + κ/2)(−i(∆− Ωm) + κ/2)
.

2Recall that i−1 = −i.
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Now, re-writing and combining terms we arrive at the following equation:

a(t) =
√
κexāin

{
e−iω`t

−i∆ + κ/2
+

Ωmβm/2

−i∆ + κ/2

[
e−i(ω`+Ωm)t

−i(∆ + Ωm) + κ/2
(B.16)

− e−i(ω`−Ωm)t

−i(∆− Ωm) + κ/2

]}
, (B.17)

=
√
κexāin

{
e−iω`t

−i∆ + κ/2
+
x0G

2

1

−i∆ + κ/2

[
e−i(ω`+Ωm)t

−i(∆ + Ωm) + κ/2
(B.18)

− e−i(ω`−Ωm)t

−i(∆− Ωm) + κ/2

]}
. (B.19)

Finally, the output field coming from the cavity is (recalling some input-output the-
ory),

aout(t) = ain(t)−
√
κexa(t), (B.20)

=
−i∆ + κ/2− κex

−i∆ + κ/2
āine

−iω`t (B.21)

×

{
1 +

x0G

2

[
e−iΩmt

−i(∆ + Ωm) + κ/2︸ ︷︷ ︸
aUSB

− eiΩmt

−i(∆− Ωm) + κ/2︸ ︷︷ ︸
aLSB

]}
. (B.22)

Note that this derivation can account for higher modulation values and it is likely
the case that this method would need to be adopted to consider the large modulation
that we saw during the cryogenic experiments in Chapter 4. The power (in photons
per second) for upper and lower sidebands is easily identified from the expression as
proportional to |aUSB|2 and |aLSB|2 respectively.



Appendix C

Optomechanical Cooling Extended

The following will be a detailed derivation of the useful concepts related to cooling
in the context of optomechanics [100]. In order to begin understanding the cooling
rate for an oscillator, the expressions for the transitions must be derived from Fermi’s
Golden Rule (perturbation theory in quantum mechanics). To begin, we consider only
the dynamics of the interaction picture, specifically the energy exchange between the
bath and the system. The Schrödinger equation in the interaction picture can be
represented as

i~
∂

∂t
|ψ(t)〉I = VI(t)|ψ(t)〉I . (C.1)

We can relate the time evolution of the interaction state with |ψ(t)〉I = ÛI(t, t0)|ψ(t0)〉I
and plug into the Schrödinger above,

i~
∂

∂t
ÛI(t, t0)|ψ(t0)〉I = VI(t)ÛI(t, t0)|ψ(t0)〉I .

Since this equation must hold true for any state |ψ(t0)〉I :

i~
∂

∂t
ÛI(t, t0) = VI(t)ÛI(t, t0). (C.2)

Now we integrate the LHS from t0 to t in order to arrive at,

i~
ˆ t

t0

dt′
∂

∂t′
ÛI(t

′, t0) = i~(ÛI(t, t0)− 1). (C.3)

119
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In this expression we used the boundary condition ÛI(t0, t0) = exp(−iH(t0− t0)/~) =
1. Insert this expression back into Eq. (C.2),

i~(ÛI(t, t0)− 1) =

ˆ t

t0

dt′VI(t
′)ÛI(t

′, t0), (C.4)

ÛI(t, t0) = 1− i

~

ˆ t

t0

dt′VI(t
′)ÛI(t

′, t0). (C.5)

Now is time for the iteration process to introduce the perturbation. Equation (C.5)
is inserted back into itself:

ÛI(t, t0) = 1− i

~

ˆ t

t0

dt′VI(t
′)
[
1− i

~

ˆ t′

t0

dt′′VI(t
′′)ÛI(t

′′, t0)
]

+ · · · ,

= 1− i

~

ˆ t

t0

dt′VI(t
′) +

(
− i
~

)2 ˆ t

t0

dt′VI(t
′)

ˆ t′

t0

dt′′VI(t
′′)ÛI(t

′′, t0) + · · · .

Hence, the iteration process can be summarized as

ÛI(t, t0) =
∞∑
n=0

(
− i
~

)n ˆ t

t0

dt1 · · ·
ˆ tn−1

t0

dtnVI(t1) · · ·VI(tn). (C.6)

If the system is prepared in an initial state |i〉, then after some time t the system
will have evolved according to ÛI(t, t0)|i〉. Then, insert a fancy factor of 1,

ÛI(t, t0)|i〉 =
∑
n

|n〉 〈n|ÛI(t, t0)|i〉︸ ︷︷ ︸
cn(t)

. (C.7)

In other words, cn(t) are the coefficients of the perturbation process (cn(t) = c
(1)
n (t) +

c
(2)
n (t) + · · · ),

cn(t) = δni −
i

~

ˆ t

t0

dt′〈n|VI(t′)|i〉 −
1

~2

ˆ t

t0

dt′
ˆ t′

t0

dt′′〈n|VI(t′)VI(t′′)|i〉ÛI(t′′, t0) + · · · ,

(C.8)

= δni −
i

~

ˆ t

t0

dt′〈n|VI(t′)|i〉 −
1

~2

ˆ t

t0

dt′
ˆ t′

t0

dt′′
∑
m

〈n|VI(t′)|m〉〈m|VI(t′′)|i〉ÛI(t′′, t0) + · · · .

(C.9)

Before this gets any uglier, recall that the interaction picture is defined as VI(t) =
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eiHt/~V (t)e−iHt/~ and therefore,

〈n|VI(t)|m〉 = 〈n|eiHt/~V (t)e−iHt/~|m〉,
= 〈n|V (t)|m〉ei(En−Em)/~,

= 〈n|V (t)|m〉eiωmnt.

The term in the last line is defined ωmn ≡ (En−Em)
~ . If the second-order perturbation

is considered to be too small to include, then to first order correction

c(1)
n (t) = − i

~

ˆ t

t0

dt′eiωmntVni(t
′). (C.10)

The state of the interaction picture will now be introduced as |n, k〉 denoting the
oscillator state as |n〉 and the bath state as |k〉. The coefficient for a transition

occurring from an initial state to a final state Pi→n(t) = |c(1)
n + c

(2)
n + · · · |2 assuming

the oscillator begins in |n〉 and transitions to |n + 1〉 as well as the bath going from
|j〉 to |k〉 is

ci→f (t) = − i
~

ˆ t

t0

dt′〈n+ 1, k|V̂I(t′)|n, j〉, (C.11)

= − i
~

ˆ t

t0

dt′eiΩt
′〈n+ 1|q̂I |n〉〈k|F̂I(t′)|j〉, (C.12)

= −ixzpf

~

ˆ t

t0

dt′eiΩt
′〈n+ 1|a† + a|n〉〈k|F̂I(t′)|j〉, (C.13)

= −ixzpf

√
n+ 1

~

ˆ t

t0

dt′eiΩt
′〈k|F̂I(t′)|j〉. (C.14)

Since we are only interested in the state of the oscillator and unable to determine
the state of the bath, we sum over all bath states for a given oscillator state. The
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probability for the oscillator to transition from |n〉 to |n+ 1〉 is:

Pn→n+1 =
∑
k

|Ai→f (t)|2,

=
x2

zpf(n+ 1)

~2

ˆ t

t0

ˆ t′

t0

dt′dt′′eiΩ(t′′−t′)
∑
k

〈j|F̂I(t′)|k〉︸ ︷︷ ︸
F †I (t′)

〈k|F̂I(t′′)|j〉,

=
x2

zpf(n+ 1)

~2

ˆ t

t0

ˆ t′

t0

dt′dt′′eiΩ(t′′−t′)〈F̂I(t′)F̂I(t′′)〉,

=
x2

zpf(n+ 1)

~2

ˆ t

t0

ˆ t′

t0

dτ1dτ2e
iΩ(τ2−τ1)〈F̂I(τ1)F̂I(τ2)〉.

For ease of readability and without loss of generality, the last line switched variables
t′ → τ1 and t′′ → τ2. This probability expression assumes the force is Hermitian
(F † = F ). The expression is only valid for short time scales Pn→n+1 � 1 because it
only considers the first order perturbation. The substitutions τ1 = t′ + τ and τ2 = t′

are introduced here,

Pn→n+1 =
x2

zpf(n+ 1)

~2

ˆ t

0

dt′
ˆ t−t′

−t′
dτe−iΩτ 〈F̂I(t′ + τ)F̂I(τ)〉, (C.15)

=
x2

zpf(n+ 1)

~2

ˆ t

0

dt′SFF (−Ω), (C.16)

=
x2

zpf(n+ 1)

~2
tSFF (−Ω). (C.17)

The expression in the second line above results from the definition of the power
spectral density for an arbitrary operator

SOO(ω) =

ˆ ∞
−∞

dτeiωτ 〈Ô†(t+ τ)Ô(t).

The time derivative of Eq. (C.17) yields the upwards transition rate:

γn→n+1 =
x2

zpf

~2
(n+ 1)SFF (−Ω). (C.18)

Similarly, for the downwards transition rate we arrive at,

γn→n+1 =
x2

zpf

~2
nSFF (Ω). (C.19)
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Using Bose-Einstein statistics, the probability can be expressed as

p(n) = exp

(
−~Ωn

kBT

)[
1− exp

(
−~Ω

kBT

)]
, (C.20)

whereas the average is shown to be

n̄ = 〈n〉 =
∑

npn =

[
exp

(
~Ω

kBT

)
− 1

]−1

. (C.21)

Therefore, the ratio of probabilities between n+ 1 and n is:

p(n+ 1)

p(n)
=

exp
(
−~Ω(n+1)

kBT

)
exp

(
− ~Ωn
kBT

) = exp

(
− ~Ω

kBT

)
. (C.22)

Now, consider the transition probabilities in thermal equilibrium (known as a detailed
balance equation):

p(n+ 1)

p(n)
=
γn→n+1

γn+1→n
=
SFF (−Ω)

SFF (Ω)
= exp

(
−~Ω

kBT

)
. (C.23)

We have now arrived at an expression relating the power spectral densities and the
mean phonon number:

SFF (−Ω)

SFF (Ω)
= 1 +

1

n̄
, (C.24)

or perhaps solving for the mean phonon number,

n̄ =
SFF (−Ω)

SFF (Ω)− SFF (−Ω)
. (C.25)

In addition, instead of substituting the exponential factor, but expanding it there is
a nice relation involving the temperature of the mechanical oscillator;

T =
~Ω

kB

[
ln

(
SFF (Ω)

SFF (−Ω)

)]−1

. (C.26)

Going back to the transition rates, define γn→n+1 ≡ (n + 1)γ↑ and γn→n−1 ≡ nγ↓ so
as to introduce the familiar optomechanical damping as

Γopt ≡ γ↓ − γ↑ =
x2

zpf

~2
[SFF (Ω)− SFF (−Ω)] . (C.27)
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In order to get a better expression of the optomechanical damping, let us go back to
the power spectral density. Consider the quantity

SFF (Ω) + SFF (−Ω)

SFF (Ω)− SFF (−Ω)
=

SFF (Ω)
SFF (−Ω)

+ 1

SFF (Ω)
SFF (−Ω)

− 1
,

=
1 + 1

n̄
+ 1

1 + 1
n̄
− 1

,

=
2 + 1

n̄
1
n̄

,

≡ 2n̄+ 1.

In fact, the two quantities are generally taken to be a definition as displayed in the
last step. Expanding the LHS and equating to the previous RHS yields 1:

SFF (Ω) + SFF (−Ω)

SFF (Ω)− SFF (−Ω)
=

2S̄FF (Ω)

~2Γm/x2
zpf

,

2S̄FF (Ω)

~2Γm/x2
zpf

= 2n̄+ 1,

S̄FF (Ω) =
~2Γm
2x2

zpf

(2n̄+ 1),

⇒S̄th
FF (Ω) = meff~ΩΓm(2n̄+ 1).

Notice that in the limit of kBT � ~Ω, this result collapses to the classical thermal
force power spectral density S̄FF (Ω) = 2ΓmmkBT . In order to determine the mini-
mum phonon occupancy for optomechanical cooling, we use the quantum backaction
spectral density derived earlier in Eq. (C.27) and express the effective damping rate

1This expression is usually derived in considering the quantum thermal Langevin force δFth =

meff

√
Γmξ̂th(t) and then using the relationship for thermal noise operators

〈
δξ̂th(Ω)δξ̂†(Ω′)

〉
=

2πδ(Ω + Ω′)~meffΩ
(

coth
(

~Ω
2kBT

)
+ 1
)

to obtain the thermal power spectral density SthFF (Ω) =´∞
−∞ eiΩt

〈
δξ̂(t+ t′)δξ̂(t)

〉
dt′ =

〈
δξ̂th(Ω)δξ̂†(Ω′)

〉
. From here the symmetrised power spec-

tral density is then computed. The symmetrised power spectral density is defined S̄OO(Ω) ≡
SOO(Ω)+SOO(−Ω)

2 .
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as the following

Γeff = Γm + Γopt, (C.28)

= Γm +
x2

zpf

~2

[
Sqba
FF (Ω)− Sqba

FF (−Ω)
]
, (C.29)

= Γm +
x2

zpf

~2
~2G2n̄cavκ

[
1

(∆̄ + Ω)2 + (κ/2)2
− 1

(∆̄− Ω)2 + (κ/2)2

]
, (C.30)

= Γm + g2
0 ā

2κ

[
1

(∆̄ + Ω)2 + (κ/2)2
− 1

(∆̄− Ω)2 + (κ/2)2

]
, (C.31)

= Γm + A− − A+. (C.32)

In this previous expression we have defined the average number of intracavity photons
as ncav ≡ ā2 and ∆̄ ≡ ∆+Gx̄ is the static displacement due to the average intracavity
pump field. We also introduced the scattering rates

A± = g2
0 ā

2κ
1

(∆̄∓ Ω)2 + (κ/2)2
. (C.33)

For optomechanical cooling, A± does not have the exact same definition as in the
OMIT derivation (Appendix D), but does represent the Stokes’ and anti-Stokes’ scat-
tering modes contributing to the cooling/heating of the oscillator. For cooling one
would have A− > A+ and vice-versa for heating. Now with the new convenient defi-
nitions of the optomechanical damping as Γopt = A−−A+, the symmetrized quantum
backaction spectral density is

S̄qba
FF (Ω) ≈S̄qba

FF (Ωm) ≡ Sqba
FF (Ω)− Sqba

FF (−Ω)

2
,

= meff~Ωm(A− + A+).

The approximation of Ω ≈ ΩM was made as a means to linearize the mechanical
susceptibility. The approach from here is to evaluate the displacement of the oscillator
in terms of average energy and equate that to the average energy of a simple harmonic
oscillator (using the equipartition theorem 〈E〉 = 〈Ekin〉+ 〈Epot〉 = kBTeff). For small
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displacements of the oscillator,〈
δx̂2
〉

=

ˆ ∞
−∞
|χeff(Ω)|2

(
Sth
FF (Ω) + Sqba

FF (Ω)
) dΩ

2π
, (C.34)

= 2

ˆ ∞
0

|χeff(Ω)|2
(
S̄th
FF (Ω) + S̄qba

FF (Ω)
) dΩ

2π
, (C.35)

=

[
2meffΓm

(
n̄+

1

2

)
~Ωm + ~meff(A− + A+)

]ˆ ∞
−∞
|χeff(Ω)|2dΩ

2π
, (C.36)

=

(
n̄m + 1

2

)
~

meffΩm

(
Γm
Γeff

)
+

~
2meffΩm

(
A− + A+

Γeff

)
. (C.37)

In this integral, the effective mechanical susceptibility was found in Chapter 3.3 [42]
to be

χeff(Ω) = m−1
eff

[(
Ω2
m +

κdba(Ω)

meff

)
− Ω2 − i (Γm + Γdba(Ω)) Ω

]−1

.

Since 〈E〉 = meffΩ2
m 〈δx̂2〉 = ~Ωm

(
n̄+ 1

2

)
, we can write down the average phonon

occupation

meffΩ2
m

[(
n̄m + 1

2

)
~

meffΩm

(
Γm
Γeff

)
+

~
2meffΩm

(
A− + A+

Γeff

)]
= ~Ωm

(
n̄+

1

2

)
, (C.38)

Γm

(
n̄m +

1

2

)
+
A− + A+

2
= n̄Γeff +

1

2
Γeff, (C.39)

n̄ =
n̄mΓm + A+

Γeff

. (C.40)

For clarification, the term n̄m as n̄th has been written slightly differently to make

clear the Bose-Einstein distribution n̄th = (e
~Ωm
kBT − 1)−1. We re-express this equation

for the steady-state thermal occupancy to represent a contribution to both normal
damping and optomechanical damping:

n̄ =
n̄thΓm + A+

Γm + Γopt

, (C.41)

=
n̄thΓm +

x2
zpf

~2 S
qba
FF (−Ω)

Γm + Γopt

, (C.42)

=
n̄thΓm + n̄cΓopt

Γm + Γopt

. (C.43)

This expression is essentially a weighted average of the mechanical and cavity phonon
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occupancy. In the limit that Γopt � Γm, one can see that the mechanical occupation
approaches the cavity occupancy. For a microwave cavity resonant at 10 GHz at a
temperature of T = 50 mK, this corresponds to a cavity occupancy of roughly nc ≈
0.1. Going back to Eq. (C.40), we can approximate the majority of the optomechanical
cooling (for significant cooling) as arising from the sideband asymmetry rather than
the intrinsic mechanical damping, i.e. Γeff � n̄mΓm. This approximation should make
intuitive sense in that without the optomechanical cooling, none of the interesting
physics occurs. Let us now derive the minimum achievable phonon occupancy for a
single cavity under the influence of optomechanical cooling:

n̄min(∆̄) ≈ A+

Γopt

=
g2

0 ā
2κ 1

(∆̄−Ωm)2+(κ/2)2

g2
0 ā

2κ 1
(∆̄+Ωm)2+(κ/2)2 − g2

0 ā
2κ 1

(∆̄−Ωm)2+(κ/2)2

, (C.44)

=
(∆̄ + Ωm)2 + (κ/2)2

(∆̄− Ωm)2 − (∆̄ + Ωm)2
, (C.45)

= −(∆̄ + Ωm)2 + (κ/2)2

4∆̄Ωm

. (C.46)

To minimize the occupation number, we evaluate dn̄min

d∆̄
= 0:

dn̄min

d∆̄
= − 1

4Ωm

[
2(∆̄ + Ωm)

∆̄
+

(∆̄ + Ωm)2 +
(
κ
2

)2

∆̄2

]
= 0, (C.47)

∆̄ = ±
√

Ω2
m +

(κ
2

)2

. (C.48)

In order to identify the correct solution, one takes the second derivative to determine
concavity of the function:

d2n̄min

d∆̄2
=

d

d∆̄

{
− 1

4Ωm

[
2(∆̄ + Ωm)

∆̄
+

(∆̄ + Ωm)2 +
(
κ
2

)2

∆̄2

]}
,

= −
(∆̄ + Ωm)2 +

(
κ
2

)2

2Ωm∆̄3
+

1

2∆̄2
.

In order for this second derivative expression to be positive, therefore demonstrating
a minimum, the negative solution for ∆̄ must be chosen due to the first term − C

∆̄3 ,
where C is a constant. So,

∆̄optimal = −
√

Ω2
m +

(κ
2

)2

. (C.49)
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Using this expression, we continue with the evaluation of the minimum phonon oc-
cupancy:

n̄min(∆̄optimal) = −∆̄2 + 2∆̄Ωm + Ω2
m + (κ/2)2

4∆̄Ωm

, (C.50)

=
Ω2
m + (κ/2)2

2Ωm

√
Ω2
m +

(
κ
2

)2
− 1

2
, (C.51)

=
1

2

√1 +

(
κ

2Ωm

)2

− 1

 . (C.52)

If we are to assume we are within the resolved sideband regime such that Ωm � κ,
then the expression can be reduced even further with the taylor expansion relation
(1 + x)α =

∑∞
n=0

(
α
n

)
xn, where

(
α
n

)
= α!

(α−n)!n!
:

n̄min(∆̄optimal) '
1

2

(
1 +

1

2

(
κ

2Ωm

)2

− 1

)
=

κ2

16Ω2
m

. (C.53)

In the same reasoning for a “bad” cavity with κ � Ωm the minimum phonon occu-
pancy due to optomechanical cooling is:

n̄min(∆̄optimal) '
κ

4Ωm

. (C.54)



Appendix D

Optomechanically-Induced
Transparency

Optomechanically-induced transparency (OMIT) is a phenomenon similar to EIT
[101] in which a two-photon resonance condition gives rise to a window of trans-
parency in the middle of an absorption spectrum. This can also be used to prevent
transmission in the midst of a transmission measurement. The basic principle is that
the weak probe and strong pump drive the mechanical oscillator at the beat frequency,
which destructively interferes with the probe photons. OMIT has been proposed as a
means to delaying, slowing light, and storing light for memory purposes [7]. We con-
tinue with some of the derivations done earlier in Chapter 3.3b,c, the two equations
we now have are:

δ̇a =
(
i∆̄− κ

2

)
δa+ iGāδx+

√
ηcκδain, (D.1)

δ̈x+ Γm ˙δx+ Ω2
mδx =

~G
meff

ā(δa+ δa†). (D.2)

In order to solve these equations we will now “identify all operators with their expecta-
tion values since the drive fields are weak, but classically coherent” (i.e. y(t) = 〈y(t)〉).
We assume an ansatz of the form

δa = A−e−iΩt + A+e+iΩt, (D.3a)

δa∗ = (A+)∗e−iΩt + (A−)∗e+iΩt, (D.3b)

δx = Xe−iΩt +X∗e+iΩt. (D.3c)

The variable Ω ≡ ωp−ω` represents detuning from the probe frequency (which should
be centered upon the static cavity resonance frequency). For +Ω, this implies the

129
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anti-Stokes scattering mode (hence amplitude A−) and vice-versa. I will derive two
of the six equations that arrive from these solutions (only three are needed). Three
equations arise from the frequencies at the probe (e−iΩt) and the other sideband (eiΩt).
Inserting Eqs. D.3a and D.3c into Eq. D.1 and introducing δain = ape

−iΩt and taking
only the e−iΩt terms,

−iΩA−e−iΩt =
(
i∆̄− κ

2

)
A−e−iΩt + iGāXe−iΩt +

√
ηcκape

−iΩt,

(−i(∆̄ + Ω) + κ/2)A− = iGāX +
√
ηcκap.

We also need to expand Eq. D.2,

−Ω2X − iΩΓmX + Ω2
mX =

~Gā
meff

(
(A−) + (A+)∗

)
,

χ−1X = ~Gā
(

(A−) + (A+)∗
)
.

The mechanical susceptibility is introduced at this point and familiarly defined as
χ ≡ [meff(Ω2

m − Ω2 − iΩΓm)]
−1

. Going through a similar derivation with the ansatz
in Eq. D.3b and combining with the two previous equations we have:

(−i(∆̄ + Ω) + κ/2)A− = iGāX +
√
ηcκap, (D.4)

(+i(∆̄− Ω) + κ/2)(A+)∗ = −iGāX, (D.5)

χ−1X = ~Gā
(
A− + (A+)∗

)
. (D.6)

Plug Eq. (D.5) into (D.6),

χ−1X = ~Gā

(
A− +

iGāX

i(∆̄− Ω) + κ/2)

)
,

(1 + if(Ω))X = ~GāχA−.

We have defined (yet again) a new term only to make the math easier for writing,

f(Ω) ≡ ~G2ā2χ
i(∆̄−Ω)+κ/2

. Now insert Eq. (D.4) (in terms of X) into the last expression,

1 + if(Ω)

iGā

[
(−i(∆̄ + Ω) + κ/2)A− −√ηcκap

]
= ~GāχA−,

A− =
(1 + if(Ω))

−i(∆̄ + Ω) + κ/2 + 2∆̄f(Ω)

√
ηcκap.

If we are to consider the transmission of the probe amplitude signal, we need to utilize
input-output theory [102]. The standard input-output relation of signals entering and
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leaving a cavity is written as

aout(t) = ain(t)−√ηcκa(t),

aout(t) = (ain −
√
ηcκā)e−iωct + (ap −

√
ηcκA

−)e−i(ωc+Ω)t −√ηcκA+e−i(ωc−Ω)t.

In the second line we have inserted the previous ansatz in full form as a(t) = ā +
A−e−iΩt + A+e+iΩt. Looking at the exponential terms one can conclude the physical
origin for each term. The first term in the output signal is the strong drive field,
the second term is the probe field (input) and anti-Stokes scattering mode, and the
last term is only the Stokes scattering mode because there is no input field at that
frequency. The transmission of the probe field is the ratio of output signal to input
signal at the probe frequency, then

tp =
ap,out

ap,in

, (D.7)

= 1−
√
ηcκA

−

ap
, (D.8)

= 1− (1 + if(Ω))

−i(∆̄ + Ω) + κ/2 + 2∆̄f(Ω)
ηcκ. (D.9)

The equations can be re-expressed if we “linearize” the mechanical susceptibility by
introducing the variable ∆′ = Ω− Ωm. By linearizing χ, we assume the quantity ∆′

is small and therefore Ω ≈ Ωm simplifying the equation:

meff(Ω2
m − Ω2 − iΓmΩ) = meff

[
(Ωm + Ω)(Ωm − Ω)− iΩΓm

]
,

= −meffΩm(2∆′ + iΓm),

where we approximated that ∆′2 ≈ 0. Therefore, we can now go back to Eqs. D.4,
D.5, D.6 and obtain new expressions for the anti-Stokes scattering mode. In addition
to the above simplification, we assume the system is within the resolved sideband
regime Ωm � κ and (in that case) the Stokes scattering mode is far off-resonance
(A+ ≈ 0). Using this information,

(−i(∆̄ + ∆′ + Ωm) + κ/2)A− = −iGāX +
√
ηcκap, (D.10)

meffΩm(−2∆′ − iΓm)X = −~GāA−, (D.11)
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where we have our new equations. Now solve for the anti-Stokes field amplitude,

A−(−i(∆̄ + ∆′ + Ωm) + κ/2) = −iGā −~GāA−

meffΩm(−2∆′ − iΓm)
+
√
ηcκap,

A− =
meffΩm(−2∆′ − iΓm)

√
ηcκap

meffΩm(−2∆′ − iΓm)(−i(∆̄ + ∆′ + Ωm) + κ/2)− i~G2ā2
,

A− =

√
ηcκap

−i(∆̄ + ∆′ + Ωm) + κ/2 +
g2
0 ā

2

(−i∆′+Γm/2)

,

where we have introduced g0 ≡ Gxzpf and xzpf ≡
√

~
2meffΩm

. If we detune the laser to

be resonant with the static-shifted cavity resonance (∆̄ = −Ωm), then the anti-Stokes
scattering mode (the probe field) is

A− =

√
ηcκap

−i∆′ + κ/2 +
g2
0 ā

2

−i∆′+Γm/2

. (D.12)

The transmission of the probe field can be found again through the use of equa-
tion (D.9). The amplitude of the transmission signal is found via |tp|2. In order
to simplify the expression further, we shall introduce a weak coupling approxima-
tion (g ≡ g0α,Γm � κ) as well as i∆′ + κ/2 ≈ κ/2. Therefore, rewriting the last
expression,

A− =

√
ηcκap

κ/2 +
g2
0 ā

2

−i∆′+Γm/2

· 2(−i∆′ + Γm/2)

2(−i∆′ + Γm/2)
,

=
4(−i∆′ + Γm/2)

√
ηcκap

2κ(−i∆′ + Γm/2) + 4g2
0 ā

2
.

Now, turning back to the transmission of the probe field, the expression is ex-
panded:

tp = 1−
√
ηcκA

−

ap
,

= 1− 4ηcκ(−i∆′ + Γm/2)

2κ(−i∆′ + Γm/2) + 4g2
0 ā

2
,

= 1− 2ηc +
8ηcg

2
0 ā

2

−2i∆′κ+ κΓm + 4g2
0 ā

2
.

It is now useful to introduce a modified transmission that only takes into account
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the spectrum of the probe field:

t′p =
tp − tr
1− tr

.

Here, tr is the residual on-resonance transmission with no coupling laser (i.e. tr =
tp(∆

′ = 0, g0ā = 0)), which simply yields tr = 1−2ηc. This means that the numerator
corresponds to the total probe transmission (laser on) and the denominator is the total
transmission (laser on). Weis et al. [7] mention this expression evaluates to saying
that ηc = 1

2
and leads to:

t′p =
4g2

0 ā
2

−2i∆′κ+ κΓm + 4g2
0 ā

2
,

with transmission (divide through my κ) as

|t′p|2 =
16g4

0 ā
4/κ2(

Γm + 4g2
0 ā

2/κ
)2︸ ︷︷ ︸

ΓOMIT

+(2∆′)2
.

The peak-value on-resonance (∆′ = 0) transmission is:

|t′p(∆′ = 0)|2 =
16g4

0 ā
4/κ2

(Γm + 4g2
0 ā

2/κ)
2 . (D.13)

For final simplifications, the optomechanical cooperativity is defined C = C0ā
2, where

C0 ≡ 4g2
0

κΓm
is the single photon cooperativity. Using this information the final OMIT

expressions for the transparency window and transmission are:

ΓOMIT = Γm(1 + C), (D.14)

|t′p(∆′ = 0)|2 =

(
C

1 + C

)2

. (D.15)
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Figure D.1: Experimental approach (left) to observing OMIT. A stationary pump
(denoted ω`) is placed approximately one mechanical frequency away and destruc-
tively interferes with the sweeping probe signal that gives rise to the graph on the
right. Various pump powers can give rise to stronger transparency dips. Chosen
parameters are within experimental feasibility using a re-entrant cavity and thin-film
membrane with G = 2 GHz/µm, meff = 100 ng, Ωm/2π = 100 kHz, Γm/2π = 1 Hz,
ω0/2π = 3.5 GHz.



Appendix E

Coupled Cavities

In this section we present the problem of two coupled cavities with one cavity con-
nected to a mechanical oscillator. This derivation has been adapted from some the-
oretical papers proposing coupled cavity systems to enhance optomechanics [95–97,
103–105]. The motivation for this scheme is that a low-Q cavity with a mechanical
mode coupled to a high-Q cavity will experience larger optomechanical effects than a
single low-Q optomechanical cavity. Let the reader note that this derivation considers
any abstract geometry and therefore the notation is slightly different here regarding
g0 = dω

dx
xzpf, which ultimately, does not have any meaningful difference because the

negative sign can be absorbed by the derivative. We start with the Hamiltonian for
two coupled cavities (denoted J) with one cavity coupled to a mechanical oscillator
(g0):

H = ~ω1a
†
1a1 + ~ω2a

†
2a2 + ~Ωmb

†b︸ ︷︷ ︸
Hfree

+ ~g0a
†
1a1(b† + b)︸ ︷︷ ︸
Ho−m

+ ~Ja†1a2 + ~J∗a†2a1︸ ︷︷ ︸
Ho−o

(E.1)

+ i~
(

Ω∗1e
iωinta1 + Ω1e

−iωinta†1

)
+ i~

(
Ω∗2e

iωinta2 + Ω2e
−iωinta†2

)
︸ ︷︷ ︸

Hdrive

, (E.2)

where Ωi =
√

κi,exPi
~ωin

. The terms above represent (in order) the photons in each each,

the phonons in the mechanical oscillator, the optomechanical coupling, the photon-
photon coupling between cavities, and the driving laser. In the rotating frame at the
laser driving frequency ain = aine

iωint we can re-write the Hamiltonian in terms of the
detuning:

H = −~∆1a
†
1a1 − ~∆2a

†
2a2 + ~Ωmb

†b+ ~g0a
†
1a1(b† + b) + ~Ja†1a2 + ~J∗a†2a1

+ i~
(

Ω∗1a1 + Ω1a
†
1

)
+ i~

(
Ω∗2a2 + Ω2a

†
2

)
.
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We have written the detunings for the ith cavity according to ∆i = ωin − ωi. Going
through the standard approach of obtaining the Langevin equations via ȧi = − i

~ [a,H]
and introducing cavity loss and noise terms we write down,

ȧ1 =
(
i∆1 −

κ1

2

)
a1 − ig0a1(b† + b)− iJa2 + Ω1 −

√
κ1ain,1, (E.3)

ȧ2 =
(
i∆2 −

κ2

2

)
a2 − iJ∗a1 + Ω2 −

√
κ2ain,2, (E.4)

ḃ =
(
−iΩm −

γ

2

)
b− ig0a

†
1a1 −

√
γbin. (E.5)

Now we use a transformation such that there is a strong drive with some perturbations
a1 = α1 + a1, a2 = α2 + a2, and b = β + b. By solving for the steady-state case first
(ȧ = 0 and no noise), we can then plug in the solution for the dynamical equation
afterwards:

α1 =
iJα2 − Ω1

i∆′1 − κ1

2

,

α2 =
iJ∗α1 − Ω2

i∆2 − κ2

2

,

β =
ig0α

∗
1α1

−iΩm − γ
2

,

where ∆′1 = ∆1 − g0(β† + β). Then, the dynamical equations become

ȧ1 =
(
i∆′ − κ1

2

)
a1 − ig0(α1 + a1)(b† + b)− iJa2 −

√
κ1ain,1,

ȧ2 =
(
i∆2 −

κ2

2

)
a2 − iJ∗a1 −

√
κ2ain,2,

ḃ =
(
−iΩm −

γ

2

)
b− ig0

(
α∗1a1 + a†1α1

)
− ig0a

†
1a1 −

√
γbin.

Under strong driving conditions, the nonlinear terms can be ignored ig0a1(b†+ b) and
ig0a

†
1a because they are considered small. Therefore, the final linearized Langevin

equations take the form:

ȧ1 =
(
i∆′ − κ1

2

)
a1 − ig0α1(b† + b)− iJa2 −

√
κ1ain,1,

ȧ2 =
(
i∆2 −

κ2

2

)
a2 − iJ∗a1 −

√
κ2ain,2,

ḃ =
(
−iΩm −

γ

2

)
b− ig0

(
α∗1a1 + a†1α1

)
−√γbin.
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This form can be also be represented by the linearized Hamiltonian:

HL = −i~∆′1a
†
1a1 − i~∆2a

†
2a2 + ~g0

(
α1a

†
1 + α∗1a1

)
(b† + b) + ~

(
Ja†1a2 + J∗a†2a1

)
.

The linearized optical force acting on the membrane can be derived from the linearized
Hamiltonian:

F = −∂H
∂x

= −~G|a|2, (E.6)

= −~g0

xzp
(α∗1 + a†1)(α1 + a1), (E.7)

= −~g0

xzp
(α∗1a1 + α1a

†
1), (E.8)

= − ~
xzp

(g∗a1 + ga†1). (E.9)

The multi-photon optomechanical coupling g ≡ g0α has now been introduced. Now
we will switch to the frequency domain via a Fourier transform (F [ȧ(t)] = −iωa(ω)).
The equations of motion can be re-written now (first for a2):

a2(ω) =
−iJ∗a1(ω)−√κ2ain,2(ω)

−i(ω + ∆2) + κ2

2

, (E.10)

= χ2(ω) (−iJ∗a1(ω)−
√
κ2ain,2(ω)) . (E.11)

I have defined the cavity susceptibility for the jth cavity as χj(ω) ≡
[
−i(ω + ∆j) +

κj
2

]−1
.

Using this information, we dive further into the math with the equation for a1(ω):

−iωa1(ω)−
(
i∆′1 −

κ1

2

)
a1(ω) = −ig(b†(ω) + b(ω))

−iJ [χ2 (−iJ∗a1(ω)−
√
κ2ain,2(ω))]−

√
κ1ain,1(ω),

a1(ω) = χ1

[
−ig(b†(ω) + b(ω))− iJχ2(−iJ∗a1(ω)−

√
κ2ain,2(ω))−

√
κ1ain,1(ω)

]
,(

χ2|J |2 +
1

χ1

)
a1 = −ig(b†(ω) + b(ω)) + iJχ2

√
κ2ain,2(ω)−

√
κ1ain,1(ω),

a1(ω) = χ
[
−ig(b†(ω) + b(ω)) + iJχ2

√
κ2ain,2(ω)−

√
κ1ain,1(ω)

]
.

The variable χ ≡
[

1
χ1

+ |J |2χ2

]−1

has been defined to simplify the equations. Now,

we can approach the equations for the mechanical mode. The roadmap of this
derivation is to obtain all the expressions for the cavity and mechanical modes,
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then solve for the quantum noise force power spectral density. The authors intro-
duce the mechanical susceptibility in a similar manner to the cavity susceptibility

χm(ω) ≡
[
−i(ω − Ωm) + γ

2

]−1
(rather than using mechanical equations of motion)

and also has the property [χ(ω)]∗ = χ∗(−ω). We write the down the mechanical
mode in the frequency domain (only keeping mechanical modes b and not b†):

b(ω) = χm

[
−ig∗a1(ω)− iga†1(ω)−√γbin(ω)

]
,

= χm

{
− ig∗χ [−igb+ iJχ2

√
κ2ain,2 −

√
κ1ain,1]

−igχ∗
[
ig∗b† − iJ∗χ∗2

√
κ2a

†
in,2 −

√
κ1a

†
in,1

]}
,

= χm

{
− |g|2χ(ω)b+ g∗(−ω)Jχ(ω)χ2(ω)

√
κ2ain,2 + ig∗(−ω)χ(ω)

√
κ1ain,1

+|g|2χ∗(−ω)b− gχ∗(−ω)J∗(−ω)χ∗2(−ω)
√
κ2a

†
in,2 + igχ∗(−ω)

√
κ1a

†
in,1 −

√
γbin

}
.

Before this gets uglier, let’s define some terms. Looking at the
√
κ2 terms and as-

suming J is real (J∗ = J), let

A2 ≡ J
[
g∗(−ω)χ(ω)χ2(ω)ain,2 − gχ∗(−ω)χ∗2(−ω)a†in,2

]√
κ2. (E.12)

Likewise, looking at the
√
κ1 terms, we let

A1 ≡ g∗(−ω)χ(ω)ain,1 + gχ∗(−ω)a†in,1. (E.13)

Therefore, the mechanical mode is condensed in the following manner:

b(ω) = χm
{
|g|2χ∗(−ω)b(ω)− |g|2χ(ω)b(ω) +

√
κ2A2 + i

√
κ1A1 −

√
γbin(ω)

}
.

Now we define a familiar term in the optomechanical community known as the “op-
tomechanical self-energy”:

Σ ≡ −i|g|2 (χ(ω)− χ∗(−ω)) . (E.14)
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Continuing with the algebra and expanding the notation of the mechanical suscepti-
bility: (

−i(ω − Ωm) +
γ

2
+ iΣ

)
b(ω) =

√
κ2A2 + i

√
κ1A1 −

√
γbin,

b(ω) =

√
γbin(ω)− i√κ1A1(ω)−√κ2A2(ω)

iω − i(Ωm + Σ)− γ
2

.

Now let us turn our attention to the quantum noise force power spectral density
given by

SFF (ω) =

ˆ
dτeiωτ 〈F (t+ τ)F (t)〉 . (E.15)

First, we note the following commutation relationships, which will help in analyzing
the integral. 〈

ain,1(t)a†in,1(t′)
〉

=
〈
ain,2(t)a†in,2(t′)

〉
= δ(t− t′), (E.16)〈

a†in,1(t)ain,1(t′)
〉

=
〈
a†in,2(t)ain,2(t′)

〉
= 0, (E.17)〈

bin(t)b†in(t′)
〉

= (nth + 1)δ(t− t′), (E.18)〈
b†in(t)bin(t′)

〉
= nthδ(t− t′). (E.19)

These relations can be understood fairly well when considering an empty cavity〈
a†a
〉

= 0. The general commutation relation reveals [a, a†] = 1, which leads to
aa† = a†a+1. Therefore, one can see where the extra factor comes from for an empty
cavity and as well as the mechanical oscillator, which has a nonzero initial phonon
occupation. For now, we assume a weak mechanical coupling to the optomechanical
system so that the mechanical operators drop out of the equations. In addition, we
only be keep the nonzero terms:

SFF (ω) =

ˆ ∞
−∞
〈F (ω)F (ω′)〉 dω

′

2π
,

=
1

x2
zp

ˆ ∞
−∞

〈{
|g|2|χ(ω)|2|J |2|χ2(ω)|2κ2ain,2(ω)a†in,2(−ω′)

+ |g|2|χ(ω)|2κ1ain,1(ω)a†in,1(−ω′)
}〉

dω

2π
,

=
|gχ|2

x2
zp

[
κ1 + κ2 |Jχ2(ω)|2

]
.

Now we shall obtain expressions that link the double cavity system to an effective
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single cavity. This is basically saying we need the derive the interaction between the
mechanical mode and high-Q mode, known as the “Dark Mode.” We begin with the
time-domain equations:

ȧ1(t) =
(
i∆′1 −

κ1

2

)
a1(t)− ig0α1

(
b†(t) + b(t)

)
− iJa2(t)−

√
κ1ain,1. (E.20)

An integrating factor u is chosen to solve the differential equation u = e−
´ (

i∆′1−
κ1
2

)
dt =

e−
(
i∆′1−

κ1
2

)
t. Multiply through the entire equation for a1(t) by u and then one recog-

nizes the LHS as a single derivative, then integrate:

ˆ t

0

d

dτ

[
a1(τ)e−(i∆′1−

κ1
2 )τ
]
dτ =

ˆ t

0

[
− ig0α1

(
b†(τ) + b(τ)

)
− iJa2(τ)−

√
κ1ain,1(τ)

]
e−(i∆′1−

κ1
2 )τdτ,

a1(t) = a1(0)e(i∆
′
1−

κ1
2 )t + e(i∆

′
1−

κ1
2 )t
ˆ t

0

[
− ig0α1

(
b†(τ) + b(τ)

)
− iJa2(τ)−

√
κ1ain,1(τ)

]
e−(i∆′1−

κ1
2 )τdτ.

The same derivation can be used for the second cavity and the mechanical mode to
obtain

a2(t) = a2(0)e(i∆2−κ2
2 )t + e(i∆2−κ2

2 )t
ˆ t

0

dτ [−iJ∗a1(τ)−
√
κ2ain,2(τ)] e−(i∆2−κ2

2 )τ︸ ︷︷ ︸
Ain,2(t)

,

(E.21)

b(t) = b(0)e(−iΩm−
γ
2 )t + e(−iΩm−

γ
2 )t
ˆ t

0

dτ
[
−ig∗a1(τ)− iga†1(τ)−√γbin(τ)

]
e(iΩm+ γ

2 )τ︸ ︷︷ ︸
Bin(t)

,

(E.22)

where we have identified Ain,2(t) and Bin(t) as additional noise terms. Now, we insert
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the expressions in to a1(t) for an awful equation:

a1(t) = a1(0)e(i∆
′
1−

κ1
2 )t + e(i∆

′
1−

κ1
2 )t
ˆ t

0

dτ

{
− ig

[
b(0)e(−iΩm−

γ
2 )τ +Bin(τ)

]
− ig

[
b†(0)e(iΩm+ γ

2 )τ +B†in(τ)
]
− iJ

[
a2(0)e(i∆2−κ2

2 )t + Ain,2(τ)
]

−
√
κ1ain,1(τ)

}
e(−i∆1+

κ1
2 )τ .

We shall now assume ∆1 � ∆2, κ1 � κ2, γ, which allows us to say the other terms
have negligible contribution within the integral and can be effectively pulled out as
constants.

a1(t) = a1(0)e(i∆1−κ1
2 )t + e(i∆1−κ1

2 )t
[
− ig

(
b†(t) + b(t)

)
− iJa2(t)−

√
κ1ain,1(t)

]
×
[

1

−i∆′1 + κ1

2

e(−i∆
′
1+

κ1
2 )t − 1

−i∆′1 + κ1

2

]
,

= a1(0)e(i∆1−κ1
2 )t +

(
1

−i∆′1 + κ1

2

)[
− ig

(
b†(t) + b(t)

)
− iJa2(t)−

√
κ1ain,1(t)

]
−

(
e(i∆1−κ1

2 )t

−i∆′1 + κ1

2

)[
− ig

(
b†(t) + b(t)

)
− iJa2(t)−

√
κ1ain,1(t)

]
︸ ︷︷ ︸

Decays Exponentially

,

≈ a1(0)e(i∆1−κ1
2 )t +

−ig
(
b†(t) + b(t)

)
−i∆′1 + κ1

2

− iJa2(t)

−i∆′1 + κ1

2

+ Ain,1(t).

One of the terms was ignored because it decays exponentially with the pre-factor of
∝ e−κ/2. In addition the noise term is represented by Ain,1. This can be plugged into
the expression for ȧ2(t):

ȧ2(t) =
(
i∆2 −

κ2

2

)
a2(t)− iJ∗

[
−ig

(
b†(t) + b(t)

)
−i∆1 + κ1

2

− iJa2(t)

−i∆1 + κ1

2

(E.23)

+ a1(0)e(i∆1−κ1
2 )t + Ain,1(t)

]
−
√
κ2ain,2(t). (E.24)

We can now identify the effective parameters by grouping a2 and mechanical terms



APPENDIX E. COUPLED CAVITIES 142

and comparing with the single cavity case:

i∆2 −
i∆′1|J |2

∆
′2
1 +

(
κ1

2

)2 −
κ2

2
− κ1

2

|J |2

∆
′2
1 +

(
κ1

2

)2 ⇔ i (∆2 − η2∆′1)︸ ︷︷ ︸
≡∆eff

−1

2
(κ2 + η2κ1)︸ ︷︷ ︸

≡κeff

,

∣∣∣∣ J∗g

i∆1 − κ1

2

∣∣∣∣⇔ |geff|.

The coupling term is defined:

η ≡ |J |(
∆
′2
1 +

(
κ1

2

)2
)1/2

, (E.25)

which leads to |geff| = ηg. Notice that for ∆′1 � κ1 → η ≈
∣∣∣ J∆′1 ∣∣∣. This result leads to

the effective quantum noise force power spectral density

Seff
FF (ω) =

κeff|geffχeff(ω)|2

x2
zp

, (E.26)

where the effective susceptibility has been defined χeff(ω) =
[
−i(ω + ∆eff) + κeff

2

]−1
.

Likewise, the effective optomechanical damping rate is expressed as

Γeff =
4|geff|2

κeff

. (E.27)
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