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ABSTRACT OF THE DISSERTATION 
 

 

The Roots of Deductive Reasoning:  

Neuroimaging and Behavioral Investigations 

 

 

by 

 

John Philip Coetzee  

Doctor of Philosophy in Psychology 

University of California, Los Angeles, 2018 

Professor Martin M. Monti, Chair 

 

Deductive reasoning has been an object of investigation in psychology for almost 

a century now. Yet, key questions remain unanswered. These include (but are not 

limited to) the relationship between deductive reasoning and other psychological 

processes (such as language and memory), the identity of the neurological structures 

that are core to the deductive process, the source of the hierarchical structures on 

which deduction depends, whether deduction is a modular or domain general process, 

and what the source is of the facilitation that is frequently observed when deductive 
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problems are framed in different ways. In order to address these questions, this thesis 

will present three experiments that shed light on different aspects of deduction. Study 1 

is an fMRI study which replicates prior findings regarding the relationship between 

language and deduction and reveals a new dissociation between deduction and working 

memory. Study 2, a neuromodulation study, is a logical extension of the findings 

regarding deduction and language from Study 1 and other prior studies. Here, a form of 

transcranial magnetic stimulation (TMS) is used to manipulate brain function in order to 

establish a causal dissociation between brain areas that support language and those 

believed to support deduction, specifically with regard to the hierarchical frameworks on 

which both language and deduction depend. Finally, in Study 3, a large online study is 

used to test the Social Exchange Theory of facilitated performance on the Wason Card 

selection Task on a more diverse sample than has been the case in the past, especially 

with regard to the cues that have been suggested to trigger the underlying cognitive 

“modules.” This study also tests the relationship between facilitation on the Wason Task 

and a number of individual differences, revealing novel associations with personality 

traits and with psychopathology. Together, these three studies provide a clearer picture 

of how deductive reasoning, one of our most distinctively human capacities, is situated 

amongst our other cognitive abilities. 
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Background 

Deductive Reasoning 

Deductive reasoning is that psychological process (or set of processes) by which 

we attempt to use the rules of logic to infer a conclusion that is necessarily true from 

some set of premises that are assumed to be true (Rips, 1994; Simon, 1996). For 

example, consider the following syllogism: 

1) If the building is retrofitted it will survive an earthquake. 

2) The building has been retrofitted. 

3) The building will survive an earthquake. 

So long as premise 1 and 2 are assumed to be true, premise 3 is necessarily true, 

meaning that the argument is valid. This validity depends only on the logical structure of 

the argument, and not on the contents themselves. Although deriving such an implied 

conclusion from some preexisting set of statements adds no new information, and only 

makes clear what was already there, it can often reveal important relationships of which 

we were previously unaware. 

We must be careful, however, not to conflate deductive reasoning with logic 

itself, since there may not be anything distinctively “deductive” about the mental steps 

by which human minds actually work through such arguments (Rips, 1994; Schechter, 

2013). It is the nature of these underlying processes which have been the subject of 

almost a century of psychological research (Wilkins, 1929), and which will be the 

subject of the experiments described here. Given the central role that deductive 
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reasoning plays in many of our most important cultural enterprises, such as science, 

law, and philosophy, a more precise naturalistic understanding of deductive reasoning is 

of intrinsic scientific interest and can shed much light on the nature of human thought. 

Deductive reasoning and working memory 

 Ever since Wason’s work in the mid-20th century (1966), we have known that 

naive reasoners have much more difficulty with solving or evaluating modus tollens (P 

→ Q, Q, ∴P) than they do with modus ponens (P → Q, P, ∴Q). There have been 

many attempts at explaining why. One of the most influential theories has been that 

evaluating modus tollens requires us to build a kind of “model” of the syllogism using 

spatial working memory, which is necessarily much more taxing and error prone than 

evaluating modus ponens, for which the necessary model is much simpler (Johnson-

Laird, 2010). To understand why this might be, it is necessary to take a brief diversion 

into two theoretical perspectives that have dominated much of the past half century’s 

attempts to explain this discrepancy, as well as a third more recent one:  mental logic, 

mental models, and dual process theory. 

Mental logic 

 For those who endorse a version of mental logic (M. D. Braine, 1994; Osherson, 

1975; Rips, 1983) we possess a set of innate mental “rules” that allow us to perform 

some logical inferences quickly, accurately, and effortlessly, while inferences for which 

we lack such a rule must be performed using more effortful and error prone processes. 

With regard specifically to observed performance differences between modus ponens 

and modus tollens, the explanation given by Rips (1990) is that while we have an innate 
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mental rule for solving modus ponens, we lack such a rule for modus tollens, and so for 

the latter must use the limited rules that we have at our disposal to derive a proof 

through a more complex and difficult process. This process, however, is not thought to 

place any special demands on working memory, since at each step of the proof what 

has to be represented in the mind is fairly simple (Gilhooly, Logie, Wetherick, & Wynn, 

1993). 

Mental models 

 On the other hand, those who endorse some version of mental models (Johnson-

Laird, 2010; Knauff, 2009; Thagard, 2010) assume that deductive reasoning relies not 

on the application of sets of innate rules, but on the application of schematic spatial 

representations. Under this view, the gap in performance between modus ponens and 

modus tollens can be explained by referring to the number of spatial models that must 

be constructed in order to arrive at the answer. For modus ponens, only one model 

must be constructed. For modus tollens, on the other hand, we must conduct a whole 

set of models as we search for a reductio ad absurdum to falsify one or more of the 

syllogism’s premises (Johnson-Laird, 2010). Unlike mental logic, mental models has 

often been explicitly linked to the use of working memory, especially spatial working 

memory (Fangmeier & Knauff, 2009; Fangmeier, Knauff, Ruff, & Sloutsky, 2006; 

Johnson-Laird, 2010; Philip Nicholas Johnson-Laird, 1983; Knauff, Mulack, Kassubek, 

Salih, & Greenlee, 2002). 
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Dual process 

Increased reliance on working memory during modus tollens as opposed to 

modus ponens is also compatible with dual process theory as advanced by Evans 

(Evans, Over, & Manktelow, 1993) which holds that reasoning should be partitioned into 

two types of rationality, which Evans labels rationality1 and rationality2 , with the former 

consisting of automatic or overlearned cognitive behaviors, while the latter consists of  

cognitive behaviors that require the careful use of logic, abstraction, and hypothetical 

thinking. It is worth noting that rationality1 and rationality2 bear substantial similarity to 

System 1 and System 2 as introduced by Stanovich (1999) and later taken up by 

Kahneman (2011). In addition to being slower and more effortful than rationality1,  

rationality2 is also proposed to require more cognitive resources, especially with regard 

to working memory, and so differences in working memory capacity would be expected 

to largely explain differences in ability to do deductive reasoning (Evans, 2003). Evans 

argues that differential demands on rationality1  and rationality2  can be used to explain 

not only differences in performance on modus ponens and modus tollens, but also the 

belief bias effect. The dual process theory proposed by Evans appears to be very 

similar to mental models, but Evans claims to be agnostic regarding mental logic and 

mental models, and believes that his theory is compatible with both (Evans, 2003). It is 

also worth noting that although he claims that rationality1  and  rationality2  place 

differential demands on working memory, those demands are not specifically on spatial 

working memory, as is the case with mental models (Johnson-Laird, 2010; Knauff, 

2009). 
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Associational evidence 

 If our ability to engage in complex deductive reasoning, such as that necessary 

for modus tollens, is dependent on working memory, then it should be possible to 

correlate aspects of working memory with performance on such tasks. While substantial 

research exists showing strong correlations between working memory and fluid general 

intelligence, beginning with studies by Kyllonen and Christal (1990) (also see Unsworth, 

Fukuda, Awh, & Vogel, 2014) there has been less research on the more specific 

association between deductive reasoning and working memory. For example, Süß, 

Oberauer, Wittmann, Wilhelm, and Schulze (2002) gave tests of intelligence and 

working memory to 128 young German adults and determined that working memory 

capacity was strongly predictive of reasoning ability, but the category of “reasoning” 

included both inductive and deductive reasoning, as well as construction. Given that 

there is good reason to assume that inductive and deductive reason may draw on 

somewhat different cognitive abilities (Heit & Rotello, 2010), it is difficult to draw 

conclusions from studies such as this one about the specific relationship between 

deductive reasoning and working memory.  

Behavioral evidence 

 A study by Barrouillet and Lecas (1999) did look for a specific relationship 

between working memory and deductive reasoning. They had three sets of thirty 

children from the 3rd, 6th, and 9th grades undergo tests of working memory and attempt 

to construct cases that obeyed a rule of conditional logic. The found that the working 

memory span was even more predictive of the number of correct cases generated than 

age was (Barrouillet & Lecas, 1999). However, the fact that working memory was 
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measured using a simple test of number span makes it difficult to extend their results to 

spatial working memory. 

Studies by Toms, Morris, and Ward (1993) and by Gilhooly et al. (1993) took a 

somewhat more sophisticated approach to testing working memory. Both made use of a 

dual task interference paradigm and tested various aspects of the Baddely and Hitch 

model of working memory (1974). Both studies reported evidence that loading the 

central executive impaired deduction (selectively for modus tollens in the Toms et al., 

(1993) study) but that loading the visuospatial sketch pad or the articulatory loop had no 

effect. Gilhooly et al., (1993) further pointed out that many of their participants appeared 

to have relied on an atmosphere heuristic, a common problem in such studies (Monti, 

Osherson, Martinez, & Parsons, 2007). 

Neuroimaging 

 The earliest significant neuroimaging studies of deductive reasoning were PET 

studies conducted by Vinod Goel and colleagues (Goel, Gold, Kapur, & Houle, 1997; 

1998). While there may have been early hope that such studies could resolve lingering 

debates about how deductive reasoning is implemented, in the ensuing years this kind 

of research has instead produced results that are highly diverse and conflicting, with 

virtually every part of the brain having been implicated at one time or another, and an 

persistent lack of replication (Monti & Osherson, 2012). There are different approaches 

to explaining this diversity. Monti and Osherson (2012) attribute it to differing study 

designs, control tasks, and stimuli content, while (Goel, 2007) has speculated that 

deduction itself might be a highly fractionated process. Prado, Chadha, and Booth  

(2011) conducted a quantitative meta-analysis on the basis of which they argued that 



 7 

deductive reasoning should be broken down by type of reasoning (categorical, 

relational, propositional) but given the aforementioned inconsistencies amongst these 

studies it is debatable how much sense it makes to include all or even most of them in 

one meta-analysis. 

 One imaging study that sought to directly test the relationship between deductive 

reasoning and spatial working memory is reported in (Knauff et al., 2002). Twelve 

participants judged the validity of conditional and relational syllogisms while undergoing 

a functional magnetic resonance imaging (fMRI) scan. One example of such a 

conditional syllogism is: 

If the man is in love, then he likes pizza. 

The man is in love. 

Does it follow: 

     The man likes pizza? 

All stimuli were presented aurally via pneumatic headphones. Although (Knauff et al., 

2002) claimed evidence of activation in an occipito-parietal-frontal network, consistent 

with reliance on some form of visuospatial working memory, the fact that their baseline 

condition was fixation on a cross makes it difficult to interpret their study, given that 

there is no way to know what cognitive activities participants were engaged in while at 

rest (Monti et al., 2007). Additionally, conditional syllogisms based on modus ponens 

and modus tollens, which may rely on different cognitive mechanisms given the 

performance differences between them, were analyzed together, further complicating 

the interpretation of their results. 
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 A similar fMRI study by Fangmeier et al. (2006) attempted to separate deductive 

inference into three stages:  premise processing, integration, and validation. Their study 

reported that this process appeared to begin in temporal cortex, moved to frontal cortex, 

and then finished in parietal cortex, with only parietal cortex showing a difference in 

activation from baseline. Although the baseline in this study (a memory task) was well-

matched to the experimental stimuli, the experimental stimuli consisted of “linear 

syllogisms” such as the following: 

Premise 1: A D 

Premise 2: D F 

Conclusion: A F 

Inferences of this sort would very likely induce the participant to engage in spatial 

visualizing of some sort (thinking of A to the left of D and D to the left of F) and indeed 

Fangmeier et al. (2006) say that they designed it to be a form of spatial reasoning, 

because they felt this would be easily understood by naive reasoners. Unfortunately, 

when such inherently spatial tasks are used, it becomes impossible to say whether the 

parietal activation seen in the study has anything to do with deductive reasoning (Monti 

& Osherson, 2012). 

 A pair of experiments with special relevance to the first experiment reported in 

this thesis are those reported in Monti et al. (2007), in which participants were asked to 

judge the validity of conditional syllogisms. A two-level cognitive load design was used 

in which the activations resulting from simple inferences (modus ponens) were 

subtracted from the activation resulting from more complex and/or difficult inferences 

(modus tollens). Sentences were linguistically matched, with each condition including 
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one set of syllogisms about blocks and another matched one about “abstract” 

syllogisms using invented meaningless words. It was assumed that complex syllogisms 

(those structured around modus tollens) would recruit the same operations as the 

simple ones, but to a greater degree. The second experiment was done as a replication 

study in which syllogisms about blocks and abstractions were replaced with syllogisms 

about houses and faces. Subtraction of activation associated with simple syllogisms 

from activation associated with complex syllogisms produced patterns of activation that 

were distinct from reading, and instead showed activity in specific areas of frontal 

cortex, such as left frontopolar cortex, several bilateral frontal regions, and in left 

parietal cortex, and insula (Monti et al., 2007). Activation in the second experiment was 

very similar, with the exception that the complex-simple contrast using house content 

also revealed activation in the parahippocampal place area (Monti et al., 2007).  

 Monti et al. (2007) interpreted the results of these two studies as revealing a set 

of content dependent regions which were not specifically associated with deductive 

reasoning (such as the fusiform face area and parahippocampal place area), as well as 

a content independent network that was actually responsible for carrying out the 

deduction. This network, which included left hemisphere prefrontal , inferior, superior 

frontal, and parietal regions, was further separable into a content-independent “core” 

regions (including left frontopolar BA10 and medial BA8) as well as a set of support 

regions, which although still relatively content-independent, have the function of 

representing information that the core regions are conducting deductive operations on 

(Monti et al., 2007). These included left ventrolateral prefrontal cortex for the 

maintenance of verbal information, and right parietal and left occipital cortex for those 



 10 

arguments that involved shapes like blocks and balls, suggesting that parietal activation 

was only necessary to the extent that it was needed to represent the mental imagery 

associated with these shapes. Since right parietal activation was not consistently 

revealed by the complex minus simple contrast, the results do not appear to support 

mental models theory, a point that is also made by the authors. The strong activation 

associated with BA10p and medial BA8 however, is compatible with mental logic, given 

what we know about the involvement of these regions in the representation and 

implementation of abstract and hierarchical rules. 

 Results similar to those obtained by Monti et al. (2007) were reported by 

Rodriguez-Moreno and Hirsch (2009). In this study, categorical syllogisms were 

presented to 12 participants in both the visual and aural sensory domains as they 

underwent an fMRI. Such a design made it possible, by using a conjunction technique, 

to ignore brain regions associated with low level sensory processes and reveal the 

higher-level “supramodal” regions which implemented cognitive processes that were 

common to evaluating syllogisms experienced in either sense domain. The control task 

was to view the same syllogisms but merely search for a specific word. Activations 

associated with the control task were later subtracted from activations associated with 

reasoning and the conjunction of the visual and aural sense domains. Analysis revealed 

a supramodal pattern of activation that excluded low level sensory areas and which 

emerged during the display of the second premise and remained active through the 

display of the conclusion (Rodriguez-Moreno & Hirsch, 2009). Included in this pattern 

were left supplementary motor area, dorsolateral prefrontal cortex, middle frontal BA10, 

inferior parietal lobules, bilateral caudate nuclei, and several others. Active areas were 
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considered “core” if they were active during presentation of premises and conclusion 

during reasoning trials but not during control trials, and were considered “support” 

regions if they were active during both control and reasoning tasks. These “core” 

regions included left superior frontal cortex (BA6/8), right medial frontal gyrus (BA8), 

and bilateral parietal lobule (BA39/40/7). “Support” regions, on the other hand, included 

left superior frontal gyrus (BA6), middle frontal gyrus (BA 8/6, BA9&10), and left inferior 

frontal gyrus (BA47). Importantly, the regions included by Rodriguez-Moreno and Hirsch 

(2009) as core regions are very similar to those included as such in Monti et al. (2007). 

The only significant difference between the set of core regions described in these two 

papers is parietal lobule, which Rodriguez-Moreno and Hirsch (2009) include as a core 

region while Monti et al. (2007) does not. 

Deductive reasoning and language 

 Deductive reasoning appears to be a form of rule-based thought, one which 

bears a family resemblance to several other forms of rule-based thought, such as 

inductive reasoning, language, moral cognition, and mathematical cognition (while many 

more forms of cognition are perhaps describable by some rule, I am here only 

considering those forms of cognition which are, at least in part, constituted by such 

rules, such that they would be incoherent without them). Knowledge of the relationship 

between deductive reasoning and these other forms of thought, and the extent to which 

it is a distinct mode of cognition, is crucial for us to have a clear picture of what 

deductive reasoning is and of the role that it plays in human cognitive life. 

Amongst all the forms of rule-based thought we are capable of, language 

appears to be the oldest, and has the strongest case for being an inborn product of 
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evolution (Hauser, Chomsky, & Fitch, 2002). This being the case, it is important to ask 

whether deductive reasoning (and other forms of rule-based cognition) are outgrowths 

of our ability to comprehend linguistic rules (Clark, 1969; Falmagne, 1990), or are 

instead independent forms of cognition, unrelated to language (Monti & Osherson, 

2012). This has strong parallels with debates about whether language is constitutive of 

thought in general, or whether thought precedes language and has some underlying 

structure of its own (Fodor, 1975). 

Theoretical perspectives  

 The approach taken in this thesis to the relationship between deductive 

reasoning and language falls within the framework outlined in Monti and Osherson 

(2012), in which the authors surveyed over a decade’s worth of neuroimaging studies 

on deductive reasoning and concluded that the frequent appearance of language 

centers in the results of such research (especially  BA44/45 in the inferior frontal gyrus 

(IFG), also known as Broca’s area) was most likely an artifact caused by the failure of 

these studies adequately control for the activity of reading . It is easy to see why it 

would be tempting to view BA44/45 as central to deductive reasoning, given the 

importance of this region for linguistic syntax (Friederici, 2011), and the apparent 

resemblance between the rules of linguistic syntax and the rules of deductive logic (in 

the sense that both are hierarchical) (Tettamanti & Weniger, 2006). Monti and Osherson 

(2012) argued that if we consider only studies that have carefully controlled for 

activation related to reading we see that activation in the linguistic areas of the IFG drop 

out after an initial brief encoding stage. After this encoding stage, the information is 
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passed to a different set of regions that operate on the underlying logical framework of 

the argument. 

Neuroimaging studies 

 Monti et al. (2007) was discussed above in the context of deductive reasoning 

and working memory, but it also highly relevant to questions about the relationship 

between deductive reasoning and language. Because the stimuli for this study were 

linguistically matched, and because the control task (a set of inferences organized 

around modus ponens) were likely to elicit just as much reading as the comparison task 

(a set of inferences organized around modus tollens) it was possible to say with some 

clarity what the role of language in deductive reasoning might be. As described 

previously, the pattern of activation revealed when simple reasoning tasks were 

subtracted from complex reasoning tasks included no activation near the inferior frontal 

gyrus, but did reveal activation in a set of other left lateralized frontal  content-

independent “core” regions, and a somewhat more widely dispersed set of content-

independent and content dependent support regions (Monti et al., 2007). 

 The Rodriguez-Moreno and Hirsch study (2009), also mentioned in the previous 

section, is also relevant to the question of language and deduction. The authors were 

very clear that once activation associated with their control task (finding a word in the 

same stimuli) was subtracted off of the conjunction of activation areas from reasoning 

during visual and aural presentation of the stimuli, activation in the inferior frontal gyrus 

disappeared almost entirely. The sole exception was some activation in BA47/45 during 

the audio presentation of conclusions, but the authors point out that BA47/45 is not 
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within the area traditionally thought of as Broca’s area (Rodriguez-Moreno & Hirsch, 

2009).  

In Monti, Parsons, and Osherson (2009) the relationship between language and 

deductive reasoning was addressed more directly. In this fMRI study, 15 participants 

were presented with pairs of statements involving the items X, Y, and Z, and were 

asked to judge either whether the statements formed a valid argument or whether they 

both had the same linguistic meaning. In addition to these deductive and linguistic 

inferences, there was also a baseline task in which participants were asked to judge the 

grammatical correctness of the same set of arguments (with the addition of 16 

grammatically incorrect statements). In subsequent subtractions of activations 

associated with the baseline grammar task from activations associated with the 

linguistic inference task, areas in the left hemisphere traditionally associated with 

language were revealed, such as BA44/45 and the posterior superior temporal gyrus 

(Friederici, 2011; Pulvermüller, 2010). Such areas were, however, absent from the 

parallel subtraction involving deductive inference. There, the pattern of activation 

revealed locations familiar from previous studies by this group, including left frontopolar 

(BA10p) and medial superior (BA8) prefrontal cortex. There was some overlap between 

the two patterns in regions known to scale with cognitive demand, such as parietal 

cortex and parietal lobule (Carpenter, Just, Keller, Eddy, & Thulborn, 1999; Klingberg, 

O’Sullivan, & Roland, 1997).  

When considering the argument that the linguistic centers might play a central 

role in deductive reasoning, the strongest evidence is that presented by Reverberi and 

his collaborators (Reverberi et al., 2007, 2010). In Reverberi et al. (2007), an fMRI study 
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was reported in which 14 participants were scanned while evaluating very simple 

syllogisms that were either conditional or disjunctive. Contents of either syllogism 

referred to simple abstract shapes, and the logical form of the conditional syllogisms 

was always based on modus ponens. Premises were presented one at a time, and then 

the participant was asked to select the correct conclusion from a list. Furthermore, the 

premises of some syllogisms were unrelated to each other, rendering the argument 

non-integrable. A disjunction analysis was used such that areas of activation had to 

show greater activation for integrable than non-integrable premises, an effect of 

integration for both types of syllogisms, and greater activation in response to the 

disjunctive than to the conditional syllogisms. Only two areas of activity met all three 

requirements:  left inferior frontal gyrus and left precentral gyrus (BA44 & 6), with the 

second being the left inferior parietal lobule (BA40). The authors also found that activity 

in these areas was correlated with the amount of time spent reasoning about the stimuli.  

Another study by Reverberi et al. (2010) used fMRI to investigate the processing 

of conditional and categorical syllogisms in a group of 25 participants. As a baseline, 

participants viewed the same syllogisms but were only asked to try and memorize them, 

not evaluate them for validity. Analysis was similar to Reverberi et al. (2007), involving a 

conjunction and then a contrast with baseline. Once again, the syllogisms used were 

simple, with one of the conditional structures being: 

P1 If a thing is x then it is y  

P2 If a thing is y then it is z  

Correct conclusion: If a thing is x then it is z 



 16 

Results of the analyses once again implicated left BA44/45 (as well as left BA6 and 

BA7), which Reverberi and colleagues argued supports their view that the language 

centers of the left IFG are crucial for deductive reasoning.  

 It is possible that the results obtained by Reverberi et al. (2007 & 2010) are a 

consequence of the relatively simple stimuli used. Given the substantial differences in 

response time and accuracy that have long been evident in behavioral studies for 

modus ponens and modus tollens (Wason & Johnson-Laird, 1972), it is entirely 

plausible that relatively simple and relatively complex forms of reasoning rely on 

substantially different neural mechanisms, with modus ponens being akin to mere 

reading while more complex forms of reasoning engage an entirely different set of 

processes. 

Patient studies 

In Reverberi, Shallice, D’Agostini, Skrap, and Bonatti (2009) neurological patients 

were tested and results obtained that were somewhat at odds with Reverberi et al. 

(2007 & 2010). Thirty six patients with focal brain lesions in either left, right, or medial 

frontal cortex were given tests of working memory and verbal ability, and were then 

asked to read a set of 30 short stories (ranging from 24 to 68 words each) in which an 

abstract problem was embedded that could be solved via a few reasoning steps (the 

direct reasoning routine described in Braine (1990). Participants were asked to judge 

whether the conclusions of these stories were valid, and to judge how difficult the 

problem had been. Results indicated that ability to judge the validity of the story 

conclusions was impaired by lesions to left and medial frontal cortex, but not by lesions 

to right frontal cortex. However, all patients in the study performed at ceiling on a verbal 
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abilities test, so whatever damage they had in left frontal cortex did not appear to impair 

verbal abilities. Additionally, the effect of working memory deficits depended on where 

the lesion was located. Patients with left frontal lesions were impaired at the deductive 

task if they also had impaired working memory, but suffered no deductive impairment if 

their working memory was unharmed. Medial frontal lesion patients, by contrast, were 

impaired at both deductive accuracy and judgments of how complex (difficult) the tasks 

were, and this impairment was independent of working memory function. The apparent 

importance of medial frontal cortex for deductive reasoning revealed in this study is 

compatible with the results of other studies (Canessa et al., 2005; Monti et al., 2007; 

Rodriguez-Moreno & Hirsch, 2009). 

TMS studies 

One disadvantage of fMRI studies of cognitive function is that, because of the 

correlative nature of the technique, it can be difficult to draw causal connections from 

structure to function (Ramsey et al., 2010). Lesion studies appear to avoid this difficulty, 

but brain damage is rarely as focal as researchers would like, and the plasticity of the 

brain after damage also creates obstacles (Rorden & Karnath, 2004). Transcranial 

magnetic stimulation (TMS) holds the promise of making it possible to transiently disrupt 

(or facilitate) localized brain regions during a cognitive task, and thereby to gain clearer 

evidence of the causal necessity of that region for a given task (Schutter, Van Honk, & 

Panksepp, 2004). In a field which has seen as much conflicted neuroimaging evidence 

as the study of deductive reasoning has (Goel, 2007; Monti & Osherson, 2012; Prado et 

al., 2011) this is an especially appealing advantage. 
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 Two studies by Tsujii and colleagues are of particular interest. In Tsujii, Sakatani, 

Masuda, Akiyama, & Watanabe (2011), repetitive TMS (rTMS) was used on two groups 

with 24 participants each to investigate the role of three regions in deductive reasoning:  

left IFG, right IFG, and bilateral superior lobule (SL). The task involved categorical 

syllogisms with content that was either abstract, congruent (with the participant’s 

knowledge about the world), or incongruent. After administration of rTMS for 10 minutes 

at a frequency of 1Hz to bilateral parietal lobule impaired performance was observed on 

both abstract and incongruent (but not congruent) syllogisms (Tsujii et al., 2011). 

However, application of the same treatment to left IFG only impaired performance on 

congruent syllogisms, while facilitating performance on incongruent syllogisms (i.e. 

reducing the belief bias effect) (Evans, Barston, & Pollard, 2013). Conversely, 

application of rTMS to right IFG impaired performance on incongruent syllogisms, but 

had no other effect.  

 With regard to the IFG, these results are mirrored in an earlier study by (Tsujii, 

Masuda, Akiyama, & Watanabe, 2010) in which the participants either received rTMS at 

a frequency of 1Hz for 10 minutes, or a sham treatment, to either left or right IFG in 72 

participants. As in Tsujii et al. (2011), application of rTMS to right IFG impaired the 

ability to evaluate incongruent syllogisms, but not congruent ones, while applying the 

treatment to left IFG impaired the ability to evaluate congruent but not incongruent 

syllogisms. Additionally, also as in Tsujii et al. (2011), applying rTMS to left IFC also 

resulted in an attenuation of the belief bias effect. 

 The two studies by Tsujii, when considered alongside the other studies reviewed 

above, indicate that the language centers in left IFG are unlikely to be sufficient for 
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performing processes that we would recognize as deductive reasoning. Rather, it is 

more plausible that the language centers become engaged for processes that are so 

simple that they are little more than reading, or perhaps constitute something like the 

rationality1 described by Evans (2003). For deductions that are even moderately 

complex, it appears other frontal areas are just as, if not more, important (Monti et al., 

2007, 2009; Reverberi et al., 2009; Rodriguez-Moreno & Hirsch, 2009). It is true that 

Tsujii et al. (2011) implicates the parietal lobule in more abstract or difficult reasoning, 

but given the results from Reverberi et al. (2009), this finding is consistent with a view of 

the parietal lobule as necessary for representing the premises of a syllogism but not 

being “core” to the deductive process (Monti & Osherson, 2012). 

Deductive Reasoning as a modular process 

One of the most prominent theories advanced in recent decades in favor of a 

distinctive character for deductive reasoning is social exchange theory (Cosmides, 

1985; Cosmides & Tooby, 1992, 2005). Under this theory, the performance facilitation 

seen in untrained participants when a deductive argument (specifically a form of the 

Wason selection task (Wason, 1968; Wason, 1966)) is framed in terms of the 

enforcement of a social rule is explained as being due to a specialized social exchange 

“module” that evolution has bequeathed to us for the purpose of dealing with the 

complex and important social obligations that our species is so good at generating 

(Cosmides & Tooby, 1992, 2005). A competing theory, the permission schema theory 

advanced by Cheng & Holyoak (1985), explains such facilitation as having less to do 

with the possession of a specialized module, and more to do with the activity of more 
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general mechanisms, such as our ability to understand under what circumstances we 

have permission to do something.  

Theoretical perspectives 

 Social exchange theory was designed to explain the “facilitation effect” which had 

long been observed in the Wason selection task (Wason, 1968; Wason, 1966), in which 

participants displayed extremely low rates of accuracy at solving the abstract version of 

the task, but much higher rates of accuracy when the task was contextualized as a 

familiar social rule (Cosmides & Tooby, 1992). Cosmides put forward a proposal that 

this effect was the result of a special psychological “module” within our reasoning 

capacities which was an evolutionary product of our need to detect those who violated 

social rules during the long span of human prehistory that was spent in small hunter 

gatherer tribes (Cosmides, 1985). Specifically, this module was created by natural 

selection to detect violations that possessed two structural properties: 1) the taking of 

some benefit, while 2) failing to pay some associated cost (Cosmides, 1985). In more 

recent publications, Cosmides and associates seem to have dropped the idea that 

social exchange facilitation requires a cost, instead saying that the necessary elements 

are a benefit to be had and a requirement to be met (Cosmides, Barrett, & Tooby, 

2010). The structural elements are also distinct from the “cues” that activate the 

presumed model, which are described as including an intentional act, a benefit to be 

had, and the possibility of cheating (Cosmides et al., 2010). 

In later years this theory was expanded to include a second “hazard 

management” module, which natural selection is presumed to have devised for 

purposes of facilitating the processing of those scenarios possessing two properties:  1) 
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taking some risk, 2) taking some prescribed precaution (Fiddick, Cosmides, & Tooby, 

2000). Once again, two cues have been identified that are distinct from the structural 

elements of the task and are thought to activate the module in question (Cosmides et 

al., 2010). 

Behavioral evidence for social exchange theory 

 The earliest studies to test social exchange theory were those reported in 

Cosmides (1985). In a series of 6 experiments conducted on a total of 165 Harvard 

undergraduates, Cosmides demonstrated a consistent tendency of participants to 

choose the logically correct cards (P, ¬Q) on the Wason selection task when the task 

was framed by accompanying text as a social exchange involving a cost and a benefit, 

except for those trials in which the positions of the cost and benefit were switched, in 

which case participants chose the logically fallacious cards (¬P, Q) at a high rate, 

despite those cards rarely being chosen under abstract or descriptive circumstances 

(Cosmides, 1985).   

 In another series of behavioral experiments Cosmides (1989) sought to test her 

theory against the more abstract pragmatic reasoning schemas theory of Cheng and 

Holyoak (1985). There were five experiments, with four of them using forty 

undergraduates each, while one used twenty. All participants were Stanford 

undergraduates. One specific purpose of these experiments was to demonstrate that 

permission schemas, a type of pragmatic reasoning schema, was unable to explain 

facilitated performance on the Wason selection task without the benefit-cost machinery 

that is integral to social contract theory, a goal that appeared to borne out by the higher 

rate of facilitation for rules framed as a cost-benefit social exchange as opposed to 
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those framed as a permission schema (Cosmides, 1989). A second purpose was to 

show that social contract rules were capable of inducing high rates of social exchange 

conforming answers even in cases of “switched” rules, in comparison to permission 

schemas, and once again appeared to have shown this (criticisms of the these 

experiments and their interpretation will be addressed later). 

 The two groups of studies described above appear to be the largest direct tests 

of social exchange theory by Cosmides and colleagues, although her results were 

replicated by Gigerenzer and Hug (1992) in a study involving 93 undergraduates. 

Subsequently, Cosmides (usually with her collaborator Tooby) has elaborated social 

exchange theory and tested it in other ways, including applying it to the hunter-

horticulturist Shiwiar of the Ecuadorian Amazon (Sugiyama, Tooby, & Cosmides, 2002), 

who exhibited a tendency to turn over the same “cheater relevant” cards as the Harvard 

undergraduates, but who also turned over “cheater irrelevant” cards (cards in which no 

benefit was accepted, or in which the requirement was met) at a high rate, a behavior 

which was attributed to “curiosity” (Sugiyama et al., 2002). Another novel application of 

social contract theory involved a patient, RM, with bilateral limbic damage who was 

impaired on social contract scenarios but not on those involving a hazard (although 

given a sample size of one it is difficult to know how much weight to give this study) 

(Stone, Cosmides, Tooby, Kroll, & Knight, 2002).  

Hazard management (precaution) theory 

It later became apparent that there are other scenarios that appear to create a 

facilitation effect on the Wason selection task, those involving a hazard for which some 

precaution must be taken (Cosmides & Tooby, 1997; Fiddick et al., 2000). In one 
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experiment from Fiddick et al. (2000) 60 undergraduates were divided into two equal 

groups, and each was presented with a Wason selection task paired with the rule “if you 

go hunting, then you wear these orange jackets to avoid being shot.” For the standard 

group, this rule was contextualized by instructions to merely test the truth of the claim by 

observing what other hunters were doing, while in the hazard/precaution condition the 

rule was contextualized by instructions to see which hunters were “endangering 

themselves” (Fiddick et al., 2000). A significantly larger number of participants were 

facilitated to choose the correct cards (corresponding to P and ¬Q) in the 

hazard/precaution condition. Cosmides and Tooby have described hazard/precaution 

management and social exchange theory as constituting two independent facilitatory 

modules for reasoning about such rules (Cosmides & Tooby, 2005). 

Criticism of social exchange theory 

As Evans et al. (1993) have pointed out, Cosmides’ theory has undergone 

significant criticism. Cheng and Holyoak (1989) have pointed out that there is much 

equivocation in Cosmides’ theory regarding the importance of “paying a cost” in return 

for a benefit, as opposed to merely meeting a requirement. For example, in such well 

known cases as the facilitation induced by enforcing a drinking age rule (Griggs & Cox, 

1982) there does not appear to be any “cost” to be paid in return for the benefit of 

drinking alcohol, apart perhaps from the cost of being older. Also, in such 

circumstances, it is hard to argue that any “exchange” is taking place (Cheng & 

Holyoak, 1989). A similar problem arises with the cholera scenario (Cheng & Holyoak, 

1985) in which someone passing through an immigration office at the Manila 

International Airport can only enter if they possess a stamp indicating that they have the 
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necessary inoculations. Despite high degrees of facilitation, there is no apparent cost 

and thus no exchange, only the meeting of a permission requirement. It is possible that 

the decision to drop the necessity of a cost from social exchange theory (it is absent in 

Cosmides et al., (2010)) was a response to such criticism. 

 Another line of criticism comes from Sperber and Girotto (2003) in which they 

argue that even if a cheater detection module does exist, the Wason selection task is an 

inappropriate tool to test it with, since participants are very likely responding not to 

anything like the logical modus tollens structure of the Wason selection task, but instead 

to the particular details of the social scenario that is created to accompany it. Cosmides’ 

own success at inducing participants to violate the logical structure of the task in the 

“switched” version of her task appears to support this view (Cosmides, 1985). 

Overview of Studies 

 

 Study 1. We conducted an fMRI experiment employing a fast, event related 

design. Twenty healthy volunteers were asked to evaluate matched simple and complex 

deductive and non-deductive arguments in a 2×2 design. The contrast of complex 

versus simple deductive trials resulted in a pattern of activation closely matching 

previous work, including frontopolar and frontomedial “core” areas of deduction as well 

as other “cognitive support” areas in frontoparietal cortices. Conversely, the contrast of 

complex and simple non-deductive trials (designed to instead load working memory) 

resulted in a pattern of activation that does not include any of the aforementioned “core” 

areas. Direct comparison of the load effect across deductive and non-deductive trials 

further supports the view that activity in the regions previously interpreted as “core” to 

deductive reasoning cannot merely reflect non-deductive load, but instead might reflect 
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processes specific to the deductive calculus. Additionally, language areas in left inferior 

frontal gyrus and posterior temporal cortex do not appear to participate in deductive 

inference beyond their role in encoding stimuli presented in linguistic format. 

 Study 2. Designed as a follow up to and an extension of Study 1, in Study 2 we 

sought to verify our findings regarding the non-involvement of language in deductive 

reasoning, by employing TMS. This approach allowed us to directly manipulate brain 

function, and therefore made it possible for us to draw causal conclusions regarding the 

role (or lack thereof) of language in deductive reasoning. To this end, we designed our 

study to test two competing hypotheses. According to the first, the structure-dependent 

operations required for deductive reasoning are linguistic in nature and are based on 

the neural mechanisms of natural language (Reverberi et al., 2007, 2010). According to 

the second, deductive reasoning is supported by language-independent processes 

primarily implemented in frontomedial and left frontopolar cortices (BA8 and 10, 

respectively) (Coetzee & Monti, 2018; Monti et al., 2007, 2009; Rodriguez-Moreno & 

Hirsch, 2009). We employed continuous Theta Burst Stimulation (cTBS (Huang, 

Edwards, Rounis, Bhatia, & Rothwell, 2005)), a type of patterned TMS, which has been 

demonstrated to have a transient inhibitory effect on neural function (Christov-Moore, 

Sugiyama, Grigaityte, & Iacoboni, 2017).Using this method we found that transient 

cTBS inhibition of Broca’s area impairs accuracy for linguistic problems but not for logic 

ones. Conversely, cTBS to frontomedial cortices produces the opposite pattern.  

 Study 3. We sought here to test two other aspects of deductive reasoning. First, 

whether the evolved cognitive modules proposed by Cosmides and Tooby (1989) under 

Social Exchange Theory are accurate descriptions of the performance facilitation that is 
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classically observed when the Wason Card Selection Task is framed using certain types 

of content. Additionally, we sought to test the association of facilitation on this task with 

several measures of individual differences. We were especially interested in a prediction 

made by Scott and Baron-Cohen (1996) that autistic individuals should fail to show the 

kind of facilitation in response to social exchange scenarios that has been demonstrated 

with normal participants. To this end, we administered a series of tests to online 

participants in the United States and India, with the tests being hosted on the Qualtrics 

platform and a total of 417 participants being recruited through the Amazon Mechanical 

Turk system. We found that although scenarios framed in terms of social exchange or 

hazard management. The presence or absence of the cues which Cosmides has 

suggested are necessary to activate the modules did not have any detectable effect. 

Additionally, the individual scores on an autism measure did have an association with 

performance on the Wason task, but in the opposite direction from what had been 

predicted. This was also true for psychopathy.  
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Study 1: Dissociating Deductive and Non-Deductive Load 

Introduction 
 

The mental representations and processes underlying deductive reasoning in 

humans have long been discussed in the psychological literature (e.g., Braine & 

O’Brien, 1998; Johnson-Laird, 1999; Osherson, 1975; Rips, 1994). Over the past 18 

years, non-invasive neuroimaging methods have played a growing role in investigating 

how the human mind achieves deductive inferences (see Monti & Osherson, 2012; 

Prado, Chadha, & Booth, 2011 for a review). At least in the context of propositional and 

categorical problems, two main hypotheses have emerged concerning the localization 

of the neural substrate of this ability. On the one hand, some have proposed that the 

centers of language, and in particular regions within what has traditionally been referred 

to as Broca’s area, in the left inferior frontal gyrus, are critical to deductive reasoning. 

Reverberi and colleagues, for example, have shown that in the context of simple 

propositional and categorical inferences, premise integration consistently activates the 

left inferior frontal gyrus (particularly within Brodmann areas (BA) 44 and 45; see 

Reverberi et al., 2007, 2010). This region has thus been suggested to be involved in the 

extraction and representation of the superficial and formal structure of a problem, with 

other frontal regions, such as the orbital section of the inferior frontal gyrus (i.e., BA47), 

also contributing to representing the full logical meaning of an argument (Baggio et al., 

2016; Reverberi et al., 2012). 

On the other hand, a number of studies have failed to uncover any significant 

activation within Broca’s area for propositional and categorical deductive inferences 

(Canessa et al., 2005; Kroger, Nystrom, Cohen, & Johnson-Laird, 2008; Monti, 
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Osherson, Martinez, & Parsons, 2007; Monti, Parsons, & Osherson, 2009; Noveck, 

Goel, & Smith, 2004; Parsons & Osherson, 2001; Rodriguez-Moreno & Hirsch, 2009), 

even under much more naturalistic experimental conditions (Prado et al., 2015). An 

alternative hypothesis has thus been proposed under which logic is subserved by a set 

of language-independent regions within frontopolar (i.e., BA10) and frontomedial (i.e., 

BA8) cortices, among others (Monti & Osherson, 2012; Monti et al., 2007, 2009). 

Consistent with this proposal, neuropsychological investigations have shown that 

lesions extending at through medial BA8 are sufficient to impair deductive inference-

making, as well as meta-cognitive assessments of inference complexity, despite an 

anatomically intact Broca’s Area and ceiling performance on neuropsychological 

assessments of language function (Reverberi, Shallice, D’Agostini, Skrap, & Bonatti, 

2009).  

As discussed elsewhere, a number of experimental factors might help reconcile 

the divergence of results, including (i) the complexity of the deductive problems 

(typically much greater in studies failing to uncover activation in Broca’s area), (ii) the 

specific task employed to elicit deductive reasoning, such as argument generation, 

which is correlated with detecting activation in the left inferior frontal gyrus, versus 

argument evaluation, which correlates with failing to uncover such activation, and (iii) 

the degree to which participants are trained prior to the experimental session (see Monti 

& Osherson, 2012 for a review). In the present work we will mainly address the first 

point with respect to the possibility that activity in the so-called “core” regions of 

deductive inference (and particularly left frontopolar cortex) might in fact reflect, partially 

or entirely, increased load on non-deductive processes (e.g., greater working memory 
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demands) imposed by hard deductions (cf., Kroger et al., 2008; Prado, Mutreja, & 

Booth, 2013). For, inasmuch as complex deductions impose greater load on deductive 

processes, and thereby increase the need for branching, goal-subgoal processing, and 

the simultaneous consideration of multiple interacting variables, as is likely in the load 

design used in Monti et al. (2007), the “workspace” of working memory must also 

undergo increased load (Halford, Wilson, & Phillips, 2010).  

Of course, there is broad agreement that deductive inference is best understood 

as relying on a broader “cascade of cognitive processes requiring the concerted 

operation of several, functionally distinct, brain areas” ( Reverberi et al., 2012, p. 1752; 

see also discussion in Prado et al., 2015) beyond those we considered above. Posterior 

parietal cortices, for example, are often observed across propositional, categorical, and 

relational deductive syllogisms, although with a preponderance of unilateral activations 

in propositional and categorical deductions and bilateral activations for relational 

problems (e.g., Knauff, Fangmeier, Ruff, & Johnson-Laird, 2003; Knauff, Mulack, 

Kassubek, Salih, & Greenlee, 2002; Kroger et al., 2008; Monti et al., 2009; Noveck et 

al., 2004; Prado, Der Henst, & Noveck, 2010; Reverberi et al., 2007, 2010; Rodriguez-

Moreno & Hirsch, 2009). Dorsolateral frontal regions also appear to be recruited across 

different types of deductive problems (e.g., Fangmeier, Knauff, Ruff, & Sloutsky, 2006; 

Knauff et al., 2002; Monti et al., 2007, 2009; Reverberi et al., 2012; Rodriguez-Moreno 

& Hirsch, 2009) and might possess interesting hemispheric asymmetries in their 

functional contributions to deductive inference making (see discussion in Prado et al., 

2015). Nonetheless, the present study is specifically meant to address the significance 

of regions that have been previously proposed to encapsulate processes which lie at 
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the heart of deductive reasoning (Monti et al., 2007, 2009) vis-à-vis the concern that it is 

“[…] not clear whether the results found by Monti et al. [2007] reflect deduction or 

working memory demands” (Kroger et al., 2008, p. 90).  

In what follows, we report on a 3T functional magnetic resonance imaging (fMRI) 

study in which we tested whether the pattern of activations that has been previously 

characterized as “core” to deductive inference (Monti et al., 2007, 2009; see Monti & 

Osherson, 2012 for a review) might instead reflect activity resulting from increased 

general non-deductive cognitive load (a view we will label the general cognitive load 

hypothesis). Specifically, using a 2 × 2 design (simple/complex, deductive/non-

deductive), we compare the effect of non-deductive (e.g., working memory) versus 

deductive load on the putative “core” regions of deduction. Using a forward inference 

approach (Henson, 2006; see also Heit, 2015 for a discussion on the relevance of this 

approach to the field of the neural basis of human reasoning), under the general 

complexity hypothesis, activity in frontopolar and frontomedial cortices should be elicited 

equally by deductive and non-deductive load. Conversely, under our previous 

interpretation of these regions, deductive load alone should elicit activity within these 

areas. As we report below, contrary to the general cognitive load hypothesis, non-

deductive load fails to elicit significant activation in the so-called “core” regions of 

deduction which, in fact, appear sensitive to the interaction of load and deductive 

problems, further establishing the genuine tie between these areas and cognitive 

processes that sit at the heart of the deductive (specifically, propositional) inference. 
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Methods 

 Participants 

Twenty (eight female) undergraduates from the University of California, Los 

Angeles (UCLA), participated in the study for monetary compensation after giving 

written informed consent, in accordance with the Declaration of Helsinki and with the 

rules and standards established by the UCLA Office of the Human Research Protection 

Program. All participants were right-handed native English speakers with no prior 

history of neurological disorders and had no prior formal training in logic. Ages ranged 

from 18 to 23 years old (M = 20.4 years, SD = 1.4).  

Before being enrolled in the fMRI component of the study participants underwent 

a screening procedure similar to that used in Canessa et al. (2005) in which they had to 

achieve an accuracy level of 60% or better on each of the four task types to be 

performed in the neuroimaging session (i.e. the simple and complex deductive and non-

deductive tasks, see below). Prospective participants were recruited via the UCLA 

Psychology Department’s SONA system, which provides a means for undergraduates 

to participate in psychology experiments for academic credit. The pre-test, in which 

participants received no feedback on either individual problems or overall performance, 

utilized the same experimental stimuli as those employed in the neuroimaging session, 

although presented in a different random order, and occurred on average 5.3 months 

(SD = 4.6 mo) prior to the fMRI session, to minimize the possibility of practice effects. A 

correlational analysis showed that there was no relationship between the amount of 

time that elapsed between the screening and imaging visit and the participants’ 

accuracy at the imaging session (both overall and individually for any subtask). 
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Importantly, participants did not undergo training on the task (e.g., of the sort used, for 

example, in Reverberi et al., 2007).  

Task 

In each trial, participants were presented with a triplet of sentences (henceforth 

“arguments”), asked to engage in a deductive or non-deductive task, and then, after a 

brief (3 s) delay, prompted to respond (see Figure 1 for a depiction of the task timeline).  

 

Figure 1.  Experimental design. Sample deductive (complex; top) and non-deductive (simple; bottom) 
trials. The gray area highlights the period relevant for the BOLD data analysis (In the original displays the 
bottom left reminder cue appeared in red). 

 

In the deductive condition, participants were asked to assess the logical status 

(i.e., (in)validity) of the argument, which they were probed on at the response prompt. 

Following previous work (Monti et al., 2007), half the arguments were subjectively 

simple to assess while the remainder were subjectively complex (henceforth simple and 
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complex deductive conditions, respectively; see below for further details). While we 

adopted an empirical definition of deductive load, it is clear that the simple deductive 

arguments, which were structured around the logical form of modus ponens (which 

refers to inferences that conform to the valid propositional rule, “If P then Q; P; therefore 

Q”) were low in both general cognitive load and relational complexity (defined as the 

“the number of interacting variables represented in parallel” Halford, Wilson, & Phillips, 

1998, p. 851). Conversely, the complex deductive arguments, which were structured 

around the logical form of modus tollens (inferences that conform to the valid 

propositional rule, “If P then Q; not Q; therefore not P”), were higher in both relational 

complexity and in general cognitive load than the simple deductive arguments. (We take 

it to be uncontroversial that, under the view that working memory serves “as the 

workspace where relational representations are constructed,” Halford et al., 2010, 

increased relational complexity must be accompanied by increased working memory 

demands.) In the non-deductive trials, participants were asked to retain in memory the 

presented sentence triplet or a mentally manipulated version of the triplet (simple and 

complex non-deductive conditions, respectively) for a later recognition test. The 

response prompt contained a fragment which participants had to respond to by 

determining whether it was part of the presented argument (in simple non-deductive 

trials) or the mentally manipulated argument (in complex non-deductive trials). The rule 

for manipulating the argument in the complex non-deductive trials required participants 

to mentally replace the first term of the first statement with the last term of the third 

statement, and the last term of the first statement with the last term of the second 

statement (see Figure 2 for an example). It is this mentally manipulated version of the 
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argument that participants were then to retain for the ensuing recognition test. This 

complex non-deductive task was specifically designed in order to elicit abstract, but 

non-deductive, rule-based manipulation of the stimuli and tax participants’ cognitive 

resources (as confirmed by the response time and accuracy analysis reported below).  

 

Figure 2.  Example mental manipulation trial. Top: presented argument; middle: rules for manipulating the 
triplet; bottom: argument participants had to retain in memory for the later response prompt. 

 

Stimuli 

The stimuli for this experiment consisted of 128 arguments. The 64 arguments 

employed for the deductive trials were obtained from 8 logical forms validated in our 

previous work (Monti et al., 2007; see also Table 1). The eight logical forms give rise, 

when instantiated into English (see below), to four pairs of logical arguments of which 

two are deductively valid and two are deductively invalid. Within each pair, arguments 

were linguistically matched but of varying deductive difficulty, with one argument 
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appearing consistently more difficult than the other in terms of response time, subjective 

complexity judgment, and binary forced choice (see Monti et al., 2007). Arguments were 

instantiated into natural language by replacing the logical connectives (i.e., →, ¬, ˄, ˅) 

with their standard English translation (i.e., “If … then …”, “not”, “and”, “or”) and by 

replacing logical variables (i.e., `p, q, r’) with features of an imaginary block (e.g., 

“large”, “round”, “green”; henceforth concrete instantiation) or meaningless pseudo-

words (e.g., “kig”, “frek”, “teg”; henceforth abstract instantiation) modeled on the items of 

the Nonsense Word Fluency subtest of the DIBELS assessment (Good, Kaminski, 

Smith, Laimon, & Dill, 2004). Each logic form was instantiated four times with concrete 

materials and four times with abstract materials. In each instantiation, the logical 

variables were replaced with a different object feature or nonsense word so that each 

specific instantiation was unique. To illustrate, consider the following logic form: 

p → ¬q 

p 

¬q 

By systematically replacing the logic variables (i.e., `p, q’) with propositions describing 

the features of an imaginary block, we can obtain a concrete instantiation of the above 

logic form: 

If the block is green then it is not small. 

The block is green. 

------------------------------ 

The block is not small. 
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Replacing the features of an imaginary block with nonsense pseudo-words results in an 

abstract instantiation of the same logic form: 

If the kig is teg then it is not frek. 

The kig is teg. 

------------------------------ 

The kig is not freg. 

The remaining 64 stimuli, employed in the non-deductive trials, were obtained by 

taking the deductive arguments described above and shuffling the sentences across 

triplets (without mixing concrete and abstract instantiations) so that, within each 

argument, no common variable was shared amongst all three statements. The absence 

of common variables across the three statements ensured that, despite being presented 

with stimuli superficially analogous to those featured in deductive trials, participants 

could not engage in any deductive inference-making. To illustrate: 

If the block is large then it is not green. 

The block is square. 

------------------------------ 

The block is not heavy. 

Abstract non-deductive instantiations were obtained analogously to the abstract 

deductive ones (see Figure 1 for one such example). 
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Table 1.  

Logical forms used in stimuli, with sample arguments 

Validity Cognitive 

Load 

Formal 

Structure 

Block Argument Examples Nonsense Phoneme 

Argument Examples 

 

Valid 

 

Low 

 

p → ¬q 

 p 

¬q 

 

If the block is green then it is 

not small. 

The block is green. 

------------------------------ 

The block is not small. 

 

If the hak is kig then it is not 

gop. 

The hak is kig. 

------------------------------ 

The hak is not gop. 

 

Valid 

 

Low 

 

(p˅q) → ¬r 

 p 

¬r 

 

If the block is either heavy or 

large then it is not blue. 

The block is heavy. 

------------------------------ 

The block is not blue. 

 

If the hak is either kig or ik 

then it is not gop. 

The hak is kig. 

------------------------------ 

The hak is not gop. 

 

Valid 

 

High 

 

(p˅q) → ¬r 

 r 

¬p 

 

If the block is either red or 

square then it is not large. 

The block is large. 

------------------------------ 

The block is not square. 

 

If the hak is either ag or bub 

then it is not frek. 

The hak is ag. 

------------------------------ 

The hak is not frek. 

 

Valid 

 

High 

 

p → ¬q 

 q 

¬p 

 

If the block is large then it is 

not blue. 

The block is blue. 

------------------------------ 

The block is not large. 

 

If the hak is ag then it is not 

bub. 

The hak is bub. 

------------------------------ 

The hak is not ag. 

 

Invalid 

 

Low 

 

(p˄q) → ¬r 

 p 

¬r 

 

If the block is both blue and 

square then it is not large. 

The block is blue. 

------------------------------ 

The block is not large. 

 

If the tep is both kig and ob 

then it is not plob. 

The tep is kig. 

------------------------------ 

The tep is not plob. 

 

Invalid 

 

Low 

 

¬p → (q˅r) 

¬p 

 q 

 

If the block is not red then it is 

either square or small. 

The block is not red. 

------------------------------ 

The block is square. 

 

If the hak is not trum then it is 

either stas or plob. 

The hak is not trum. 

------------------------------ 

The hak is stas. 

 

Invalid 

 

High 

 

(p˄q) → ¬r 

 r 

¬p 

 

If the block is both square and 

small then it is not blue. 

The block is blue. 

----------------------------- 

The block is not square. 

 

If the tep is both grix and ag 

then it is not ik. 

The tep is ik. 

------------------------------ 

The tep is not grix. 

 

Invalid 

 

High 

 

¬p → (q˅r) 

¬q 

 p 

 

If the block is not blue then it 

is either small or light. 

The block is not small. 

------------------------------ 

The block is blue. 

 

 

If the tep is not trum then it is 

either frek or ob. 

The tep is not frek. 

------------------------------ 

The tep is trum. 
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Design and Procedure 

The 128 trials were distributed across four runs of 32 trials each. Within each run 

participants performed 8 trials per each condition (simple/complex, deductive/non-

deductive). Within each run, trials were presented (pseudo-)randomly, under the sole 

constraint that no two consecutive trials were of the same condition. Each run featured 

a different pseudo-random ordering of the trials, and participants were randomly 

allocated to one of two different orderings of the runs.  

As depicted in Figure 1, each trial started with a one second verbal cue, 

presented visually, informing the participant which task they were about to perform. 

Deductive conditions (i.e., simple and complex) were prompted with the verbal cue 

“REASONING,” while non-deductive conditions were prompted with the verbal cue 

“MEMORY,” for simple trials, and “SWITCH,” for complex trials. Next, the full argument 

was presented, with all three premises being displayed simultaneously. Given the 

randomized task order, to help participants keep track of which condition they were 

supposed to be performing on each trial a small red reminder cue (“R,” “M,” or “S”) was 

displayed in the lower left corner of the screen, alongside the argument. Each triplet 

was available, on-screen, for a maximum of 20 seconds, or until participants pressed 

the “continue” button (with their right little finger) to signal that they were ready to move 

to the response prompt. In the deductive trials participants would press the “continue” 

button upon reaching a decision as to the logical status of the argument, whereas in the 

non-deductive trials they would press the “continue” button upon having sufficiently 

encoded the presented triplet (easy condition) or the mentally manipulated triplet 

(complex condition). At this stage, the button-press was only employed to indicate that 



 50 

the participant was ready to move to the response phase, and was thus the same in all 

trials regardless of condition. Upon the button press, or the elapsing of the allotted 20 

seconds, a fixation cross appeared, for three seconds, followed by a response prompt. 

In deductive trials, the response prompt displayed the question “VALID?” to which 

participants had to respond yes or no. In non-deductive trials, the response prompt 

displayed a probe to which participants had to respond yes or no as to whether it was 

part of the presented argument (in simple non-deductive trials) or the mentally 

manipulated argument (in complex non-deductive trials). In the simple non-deductive 

trials the probe was a single word (e.g., “GREEN?”) whereas in the complex non-

deductive trials the probe was a fragment (e.g., “…is not blop. The ik …”). For example, 

given the argument shown in Figure 2, a correct response screen might read “…is large. 

The block is green.”, which is indeed part of the mentally manipulated argument (Figure 

2, bottom), whereas an incorrect response screen might read “…is round. The block is 

heavy.”, which is not part of the mentally manipulated argument.  This design allowed 

us to ensure that participants could not simply recognize that terms in the response 

prompt were present in the argument, as they could do in the simple non-deductive 

trials. (As we will show in the results section, the behavioral data confirm the difficulty of 

the task.) The response phase lasted up to a maximum of 10 seconds, and participants 

were instructed to answer (for all trial types equally) with the index finger to signal a 

‘yes’ response and the middle finger to signal a ‘no’ response. Upon their response (or 

elapsing of the 10 seconds), a fixation cross signaled the end of the trial and remained 

on screen for a randomly jittered amount of time (on average 3 s), prior to the beginning 

on the following trial. The average time needed to complete each of the four runs was 
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12.5 minutes. The full session, inclusive of the four functional runs, as well as structural 

data acquisition and brief resting periods in between runs, lasted between 75 and 105 

minutes.  

fMRI Data Acquisition 

All imaging data were acquired on a 3 Tesla Siemens Tim Trio MRI system at the 

Staglin IMHRO Center for Cognitive Neuroscience (CCN) in the Semel Institute for 

Neuroscience and Human Behavior at the University of California, Los Angeles. First, 

T2* sensitive images were acquired using a gradient echo sequence (TR = 2,500 ms, 

TE = 30 ms, FA = 81 degrees, FoV = 220 × 220) in 38 oblique interleaved slices with a 

distance factor of 20%, resulting in a resolution of 3 × 3 × 3.6 mm. Structural images 

were acquired using a T1-sensitive MPRAGE (magnetization-prepared 180 degree 

radio-frequency pulses with rapid gradient-echo; TR = 1,900 ms, TE = 2.26 ms, FA = 9º) 

sequence, acquired in 176 axial slices, at a 1-mm isovoxel resolution. 

fMRI Data Analysis 

Functional data were analyzed using FSL (FMRI Software Library, Oxford 

University; Smith et al., 2004). The first four volumes of each functional dataset were 

discarded to allow for the blood oxygenation level dependent (BOLD) signal to stabilize. 

Next, each individual echo planar imaging time series (EPI) was brain-extracted, 

motion-corrected to the middle time-point, smoothed with an 8 mm FWHM kernel, and 

corrected for autocorrelation using pre-whitening (as implemented in FSL). Data were 

analyzed using a general linear model inclusive of four main regressors focusing, as 

done in previous work, on the data acquired during the reasoning periods of each trial 
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(cf., Christoff et al., 2001; Kroger et al., 2008). The four regressors marked the onset 

and duration of each condition separately (i.e., simple non-deductive, complex non-

deductive, simple deductive, complex deductive). Specifically, each regressor marked 

the time from which an argument appeared on screen up to the button press indicating 

that the participant was ready to proceed to the answer prompt screen (i.e., the 

“Reasoning” period show in Figure 1 and shaded in gray). In other words, these four 

regressors captured – for each trial type – the time during which the participants were 

encoding and reasoning over the stimuli up to when they felt ready to go to the answer 

prompt screen. It is important to stress that, in order to account for response-time 

differences across tasks, we explicitly factor the length of each trial in our regressors, 

thereby adopting what is known as a “variable epoch” GLM model (Henson, 2007). This 

approach has been previously shown to be physiologically plausible and to have higher 

power and reliability for detecting brain activation  (Grinband, Wager, Lindquist, Ferrera, 

& Hirsch, 2008), and is conventionally used in tasks where RTs are likely to vary across 

trials and/or conditions (see, for example, Christoff et al., 2001; Crittenden & Duncan, 

2014; Strand, Forssberg, Klingberg, & Norrelgen, 2008). A conventional double gamma 

response function was convolved with each of the regressors in order to account for the 

known lag of the hemodynamic mechanisms upon which the blood oxygenation level 

dependent (BOLD) signal is predicated (Buxton, Uludag, Dubowitz, & Liu, 2004). 

Finally, to moderate the effects of motion, the six motion parameter estimates from the 

rigid body motion correction, as well as their first and second derivative and their 

difference, were also included in the model as nuisance regressors. For each run, we 

performed four contrasts. First, we assessed the simple effect of load for deductive (D) 
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and non-deductive (ND) trials (i.e., [complex > simple]ND and [complex > simple]D), and, 

following, we assessed the interaction effect of load and task type (i.e., [complex – 

simple]ND > [complex – simple]D and [complex – simple]D > [complex – simple]ND). In 

order to avoid reverse activations (Morcom & Fletcher, 2007), each contrast was 

masked to only include voxels for which the sum of the z-score statistic of the minuend 

and subtrahend was equal to or greater than zero (cf., DeWolf, Chiang, Bassok, 

Holyoak, & Monti, 2016). For the simple effect of load in deduction, for example, the 

mask was created by only including voxels for which  

 while, for the interaction effect the mask was 

created by only including voxels for which ]. 

This procedure ensures that a voxel cannot be found active merely because the 

subtrahend is negative (i.e., less active than baseline/fixation) while the minuend is not 

greater than zero (i.e., not more active than baseline/fixation; see DeWolf et al., 2016).  

Prior to group analysis, single subject contrast parameter statistical images were 

coregistered to the Montreal Neurological Institute (MNI) template with a two-step 

process using 7 and 12 degrees of freedom. Group mean statistics were generated with 

a mixed effects model accounting for both the within-session variance (fixed-effects) as 

well as the between-session variance (random-effects) with automatic outlier de-

weighting. Group statistical parameteric maps were thresholded using a conventional 

cluster correction, based on random field theory, determined by Z > 2.7 and a 

(corrected) cluster significance of P < 0.05 (Brett, Penny, & Kiebel, 2003; Worsley, 

2001, 2007). Considering the recent debate on the validity of using cluster-based 

correction methods in fMRI analyses, it is important to point out that, given the existing 
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published data on the topic (e.g., Woo, Krishnan & Wager, 2014; Eklund, Nichols & 

Knuttson, 2016), our specific approach is not expected to suffer from greater than 

nominal (.05) familywise error rate (FWE). Specifically, (i) we are using a conservative 

cluster determining threshold (CDT; Z > 2.7, i.e., ~ p < 0.003) which falls below the 

envelope of liberal primary thresholds which might result in an “anti-conservative bias” 

(i.e., 0.01 < CDT < 0.005; see Woo et al., 2014, p. 417) and, consistent with the 

previous point, (ii) the data presented in Eklund et al. (2016) suggest that the use of 

cluster correction with a CDT of p < 0.003, with FSL’s FLAME1 algorithm (Beckman, 

Jenkinson, and Smith, 2003; Woolrich et al., 2004 ) and with an event related design, 

should yield a valid analysis (i.e., within the nominal 5% error rate; cf., Eklund et al 

2016, Figure 1, p. 7901).  

Results 

Behavioral results  

Across all participants and conditions, the mean accuracy was 90.2% (SD = 

4.94%), and the mean response time was 10.48 s (SD = 3.1 s). Two separate 2 × 2 

repeated-measures ANOVA were conducted to test the effects of load (simple vs. 

complex) and task (deductive vs. non-deductive) on accuracy and response time 

(respectively).  

With regard to accuracy (see Supplementary Figure 1a), we found a significant 

interaction between load and task type (F(1, 19) = 9.03, p = 0.007,  = 0.05) mainly 

driven by a larger load effect for non-deductive trials (M = 98%, SD = 2.7%, and M = 

78.8%, SD = 8.7%, for simple and complex trials, respectively) as compared to that 
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observed for deductive trials (M = 96.25%, SD = 7.56% and M= 87.81%, SD = 10.96%, 

respectively). (Effect sizes reported here, based on the unbiased , as opposed to the 

conventional , were calculated using the formulae provided by Maxwell and Delaney 

2004). We also found a significant main effect of both load and task type (F(1, 19) = 

66.95, p < 0.001, = 0.39, and F(1, 19) = 6.547, p = 0.02,  = 0.02, respectively). 

Specifically, participants exhibited lower mean accuracy in complex trials (M = 83.3%), 

as compared to simple ones (M = 97.1%), and in non-deductive trials (M = 88.4%), as 

compared to deductive ones (M = 92.0%).  

With regard to response time (see Supplementary Figure 1b), we again found a 

significant interaction between the load and task type (F(1, 19) = 5.97, p = 0.02, = 

0.01), which was mainly driven by a larger difference in response times across simple 

and complex trials for non-deductive materials (M = 8.85 s, SD = 4.41 s, and M = 15.12 

s, SD = 3.83 s, respectively) as compared to deductive ones (M = 6.79 s, SD = 2.11 s, 

and M = 11.18 s, SD = 3.45 s, respectively). We also found a significant main effect for 

both load and task type with regard to response time (F(1, 19) = 170.30, p < 0.001, = 

0.32; and F(1, 19) = 30.76, p < 0.001, = 0.1, respectively). Specifically, participants 

exhibited longer response times in complex trials (M = 13.15 s), as compared to simples 

trials (M = 7.82 s), and in non-deductive trials (M = 11.98 s), as compared to reasoning 

trials (M = 8.99 s).  The response time analysis included both correct and incorrect trials 

(as done in previous work; e.g., Prado, Mutreja, & Booth, 2013; Reverberi et al., 2007, 

2010).  
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Neuroimaging results  

Subtraction of simple non-deductive trials from complex ones uncovered a 

number of significant activations across posterior parietal and frontal regions. As 

depicted in Figure 3a (in blue; see Table 2 for a full list of activation maxima), significant 

activations were uncovered in bilateral middle frontal gyri (MFG; spanning BA8 and 

BA6), precuneus (Prec; BA7), left lateralized superior and inferior parietal lobuli (SPL 

and IPL; in BA7 and BA40, respectively), and angular gyrus (AG; BA39). The 

subtraction of simple deductive trials from complex ones resulted in a very different 

pattern of activations (see Figure 3a, green areas, and Table 3 for full list of activation 

maxima). Consistent with previous work (Monti et al., 2007, 2009), maxima were 

uncovered in regions previously reported as being “core” to deductive reasoning, such 

as the left middle frontal gyrus (in BA10), and the bilateral medial frontal gyrus (MeFG; 

in BA8; also referred to as the pre-supplementary motor area, pre-SMA), as well as 

“support” regions of deductive inference, including bilateral MFG (spanning BA8 and 

BA6 in the right hemisphere, and BA9 and BA10/47 in the left), superior and inferior 

parietal lobuli (BA7 and BA40, respectively), left superior frontal gyrus (SFG; in BA8), 

and right lateralized cerebellum (in crus I). The overlap between the two load 

subtractions was minimal (see Figure 3a, in purple), and mostly confined to “bleed-over” 

at the junction of the more dorsal MFG cluster uncovered in the non-deductive 

comparison, and the more ventral MFG cluster observed in the deductive comparison.  
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Table 2.  

Activations for memory complexity subtraction (i.e., complex memory minus simple memory) 

MNI Coordinates       

x y z Hem Region Label (BA) Z-score 

Frontal Lobe   

-24 12 46 L Middle Frontal Gyrus (8) 5.35 

-26 2 54 L Middle Frontal Gyrus (6) 5.24 

24 12 44 R Middle Frontal Gyrus (8) 4.89 

30 2 68 R Middle Frontal Gyrus (6) 2.93 

Parietal Lobe 

 -6 -62 54 L Precuneus (7) 7.52 

-6 -64 50 L Precuneus (7) 6.92 

10 -66 52 R Precuneus (7) 6.81 

-10 -68 58 L Superior Parietal Lobule (7) 6.69 

-36 -80 30 L Angular Gyrus (39) 6.55 

-36 -50 42 L Inferior Parietal Lobule (40) 5.79 

 

As shown in Figure 3b (see Tables 4 and 5 for full list of activation maxima), the 

interaction analysis revealed that non-deductive load, as compared to deductive load, 

specifically recruited foci in bilateral SPL, as well as left lateralized Prec (BA7), AG at 

the junction with the superior occipital gyrus (BA19/39), and MFG (BA6). Conversely, 

deductive load, as compared to non-deductive load, uncovered significant activations 

within bilateral MeFG (BA8 bilaterally, and BA9 in the left hemisphere), left junction of 

the SFG and MFG (BA10), left MFG (in BA10, BA10/47, and BA47), left SFG (BA6), left 

SPL and IPL (BA7, BA40, respectively), and right cerebellum (crus I). 
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Figure 3. Imaging results: (a) Activations for the complexity subtraction for memory (in blue) and logic (in 
green) materials (overlap shown in purple); (b) Activations for the interaction of complexity by materials.  

 

Discussion 

The present study reports two main findings. First, we have shown that deductive 

reasoning is supported by a distributed set of frontoparietal regions closely matching our 

previous reports (Monti et al., 2007, 2009). Second, we have shown that the putative 

“core” regions for deductive inference cannot be interpreted as merely responding to 

general (i.e., non-deductive) cognitive load and/or increased working memory demands 

(Kroger et al., 2008; Prado et al., 2013). We discuss each point in turn. 

 Consistent with previous reports, our results favor the idea that deductive 

reasoning is supported by a distributed network of regions encompassing frontal and 

parietal areas (Monti et al., 2007, 2009; Rodriguez-Moreno & Hirsch, 2009; Prado et al.,  
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Table 3.  

Activations for reasoning complexity subtraction (i.e., complex minus simple reasoning) 

MNI Coordinates       

x y z Hem Region Label (BA) Z-score 

Frontal Lobe   

-42 22 36 L Middle Frontal Gyrus (9) 5.39 

-48 46 -2 L Middle Frontal Gyrus (10/47) 4.75 

-52 24 36 L Middle Frontal Gyrus (9) 4.66 

-34 16 54 L Superior Frontal Gyrus (8) 4.38 

-38 14 54 L Superior Frontal Gyrus (8) 4.29 

-8 24 50 L Medial Frontal Gyrus (8) 4.19 

38 14 50 R Middle Frontal Gyrus (8) 4.13 

-6 28 46 L Medial Frontal Gyrus (8) 4.13 

-36 54 -2 L Middle Frontal Gyrus (10) 4.05 

36 20 52 R Middle Frontal Gyrus (8) 3.87 

-6 38 38 L Medial Frontal Gyrus (8) 3.63 

-6 38 42 L Medial Frontal Gyrus (6) 3.62 

42 22 52 R Middle Frontal Gyrus (8) 3.42 

40 20 38 R Precentral Gyrus (9) 3.33 

34 18 62 R Middle Frontal Gyrus (6) 3.32 

12 26 42 R Medial Frontal Gyrus (6) 3.22 

Parietal Lobe 

 -46 -54 40 L Inferior Parietal Lobule (40) 4.03 

44 -60 40 R Inferior Parietal Lobule (40) 3.83 

-44 -58 42 L Inferior Parietal Lobule (40) 3.69 

-44 -58 46 L Inferior Parietal Lobule (40) 3.67 
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2015). In light of recent discussions concerning the replicability of psychological and 

neuroimaging findings (Barch & Yarkoni, 2013; Pashler & Wagenmakers, 2012) it is 

particularly noteworthy that coordinates of the activation foci reported here match 

closely those reported in three previous experiments by our group (Monti et al., 2007, 

2009; see Supplementary Figure 2 for a visual comparison) despite different samples, 

stimuli, MR systems, and analysis methods. In particular, we find that complex 

deductive inferences, as compared to simpler ones, consistently recruit regions 

previously described as “core” to deductive reasoning (including left rostrolateral (in 

BA10) and medial (BA8) prefrontal cortices) which are proposed to be implicated in the 

construction of a derivational path between premises and conclusions. In addition, 

complex deductive inferences also recruited a number of (content-independent) 

“cognitive support” regions across frontal and parietal areas which were previously 

described as subserving non-deduction specific processes (cf., Monti et al., 2007, 

-44 -62 52 L Superior Parietal Lobule (7) 3.63 

-42 -64 44 L Inferior Parietal Lobule (40) 3.60 

50 -60 50 R Inferior Parietal Lobule (40) 3.55 

44 -60 58 R Superior Parietal Lobule (7) 3.49 

42 -68 46 R Superior Parietal Lobule (7) 3.39 

50 -60 46 R Inferior Parietal Lobule (40) 3.39 

Cerebellum 

 36 -74 -28 R Crus I 3.95 

32 -70 -32 R Crus I 3.69 

32 -76 -28 R Crus I 3.65 

38 -68 -40 R Crus I 3.56 
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2009). The dissociation between “core” and “support” regions is also supported by a 

neuropsychological study (Reverberi et al., 2009) in which patients with lesions 

extending to medial frontal cortex (encompassing “core” BA8) demonstrated specific 

deficits in deductive and meta-deductive ability, while patients with lesions to left 

dorsolateral frontal cortex (encompassing “support” regions) only displayed deductive 

deficits in the presence of working memory impairments (while retaining meta-deductive 

abilities; i.e., the ability to judge the complexity of an inference). This pattern of 

impairment can be seen as important independent and cross-methodological support for 

the view that medial frontal cortex plays a central role in representing the overall 

structure of sufficiently complex deductive arguments, while left dorsolateral frontal 

cortex (likely in conjunction with parietal regions) only serves a supporting role, perhaps 

as a kind of “memory space” for the representation of deductive arguments (Monti et al., 

2007; Reverberi et al., 2009). 

Our second finding relates to the alternative interpretation of the previously 

described “core” regions of deductive reasoning (left rostrolateral frontopolar cortex in 

particular; i.e., BA10) as reflecting a more general, non-deductive, increase in “cognitive 

difficulty” and/or working memory demands (Kroger et al., 2008; Prado, Mutreja, & 

Booth, 2013). The results of the present study, however, do not support this view. 

Indeed, in contrast to the results for deductive trials, when performed over the non-

deductive trials, the load contrast failed to elicit any significant activity in the proposed 

“core” regions of deduction (left BA10 and medial BA8). Rather, it highlighted a different 

set of regions, including middle frontal gyrus (BA8, 6), precuneus (BA7), superior and 

inferior parietal lobule (BA7, 40), and angular gyrus (BA39), consistent with previous 
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literature on working memory (Kirschen, Chen, Schraedley-Desmond, & Desmond, 

2005; Koechlin, Basso, Pietrini, Panzer, & Grafman, 1999; Owen, McMillan, Laird, & 

Bullmore, 2005; Ranganath, Johnson, & D’Esposito, 2003; Ricciardi et al., 2006). This 

result further supports the view that the cognitive processes implemented within areas 

identified as core to deductive reasoning cannot be reduced to merely reflecting 

increased working memory demands, and might rather be integral to “identify[ing] and 

represent[ing] the overall structure  of the proof necessary to solve a deductive problem” 

(Reverberi et al., 2009; p. 1113). Indeed, anterior prefrontal cortex has been previously 

associated with processes such as relational complexity (Halford et al., 1998, 2010; 

Robin & Holyoak, 1995; Waltz et al., 1999), and BA10 in particular has been found to 

activate in response to tasks requiring relational integration, keeping track of and 

integrating multiple related variables and sub-operations, and the handling of branching 

subtasks (Charron & Koechlin, 2010; Christoff et al., 2001; De Pisapia & Braver, 2008; 

Koechlin, Basso, Pietrini, Panzer, & Grafman, 1999b; Kroger et al., 2002; Ramnani & 

Owen, 2004), all of which are analogous to the kinds of processes that may be involved 

in evaluating deductive inferences. Similarly, previous research has associated medial 

BA8 with processes such as executive control, the choosing and coordinating of sub-

goals, and resolving competition between rules to transform a problem from one state 

into another (Fletcher & Henson, 2001; Koechlin, Corrado, Pietrini, & Grafman, 2000; 

Posner & Dehaene, 1994; Volz, Schubotz, & Cramon, 2005). Of course, it should be 

noted that the current study, as well as our previous work, focuses on the propositional 

inferences (as defined in Garnham & Oakhill, 1994, p.60). Yet, previous work suggests 

that these results might well extend to propositional inferences in natural discourse 
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(which, however might also depend on additional contributions from the right frontopolar 

cortex; Prado et al., 2015) and categorical syllogisms (Prado et al., 2013; Rodriguez-

Moreno & Hirsch, 2009), further generalizing the idea that processes of relational 

integration might well explain the role of left rostrolateral PFC in deductive inference 

making (Prado et al., 2013). 

Table 4.  

Activations for the first interaction contrast, showing where the difference between complex memory and 

simple memory was greater than the difference between complex reasoning and simple reasoning 

MNI Coordinates       

x y z Hem Region Label (BA) Z-score 

Frontal Lobe   

-24 0 52 L Middle Frontal Gyrus (6) 4.01 

-22 2 48 L Middle Frontal Gyrus (6) 3.79 

Parietal Lobe 

 

-36 -82 28 L Angular Gurys/Superior Occipital Gyrus (19/39) 6.06 

-10 -68 56 L Superior Parietal Lobule (7) 5.82 

-6 -62 54 L Precuneus (7) 5.69 

-18 -66 56 L Superior Parietal Lobule (7) 5.29 

-18 -70 52 L Precuneus (7) 5.08 

12 -66 54 R Superior Parietal Lobule (7) 5.05 

 

Finally, our results further add to a growing body of evidence failing to detect any 

involvement of Broca’s area in deductive inference-making across propositional, set-

inclusion and relational problems (e.g., Canessa et al., 2005; Fangmeier et al., 2006; 

Knauff et al., 2002; Monti et al., 2007, 2009; Parsons & Osherson, 2001; Prado & 
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Noveck, 2007; Rodriguez-Moreno & Hirsch, 2009; Prado et al., 2015), and is consistent 

with neuropsychological work demonstrating that damage spanning at least one of the 

“core” regions (medial BA8) impairs deductive inference-making, as well as appreciation 

for the difficulty of an inference, despite the absence of any damage in the left IFG and 

ceiling performance in clinical tests of language (Reverberi et al., 2009).  

In interpreting these findings, a number of important issues should be 

considered. First, although our behavioral results replicate the classic differential 

performance across modus ponens and modus tollens type inferences, accuracy in the 

modus tollens type inferences was higher than typically reported in classic studies (i.e., 

87% in our work versus 63% in Taplin, 1971; 62% in Wildman & Fletcher, 1977). 

Nonetheless, our accuracy rates are in line with a number of behavioral and 

neuroimaging reports (e.g., 94% in Prado et al. 2010, 84% in Luo et al., 2011; between 

80% and 88% in Blumfield & Rips 2003; 79% in Knauff et al., 2002; 78% in Trippas et 

al., 2017; 75% in Evans, 1977; and above 90% in the Wason Selection Task as 

implemented in Li et al., 2014, Qiu et al., 2007, Liu et al., 2012) as well as 

developmental work showing that by age 16 accuracy rates for modus tollens range 

between 78 and 87% (Daniel et al., 2006). We do stress, however, that although our 

participants did not undergo any overt training (e.g., training to criterion; see for 

example Reverberi et al., 2007) and reported no formal training in logic, our procedure 

selected high-performance individuals in the sense that they had to meet a 60% 

accuracy criterion across each of the four conditions (complex/simple, deductive/non-

deductive). Thus, our approach also favored participants with good performance in 

working memory (as captured by the SWITCH task), which is known to be an important 
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variable in deductive reasoning (e.g., Toms et al., 1993; Handley et al., 2002; Capon et 

al., 2003; Markovitz et al., 2002). In addition, it is also possible that self-selection 

operated, to some extent, among participants volunteering to take part in a study on 

“higher cognition.” Second, as shown by our behavioral results, deductive and non-

deductive tasks were not fully matched for difficulty (as captured by response time and 

accuracy). Indeed, we did find a significant difference between memory and logic 

difficulty (i.e., a significant interaction), with complex non-deductive trials being harder to 

evaluate than complex deductive trials, and with the difference between simple and 

complex non-deductive trials being larger than that for simple and complex deductive 

trials. This imbalance should make it all the more likely that, if the general cognitive load 

hypothesis were correct (i.e., that BA10 and BA8m are recruited by non-deductive 

cognitive load), the simple effect of load for non-deductive trials (i.e., [complex > 

simple]ND) as well as the interaction effect of load and task type (i.e., [complex – 

simple]ND > [complex – simple]D) should uncover activity within the “core” areas. Yet, as 

we reported, this was not the case. Rather, it was the simple effect of load for deductive 

trials (as well as the interaction effect of load and task type (i.e., [complex – simple]D > 

[complex – simple]ND) that uncovered activity within left rostrolateral and mediofrontal 

cortex. In this sense, the lack of exact matching of difficulty across types of tasks works 

against our hypothesis and thus makes our test all the more stringent. Finally, our 

design contained a small asymmetry across deductive and non-deductive taks. Simple 

and complex deductive trials were signaled with the same cue (i.e., REASONING) 

whereas simple and complex non-deductive trials were signaled with different cues (i.e., 

MEMORY and SWITCH, respectively). Nonetheless, the close matching of the 
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neuroimaging results presented above and previous work (cf., Wager & Smith, 2003; 

Monti et al., 2007, 2009) suggests that this might not have significantly affected our 

results. 

In conclusion, this experiment shows that deductive inference making is based 

on a distributed network of regions including frontal and frontomedial “core” areas, the 

activation of which cannot be reduced to working memory demands or cognitive 

difficulty. Rather, these regions appear to be involved in processes that are at the heart 

of deductive inference (e.g., finding the derivational path uniting premises and 

conclusion; (cf., Monti & Osherson, 2012; Reverberi et al., 2009). Furthermore, our 

findings are also consistent with the idea that “[l]ogical reasoning goes beyond linguistic 

processing to the manipulation of non-linguistic representations” (Kroger et al., 2008, p. 

99). 
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APPENDIX:  SUPPLEMENTS 

 

Supplement 1. Behavioral results. (A) Behavioral results for accuracy, across task types 

and levels of load. There was a significant interaction between load and task type (F(1, 

19) = 9.03, p = 0.007, = 0.05). (B) Behavioral results for response time, across task 

types and levels of load. There was a significant interaction between load and task type 

(F(1, 19) = 5.97, p = 0.02, = 0.01).
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Supplement 2. Comparison with prior studies. Areas activated by deductive reasoning 

are displayed in green. From bottom to top, the first two studies are described in Monti 

et al. (2007), while the third is described in Monti et al. (2009), and the top row presents 

partial results from the current study.  
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Study 2: Dissociating Language and Thought in Human Reasoning 

Introduction 

Does language shape human cognition (Boeckx, 2010; Monti, 2017)? One 

aspect of this debate concerns whether the combinatorial operations of natural 

language also serve, supramodally (Fadiga, Craighero, & D’Ausilio, 2009; Fitch & 

Martins, 2014; Tettamanti & Weniger, 2006), as a basis for the combinatorial operations 

of other domains of human thought such as mathematics (Amalric & Dehaene, 2016; 

Monti, Parsons, & Osherson, 2012; R. A. Varley, Klessinger, Romanowski, & Siegal, 

2005), music cognition (Chiang et al., 2017; Maess, Koelsch, Gunter, & Friederici, 2001; 

Patel, 2003), and theory of mind (R. Varley, 2001; Rosemary Varley & Siegal, 2000), 

among others. In the context of human reasoning, a growing body of research has 

generated two opposing views concerning the role of language in enabling deductive 

inference-making (Monti & Osherson, 2012). Under the first, the structure-dependent 

operations required for deductive reasoning are linguistic in nature and thus based on 

the neural mechanisms of natural language (Reverberi et al., 2007, 2010). Under the 

second, deductive reasoning is supported by language-independent processes 

principally implemented in frontomedial and left frontopolar cortices (in Brodmann areas 

[BA] 8 and 10, respectively) (Coetzee & Monti, 2018; Monti, Osherson, Martinez, & 

Parsons, 2007; Monti, Parsons, & Osherson, 2009; Rodriguez-Moreno & Hirsch, 2009). 

We tested the two competing views using continuous Theta Burst Stimulation (cTBS 

(Huang, Edwards, Rounis, Bhatia, & Rothwell, 2005)), an inhibitory neuromodulation 

approach. Here, we report a neural dissociation between the structure-dependent 

operations of natural language and those of deductive reasoning. Specifically, we found 
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that transient cTBS inhibition of Broca’s area, in the left inferior frontal gyrus (IFG), a 

region often associated with processing the hierarchical dependencies of natural 

language (Friederici, 2004, 2016), impairs accuracy for linguistic problems but not for 

logic ones. Conversely, cTBS to frontomedial cortices produces the opposite pattern. 

Our results demonstrate that, in the adult brain, the structure-dependent operations of 

reasoning are not parasitic to the neural substrate of natural language.  

Continuous Theta Burst Stimulation (cTBS) has been shown capable of 

transiently inhibiting neural tissue, thereby modulating cognition and behavior (Christov-

Moore, Sugiyama, Grigaityte, & Iacoboni, 2017; Huang et al., 2005). Here, we employ 

this technique to distinguish between the two opposing views of human reasoning. 

Specifically, if the mental operations of deductive reasoning depend on the mechanisms 

of natural language, as posited by the “language-centric” view of deduction (Reverberi 

et al., 2007, 2010), transient cTBS inhibition of the region traditionally referred to as 

Broca’s area, in the left inferior frontal gyrus, ought to decrease performance (i.e., 

accuracy) for both linguistic and deductive reasoning to a comparable extent. 

Conversely, if the two mental domains do not share a common substrate in the 

structure-dependent mechanisms of natural language, as posited by the language-

independent view of deduction (Coetzee & Monti, 2018; Monti et al., 2007, 2009; 

Rodriguez-Moreno & Hirsch, 2009), cTBS to Broca’s area ought to impair linguistic 

reasoning while sparing logic reasoning. Furthermore, the language-independent view 

also predicts that cTBS to frontomedial cortex, in mesial BA8, a region previously 

described as “core” for deductive inference (Monti et al., 2009; Rodriguez-Moreno & 

Hirsch, 2009), should impair logic reasoning while sparing linguistic reasoning.  
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Methods 

Participants 

Fifteen participants took part in this study (twelve women, three men). The mean 

age was 21.1 and the age range was 18-30. Participants were recruited through flyers 

and from other (unrelated) studies. To be included, participants had to be right handed, 

native English speakers, between the ages of 18 and 50 years old, and have had no 

prior formal instruction in deductive reasoning. In addition, we only selected participants 

who had a recent structural MRI available (from previous participation in a neuroimaging 

experiment at UCLA) to allow for MR-guided targeting with the transcranial magnetic 

stimulation (TMS) coil on the basis of individual brain anatomy (see below). In keeping 

with TMS safety standards (Rossi, Hallett, Rossini, & Pascual-Leone, 2009), 

participants were excluded if they had metal implants in their head, if they engaged in 

regular alcohol use, were pregnant, had a family history of seizures, had been 

diagnosed with any significant medical, psychiatric or neurological conditions, or used 

any prescription medication that could lower their seizure threshold (i.e. bupropion). 

Participants were compensated $25 per hour for their time. Total compensation for each 

completing participant ranged from $125 to $175. 

Each participant attended four study visits. The first was a screening visit, which 

took place in the UCLA Psychology Department, at which the participant was consented 

and, after viewing one example trial for each task, performed a set of problems 

analogous to those employed in the subsequent cTBS sessions (except for superficial 

differences in the stimuli). Participants never received any feedback on either individual 

problems or overall performance. To be included in the TMS sessions of the study 
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participants had to perform at or above 50% accuracy on the overall task and each of 

the three primary subcomponents (i.e. linguistic problems, logic problems, and 

grammaticality judgments, described below). Seven participants were excluded for 

being unable to meet this criterion (five men and two women).  

The three TMS sessions took place at the UCLA Ahmanson-Lovelace Brain 

Mapping Center. Visits took place at least one week apart. In each TMS session, one of 

three sites was targeted; namely, Broca’s area, in the pars opercularis of the left inferior 

frontal gyrus (Brodmann area [BA] 44), mesial BA8, or left transverse occipital sulcus 

(LTOS) (see below for procedure and coordinates). The order in which target sites were 

stimulated was counterbalanced across participants. At each visit, participants first 

performed a ten minute baseline cognitive task. They then underwent the TMS 

procedure, which included a thresholding procedure followed by the administration of 

cTBS. Approximately 2 to 3 minutes after the TMS procedure ended they performed a 

30 minute post-cTBS task. All participants who began the experimental phase of the 

experiment completed the experiment. All procedures were approved by the UCLA 

Institutional Review Board. 

Task and Stimuli 

Task and stimuli materials were adapted from previous work (Monti et al., 2009). 

For each of the three TMS sessions, participants were presented with 156 stimuli, in 

visual format. Each stimulus consisted of an argument, defined as a set of two 

sentences (one presented above a horizontal line and one below). Half the arguments 

were “linguistic” in that they described a subject-object-patient relationship (i.e., “who 

did what to whom”; e.g., “Y gave X to Z.” and “X was given Z by Y.”). The remaining 
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were “logic” in that they described the logic implicature tying phrasal constituents 

together (i.e., “X,Y, Z”; e.g. “If Y or X then not Z.” and “If Z then not Y and not X.”).  

For each argument, participants were asked to perform one of two tasks. In the 

reasoning task, they were asked to establish whether the two sentences of each 

argument matched in that they described the same state of affairs (that is, they had to 

decide whether the two sentences were transformations of one another). Half the 

arguments presented in the reasoning trials described the same state of affairs and half 

did not. In the grammaticality judgment task, participants were asked to evaluate 

whether both sentences of each argument were grammatical (with no need to relate the 

two sentences to each other). Half the arguments presented in the grammaticality trials 

were grammatical and half were not. As done in previous work, ungrammatical 

arguments were obtained by altering word order in either sentence (Monti et al., 2009, 

2012). Half the ungrammatical sentences had an error in the sentence above the line, 

and half had the error in the sentence below the line. Overall, the 156 arguments that 

participants saw at each session included 104 reasoning trials (half with "linguistic" 

arguments and half with "logic arguments") and 52 grammaticality judgment trials (also 

evenly divided between types of arguments). 

It should be noted that, in the context of the reasoning task, linguistic and logic 

arguments emphasize different types of structure-dependent relationships. When 

presented with linguistic arguments, the reasoning task required understanding the 

thematic relations of “X,Y, Z” with respect to the major verb of the sentence, across 

different syntactic constructs (e.g. X is a patient in “It was X that Y saw Z take.” but is an 

agent in “Z was seen by X taking Y.”). When presented with logic arguments, the 
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reasoning task required understanding the logic relations tying phrasal constituents 

together across different statements (e.g. “If both X and Z then not Y.” and “If Y then 

either not X or not Z.”).  

In order to manipulate the relational complexity (Halford, Wilson, & Phillips, 2010) 

of the arguments, for each type of problem, half the arguments contained three 

variables and half contained four variables. We also note that, for each task type, half 

the trials included statements concerning the relationships between three variables 

(e.g., “X was given Y by Z.” and “If either X or Y then not Z.”) and the remainder 

included statements concerning the relationship between 4 variables (e.g., “W heard 

that Z was seen by Y taking X.” and “If either Z or W then both X and not Y.”). For each 

type of problem, half the arguments featured sentences describing the same state of 

affairs (i.e., where the two sentences match in the circumstance they describe). 

Assignment of the variables W, X, Y, Z to elements/phrasal constituents was 

randomized across arguments. 

In each session, the 156 arguments included 78 linguistic arguments and 78 

logic arguments. For each type, 52 arguments were presented in reasoning trials, and 

26 were presented in grammaticality judgment trials. Of the 156 trials, 36 (equally 

distributed across tasks) were presented prior to cTBS stimulation (i.e., baseline trials) 

and 120 (equally distributed across tasks) were presented after cTBS stimulation. The 

same 156 arguments were presented across the four sessions except for randomly 

allocating each argument to baseline or post-cTBS presentation and for different 

allocation of variables (i.e., W, X, Y, Z) to thematic roles/phrasal constituents. Within 

baseline and post-cTBS sequences, presentation order of each argument (and task) 
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was randomized with the sole constraint that trials with identical parameters not occur 

consecutively.  

Experimental Design 

As shown in Fig. 1a, each trial began with a 1 second fixation cross followed by a 

1 second cue signaling to the participant whether they were to perform a reasoning task 

(with either linguistic or logic materials), cued by the word “MEANING”, or the 

grammaticality judgment task (with either linguistic or logic materials), cued by the word 

“GRAMMAR”. The cue was followed by on screen presentation of the argument, with 

the two sentences arranged vertically, one above the other, separated by a horizontal 

line (cf., Fig. 1a). Given the randomized task order, a small “M” or “G” block letter at the 

top left of the screen served as a reminder of which tasks participants were expected to 

perform at each trial (as we have done in previous work (Coetzee & Monti, 2018)). 

Participants had up to a maximum of 15 seconds to press the A key for a positive 

answer (i.e., “the sentences describe the same state of affairs” and “both sentences are 

grammatical”, for the reasoning and grammaticality judgment task, respectively) and the 

L key for a negative answer (i.e., “the sentences do not describe the same state of 

affairs” and “one of the two sentences is grammatically incorrect”, for the reasoning and 

grammaticality judgment task, respectively). The trial terminated upon button-press or 

upon the elapsing of the allotted 15 s, after which a new trial would begin. Stimuli were 

delivered using Psychopy (Peirce, 2008) on a Toshiba Satellite laptop running Windows 

7.  
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Transcranial Magnetic Stimulation 

For each participant, the FMIRB Software Library (FSL) (Smith et al., 2004) was 

used to transform the individual T1-weighted structural MRI – which had been obtained, 

with consent, from previous studies they had taken part in – into standard space (MNI 

template space). Stimulation targets were defined on the basis of previous published 

work. These included a target in Broca’s area (x = -50, y = 18, z = 18) (Monti et al., 

2009), centered on the pars opercularis of the left inferior frontal gyrus, one in mesial 

BA8 (x = -6, y = 40, z = 38) (Coetzee & Monti, 2018; Monti et al., 2009), and a 

“hypothesis neutral” target in the LTOS (x = -25, y = -85, z = 25) (Iaria & Petrides, 

2007). Two additional targets were used for the active motor thresholding (AMT) 

procedure. Coordinates for cortical stimulation of these two sites, the first dorsal 

interosseous (FDI) muscle in the right hand, and the tibialis anterior (TA) muscle of the 

right leg, were also marked in standard space based on prior literature (Mayka, Corcos, 

Leurgans, & Vaillancourt, 2006; Niskanen et al., 2010; Sarfeld et al., 2012). The targets, 

originally defined in MNI template space, were then projected back into the participant’s 

native structural MRI space, to allow optimal TMS coil positioning for each target 

through the frameless stereotaxy Brainsight system (Rogue Research). 

For TMS stimulation of the motor cortex representation of the right FDI muscle, 

Broca’s area, and LTOS, a Magstim flat figure-eight (double 70 mm) coil was used.  

Because our mesial BA8 target and the motor cortex representation of the right TA 

muscle are located within the interhemispheric fissure, we used an angled figure-eight 

(110 mm double cone) coil to deliver pulses to these areas.  This method is similar to 
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that used in previous studies (Christov-Moore et al., 2017; Holbrook, Izuma, Deblieck, 

Fessler, & Iacoboni, 2016; Klucharev, Munneke, Smidts, & Fernandez, 2011). 

 After participants completed the baseline task, the AMT was measured for that 

session’s target site using a two-step procedure (Christov-Moore et al., 2017; Deblieck, 

Thompson, Iacoboni, & Wu, 2008).  For Broca’s area and LTOS target sessions, “hot 

spot” coordinates were based on left motor cortex representation of the right FDI (flat 

figure-8 coil); for mesial BA8 target sessions, “hot spot” coordinates were based on left 

motor cortex representation of the right TA (double cone coil).  Single TMS pulses were 

delivered while the target muscle was mildly activated.  If single pulses from the coil did 

not produce motor evoked potentials (MEPs) of ≥200 μV at initial location, then the coil 

location was varied systematically around the initial target site until reliable MEP ‘s were 

evoked at a suprathreshold intensity.  Once the motor cortex “hot spot” was determined, 

the AMT was determined as the minimum TMS intensity at which motor evoked 

potentials (MEPs) of ≥200 μV were obtained in at least five out of ten consecutive 

stimulations under active target muscle conditions.  

Following the thresholding procedure, cTBS was applied to the target. In cTBS, 

triplets of TMS pulses at 50 Hz are delivered at 5 Hz, giving a total of 600 pulses over a 

period of 40 seconds. The intensity was set at 80% of the AMT, in accordance with prior 

studies (Christov-Moore et al., 2017; Fitzgerald, Fountain, & Daskalakis, 2006).  For 12 

out of 44 sessions (5 at which Broca’s area was targeted, 1 at which mesial BA8 was 

targeted, and 6 at which TOS was targeted) the participant’s AMT was too high for our 

TMS device to deliver cTBS without significant heating. For these sessions, instead of 

using 80% of AMT, we applied cTBS at the highest level allowed by the safety 



 90 

measures of our TMS device (43% of maximum stimulator output (MSO)). The cTBS 

pulse pattern was generated using a second generation Magstim Rapid2, and the 

average percentage of MSO used was 35.61% (with a range of 19%-43%).  

 Upon completion of the cTBS stimulation procedure, participants began the post-

treatment task after a delay of approximately 2-3 minutes. The post cTBS portion of the 

experiment lasted for 30 minutes (the inhibitory effects of cTBS have previously been 

shown to last for 30 to 60 minutes) (Huang et al., 2005; Oberman, Edwards, Eldaief, & 

Pascual-Leone, 2011). Upon completion of all trials, participants filled out a brief 

questionnaire to assess how much pain and/or discomfort they experienced during the 

cTBS stimulation. Both the pain and discomfort scales asked the participant to rate, 

from 0 to 10, how much pain or discomfort they were in during the procedure, with 0 

indicating no pain/discomfort and 10 indicating the worst pain/discomfort they had ever 

felt. Across all participants, the mean pain rating was 2.52 (SD = 1.76), while the mean 

discomfort rating was 3.25 (SD = 1.88). For each stimulation site, the mean pain ratings 

were as follows:  2.64 (SD = 1.67) for BA44, 3.33 (SD = 2.09) for BA8, and 1.60 (SD = 

0.80) for TOS. For discomfort ratings at each stimulation site, the means were: 3.64 (SD 

= 2.12) for BA44, 3.87 (SD = 1.71) for BA8, and 2.27 (SD = 1.34) for TOS. It is worth 

noting that no participants who began the TMS component of the study failed to 

complete it. 

Analysis 

First, in order to remove accidental key presses from the results, all trials from all 

participants were ordered from fastest response time to slowest response time. Then, 

trials were binned into groups of ten, with accuracy and response time averaged within 
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each bin to see if there was any response time threshold below which accuracy fell 

below 50%. There was no such threshold, but four individual trials had response times 

of less than one second which were deemed likely to have been accidental button 

presses and were thus removed from further consideration. Average accuracies for 

each combination of task and site for each participant were entered in the two following 

analyses.  

 Key analysis 

The specific predictions of the language-centric and language-independent views 

of deductive reasoning described in the main text were tested in a 2 × 2 ANOVA with 

two within-participants factors, site (Broca’s area vs mesial BA8) and task (linguistic 

reasoning vs logic reasoning). The analysis was followed-up with planned directional 

testing of the simple effect of site on each task individually with pairwise t-tests. 

Full analysis  

To report on the full set of sites and conditions tested, a 3 × 3 ANOVA with two 

within-participants factors, site (Broca’s area vs mesial BA8 vs LTOS) and task 

(linguistic reasoning vs logic reasoning vs grammaticality judgments), was also 

performed. The analysis was followed up through testing of the simple effect of site on 

each task individually with a contrast analysis. Specifically, for each task, we created 

two contrasts conceived to identify the presence of systematic associations between 

post-cTBS accuracy percent change and site. Specifically, we identified two possible 

trends (of interest). The “linguistic trend” (TLin) contrast was specified in order to mark, 

where significant, tasks more sensitive to disruption of Broca’s area than either mesial 
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BA8 or LTOS. TLin was thus obtained by setting contrast weights to -1 for Broca’s area 

and 0.5 for mesial BA8 and LTOS. The “logic trend” (TLog) contrast was specified in 

order to mark, where significant, tasks more sensitive to disruption of mesial BA8 than 

Broca’s area and LTOS. TLog was thus obtained by setting contrast weights to -1 for 

mesial BA8 and 0.5 for Broca’s area and LTOS.As noted in the main text, a third 

manipulation was included in the experimental design whereby half the arguments 

concerned the relationships between 3 variables (i.e., thematic roles/phrasal 

constituents) and the remaining concerned 4 variables (evenly allocated across tasks). 

However, since no main effect of number of relations was found (F1,14 = 1.301, p = 

0.273, ηp2 = 0.085), nor any two-way (F2,28 = 2.215, p = 0.13, ηp
2 = 0.137; and F2,28 = 

3.02, p = 0.062, ηp2 = 0.18 for the task × level and site × level interactions, respectively) 

or three-way (F4,56 = 0.651, p = 0.628, ηp
2 = 0.044) interaction with task and site, for the 

purposes of the above analyses data were aggregated across this manipulation. (2,566 

words) 

Results and Discussion 

As shown in Fig 1a,b, we tested the above predictions with an experimental 

design including two sites of interest (Broca’s area, mesial BA8), as well as a 

“hypothesis neutral” site (left transversal occipital sulcus; LTOS), and two tasks of 

interest (linguistic reasoning, logic reasoning), as well as a third “control” task (all 

adapted from previous work; see Methods section(Monti et al., 2009)). We also note 

that, for each task, half the trials included statements concerning the relationships 

between three variables (e.g., “X was given Y by Z.” and “If either X or Y then not Z.”) 
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and the remainder included statements concerning the relationship between 4 variables 

(e.g., “W heard that Z was seen by Y taking X.” and “If either Z or W then both X and not  

  

Fig. 1. Experimental design and results: (a) Timeline and sample trials for a linguistic reasoning 

and a logic reasoning trial (see Methods for sample grammaticality judgment trial). (b) cTBS 

target sites: Broca’s area (aimed at the pars opercularis of the inferior frontal gyrus; MNI 

coordinates: x = -50, y = 18, z = 18(Monti et al., 2009)), mesial BA8 (MNI coord: x = -6, y = 40, z 

= 38(Coetzee & Monti, 2018; Monti et al., 2009)), and LTOS (MNI coord: x = -25, y = -85, z = 

25(Iaria & Petrides 2007)). (c) Key analysis result: Percent accuracy change for linguistic (blue) 

and logic (green) reasoning after cTBS to Broca’s area (left) and mesial BA8 (right). (d) Full 

analysis result: Percent accuracy change for linguistic (blue) and logic (green) reasoning, and 

grammaticality judgments (yellow) after cTBS to Broca’s area (left), mesial BA8 (middle), and 

LTOS (right). (Error bars indicate standard error; “**” indicates p < 0.005; “*” indicates p < 0.05; 

“n.s.” indicates non-significant effect; see text for details.) 

 

Y.”) (see Supplementary Table 1 for examples of stimuli). However, since we found no 

significant main effect of number of variables, no significant 2-way interaction with either 



 94 

site or task, and no significant 3-way interaction (all ps > 0.05; see discussion), we 

omitted this variable from the report below. Overall, collapsing across stimulation sites 

and across pre- and post-cTBS trials, we find accuracy for linguistic reasoning and 

grammaticality judgments to be higher than for logic reasoning (83%, 84%, and 73%, 

respectively; see Table 1). 

In what follows, we first present the “key analysis” directly assessing the specific 

ex ante hypotheses outlined above (in a 2 × 2 within-subjects ANOVA framework) and 

we then expand the analysis to the hypothesis neutral site and control task (in a 3 × 3 

framework; henceforth, “full analysis”). 

 A 2 × 2 within-subjects ANOVA over participants’ post-cTBS accuracy percent 

change relative to pre-cTBS baseline accuracy revealed a significant cross-over 

interaction (F1,14 = 9.67, p = 0.008, ηp
2 = 0.41) between stimulation site (Broca’s area 

versus mesial BA8) and task (linguistic reasoning vs. logic reasoning) (Fig. 1c). No main 

effect of stimulation site (F1,14 = 0.85, p = 0.37, ηp
2 = 0.06) or task (F1,14 = 0.74, p = 0.40, 

ηp
2 = 0.05) was observed. Planned directional testing of the ex-ante hypotheses 

described above revealed that transient cTBS inhibition of Broca’s area resulted in 

significantly different patterns of accuracy percent change across linguistic and logic 

reasoning (t14 = -2.40, p = 0.015). Specifically, as shown in Fig 1c, transient inhibition to 

Broca’s area decreased accuracy for linguistic problems by 7.4%, relative to pre-cTBS 

baseline accuracy, while sparing logic reasoning, for which accuracy increased by 4.4% 

relative to pre-cTBS baseline. This pattern is contrary to the prediction of the language-

centric view and consistent with the prediction of the language-independent view. 

Conversely, transient inhibition of mesial BA8 resulted in the opposite pattern (Fig. 1b), 
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with post-cTBS accuracy for logic reasoning decreasing by 1.5% and post-cTBS 

accuracy for linguistic reasoning increasing by 3.3%, compared to pre-cTBS baseline. 

Nonetheless, while this pattern is in line with the language-independent view, the 

difference was not statistically significant (t14 = -0.99, p = 0.17; see discussion below).   

 

Stimulation site 

 

BROCA'S AREA MESIAL BA8 LTOS 

  PRE POST PRE POST PRE POST 

LINGUISTIC REASONING 91% 83% 78% 81% 80% 80% 

LOGIC REASONING 70% 75% 75% 73% 67% 76% 

GRAMMATICALITY JUDGMENT 89% 82% 82% 84% 77% 84% 

Table 1. Percent accuracy for each task before (PRE) and after (POST) transient inhibitory 

stimulation to each site. 

 

Inclusion of the third, hypothesis neutral, site as well as the grammaticality 

judgment task (Monti et al., 2009, 2012) in a 3 × 3 within-subjects ANOVA confirmed the 

significant interaction of task and site (F4,56 = 2.73, p = 0.038, ηp
2 = 0.16) reported in the 

key analysis and uncovered a significant main effect of stimulation site (F2,28 = 5.17, p = 

0.012, ηp
2 = 0.27), driven by the inclusion of the LTOS target (cf., Fig. 1d). Finally, in 

order to further test the relationship between site and task, we performed a trend 

analysis (see Supplementary Online Table 2 for details). If indeed Broca’s area is 

specific to linguistic processes, we expect cTBS to this region to decrease accuracies 

for linguistic reasoning (but not for logic reasoning) more so than cTBS to either mesial 
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BA8 or LTOS (henceforth “linguistic trend” TLin; see Methods for detailed description and 

contrast weight settings). Conversely, if indeed mesial BA8 is specific to logic 

processes, we expect cTBS to this region to decrease accuracies for logic reasoning 

(but not for linguistic reasoning) more so than cTBS to either Broca’s area or LTOS 

(henceforth “logic trend”, TLog). Consistent with the result described above, for linguistic 

reasoning TLin was significant (F1,14  = 7.70, p = 0.015) whereas TLog was not (F1,14 = 

3.96, p = 0.066; in fact, the marginal significance is due to a reverse pattern, with 

performance on linguistic problems after cTBS to mesial BA8 increasing by 3.3%, see 

Fig 1d). Conversely, for logic reasoning, TLog was significant (F1,14  = 6.626, p = 0.022) 

whereas TLin was not (F1,14  = 0.038, p = 0.849). In addition, we also find that accuracy 

for the grammaticality judgments were affected by cTBS in a pattern similar to that 

observed for linguistic problems (and thus opposite to the pattern observed for logic 

problems; Fig.1d). Specifically, inhibition of Broca’s area leads to a decrease in 

accuracy, by 6.8%, compared to pre-cTBS baseline, whereas inhibition of mesial BA8 

and LTOS both lead to increased accuracy (by 2.9% and 6.6%, respectively). The trend 

analysis thus returned a similar pattern to that obtained for linguistic problems (i.e., 

significant for TLin [F1,14  = 11.221, p = 0.005] and non-significant for TLog [F1,14  = 0.576, 

p = 0.460]). 

Overall, these data do not support the hypothesis that, in the adult brain, the 

structure-dependent operations of logic are parasitic on the mechanisms of language. 

For, it is possible to selectively impair the latter, by transient inhibition of Broca’s area, 

without affecting the former. This result is consistent with neuropsychological evidence 

demonstrating that patients with lesions spanning frontomedial cortices (including our 
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cTBS site in mesial BA8) are impaired at deductive reasoning despite no observable 

structural damage in Broca’s area and ceiling performance on standard 

neuropsychological tests of language(Reverberi, Shallice, D’Agostini, Skrap, & Bonatti, 

2009). Although we tested the language-centric hypothesis of deduction in the context 

of a specific mode of deductive reasoning (i.e., propositional logic), previous work 

suggests that this conclusion might well extend to categorical syllogisms (Prado, 

Mutreja, & Booth, 2013; Rodriguez-Moreno & Hirsch, 2009; Tsujii, Sakatani, Masuda, 

Akiyama, & Watanabe, 2011) and relational problems (Knauff, Fangmeier, Ruff, & 

Johnson-Laird, 2003). The present data are still compatible with the Vygotskyan idea 

that language may serve, throughout development, as a “cognitive 

scaffolding”(Carruthers, 2002) enabling the acquisition of structure-dependent 

operations such as those of logic, to then become independent, in adulthood. Yet, 

recent evidence suggests that preverbal infants can already demonstrate elementary 

logic reasoning (Cesana-arlotti, Martín, & Téglás, 2018). Indeed, it is noteworthy that in 

our adult participants, logic reasoning appears unaffected by inhibitory stimulation to 

Broca’s area despite decreased accuracy in both linguistic reasoning and simple 

grammaticality judgments, further supporting the idea that there is a fundamental 

difference between the representations and operations of logic and those of natural 

language.  

While these results provide clear empirical evidence against the idea that the 

mechanisms of natural language participate in logic reasoning (beyond decoding 

verbally presented information into mental representations (Monti et al., 2007, 2009)), 

they only offer weak support for the hypothesis that medial prefrontal cortex includes the 
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“core” substrate of deductive reasoning. For, while we numerically observe the pattern 

predicted by previous neuroimaging results (Coetzee & Monti, 2018; Monti et al., 2007, 

2009; Rodriguez-Moreno & Hirsch, 2009) and the aforementioned neuropsychological 

data (Reverberi et al., 2009), it was not statistically meaningful. It remains to be 

understood whether this is a consequence of methodological limitations of the approach 

(e.g., the degree to which deep medial regions can be efficiently stimulated via 

transcranial magnetic stimulation) or whether it should have been expected given the 

general understanding that deduction might well rely on the “concerted operation of 

several, functionally distinct, brain areas” (Reverberi et al., 2012), thus making it a 

harder process to disrupt with single-location stimulation. Consistent with this 

understanding, we have previously voiced the view that “core” deductive processes 

might be implemented in multiple brain areas, including both the mesial BA8 target as 

well as left rostrolateral prefrontal cortex, in BA10 (Monti & Osherson, 2012). 

Finally, the failure of cTBS to differentially affect problems with three versus four 

variables is relevant to two ongoing debates. With respect to logic reasoning, the fact 

that cTBS to mesial BA8 impaired equally three- and four-variable logic problems (t14 = -

1.18, p = 0.13) is contrary to the idea that this region can be explained by non-deductive 

processes such as working memory demands imposed by complex deductions (Kroger, 

Nystrom, Cohen, & Johnson-Laird, 2008) or greater relational complexity (Halford et al., 

2010), confirming recent neuroimaging data (Coetzee & Monti, 2018). With respect to 

linguistic reasoning, these results bear on the question of the role of Broca’s area in 

language processing (Friederici, 2004, 2016; Rogalsky & Hickok, 2011) and suggest 

that this region (and the pars opercularis target in particular) is key to processing the 
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hierarchical, non-local, dependencies of natural language (Friederici, 2004, 2016) and 

not just a reflection of verbal working memory (Rogalsky & Hickok, 2011). For, not only 

does cTBS to this region impair manipulating long-distance relationship across non-

canonical sentences, but it also fails to differentially affect three- versus four-variable 

problems (t14 = -0.197; p = 0.43), contrary to what a verbal working memory account 

would predict. 

In conclusion, this work presents direct, causal, evidence from the adult healthy 

brain demonstrating that abstract logic reasoning is ontologically distinct (Lenartowicz, 

Kalar, Congdon, & Poldrack, 2010; Price & Friston, 2005) from the mechanisms of 

natural language, contrary to the popular idea that Broca’s area serves as a supra-

modal hierarchical parser across domains of human thought (Fadiga et al., 2009; 

Rosenbaum, Cohen, Jax, Weiss, & van der Wel, 2007; Tettamanti & Weniger, 2006). 
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APPENDIX:  SUPPLEMENTS 

 

Reasoning task 

Type of 
argument 

Number of 
terms 

Matching Non-matching 

Logic 3 

If both X and Z then not Y. 
------------------------------------------- 

If Y then either not X or not Z. 

If either Y or Z then not X. 
------------------------------------------- 

If X then both Y and Z. 

Logic 4 

If both X and not Z then either Y or not W. 

------------------------------------------- 

If both W and not Y then either Z or not X. 

If both not Y and not W then both Z and X. 

------------------------------------------- 

If both Z and X then both not Y and not W. 

Linguistic 3 

It was X that Y saw Z take. 
------------------------------------------- 

Z was seen by Y taking X. 

It was Y that Z thought X said. 
------------------------------------------- 

Z was thought by Y to have said X. 

Linguistic 4 

It was X that W heard Y saw Z take. 
------------------------------------------- 

W heard that Z was seen by Y taking X. 

What W knew that Y gave Z was X. 
------------------------------------------- 

It was X that W knew was given to Y by Z. 

Grammar task 

Type of 
argument 

Number of 
terms 

No errors Errors 

Logic 3 

If either Y or X then not Z. 
------------------------------------------- 

If Y then either X or Z. 

If not Y then Z both and X. 
------------------------------------------- 

If either not Z or not X then not Y. 

Logic 4 

If either X or W then both Y and Z. 
------------------------------------------- 

If both not Y and not W then both Z and X. 

If both Z and not Y then either X or not W. 
------------------------------------------- 

If both W and Y then either not X not or Z. 

Linguistic 3 

Z was thought by Y to have said X. 
------------------------------------------- 

It was Y that X thought Z said. 

It was to Y that from Z told X. 
------------------------------------------- 

What Z told Y was X. 

Linguistic 4 

Z knows that X is given by Y to W. 
------------------------------------------- 

If either W or X then both Y and not Z. 

Z will be seen by Y taking X is what W will hear. 
------------------------------------------- 

It was X that W heard Y take Z saw. 

 

Supplementary Table 1. Examples of stimuli. 
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Linear trend weights F p 

Linguistic 
Tlin   Broca (-1)   vs  LTOS (+.5)   &   mesial BA8 (+.5) 7.697 0.015 

Tlog  Broca (+.5)  &  LTOS (+.5)   vs   mesial BA8 (-1) 3.966 0.066º 

Logic 
Tlin   Broca (-1)    vs  LTOS (+.5)   &   mesial BA8 (+.5) 0.038 0.849 

Tlog  Broca (+.5)  &  LTOS (+.5)   vs  mesial BA8 (-1) 6.626 0.022 

Grammar 
Tlin  Broca (-1)   vs  LTOS (+.5)   &   mesial BA8 (+.5) 11.22 0.005 

Tlog  Broca (+.5)  &  LTOS (+.5)   vs   mesial BA8 (-1) 0.576 0.46 

Supplementary Table 2. Linear trend analysis. For each task, contrast weights per stimulation 

site are given, followed by F value and significance. Significant trends highlighted in bold. (º As 

mentioned in the main text, marginal significance is due to a “reverse” effect where linguistic 

reasoning appear to ameliorate after mesial BA8 cTBS.) 
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Study 3: Is Deductive Reasoning a Modular or Domain General Process? 

Introduction 

 The relatively poor performance of untrained individuals on modus tollens relative 

to modus ponens has been known since the early 20th century, as has the improvement 

in performance observed when such problems are framed differently (Wilkins, 1929). 

This facilitation is shown especially clearly in the work of Wason (1966, 1968) who 

developed the eponymous card selection task that bears his name. In this task, 

participants are presented with a conditional rule and four cards, and are asked which 

cards must be turned over in order to test the rule. If the conditional rule corresponds to 

(P → Q, P, ∴Q), then the four cards correspond to cases of P, P, Q, and Q, with the 

correct answers being those which could lead to a falsification of the rule, namely P and 

Q. In a classic version of the task, participants are given the rule “If there is a vowel on 

one side of the card, then there is an even number on the other side.” The cards then 

show a vowel, a consonant, an even number, and an odd number. The correct cards to 

turn over are the vowel and the odd number, because those are the cards that could 

lead to falsifying the rule. However, participants tend to turn over the cards named in the 

rule, namely the vowel and the even number, thereby committing the logical fallacy of 

affirming the consequent. Performance is dramatically enhanced if the rule is given a 

social context, especially one involving the policing of social rules (Wason, 1968). 

There have been various attempts to account for this facilitation. One of the most 

prominent attempts is social exchange theory, developed by Cosmides and Tooby 

(Cosmides, 1985; Cosmides & Tooby, 1992, 2005) and rooted in evolutionary 
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psychology. Under this theory, framing the Wason task in terms of a social rule is 

thought to lead to facilitated performance by activating a distinctive evolved cognitive 

module which has the purpose of processing social contracts (i.e. catching cheaters) 

and which has developed out of our specie’s pressing need to cooperate socially in an 

efficient manner (Cosmides & Tooby, 1987).  

An alternative explanation for the facilitation observed in the Wason task is 

permission schemas, advanced by Cheng and Holyoak (Cheng & Holyoak, 1989; 

Cheng & Holyoak, 1985). Under this view, such facilitation can be explained without 

resorting to specially evolved cognitive modules. It can instead be explained by domain 

general mechanisms, such as our gradual accumulation of schemas or frameworks for 

understanding social life. One type of schema, permission schemas, are thought to be 

especially common because we encounter situations involving permission to perform an 

action throughout lives, from the time we are children. Under this view, the familiarity of 

a rule is crucially important, and experiments in which rule familiarity is systematically 

manipulated have provided strong evidence for permission schemas (Cheng & 

Holyoak,1985).  

Social exchange theory has undergone significant empirical and theoretical 

criticism (Evans et al.,1993). In some of the most well-known cases of facilitation, such 

as when participants are asked to find out who is drinking underage, it is hard to argue 

that any “exchange” is taking place (Cheng & Holyoak,1989). Another critique has to do 

with the reliance by social exchange theory on the Wason task. Sperber and Girotto 

(2003) have argued that participants undergoing a Wason selection task are very likely 

responding not to anything like the logical modus tollens structure, but instead to the 
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particular details of the social scenario that is created to accompany it. Cosmides’ own 

success at inducing participants to violate the logical structure of the task in the 

“switched” version of her task appears to support this view (Cosmides, 1985). 

Although Cosmides has conducted numerous empirical tests of Social Exchange 

Theory, these have almost all been conducted on college undergraduates, who may 

differ in significant ways from the general population (Henrich, Heine, & Norenzayan, 

2010). The primary three goals of the current study are 1) to test Cosmides’ theory 

about the importance of particular “cues” to the activation of the purported social 

exchange and the hazard management modules, 2) to see whether the observed 

facilitation can be better explained by familiarity with the rule than by the cues, and 3) to 

see if the facilitation effects observed by Cosmides can be found in a large online 

Mechanical Turk sample, one that would be more substantially more diverse than those 

which her theory has been tested on before. 

An additional goal of the current study was inspired by a proposal from Scott and 

Baron-Cohen (1996). They suggested that if the social exchange module does exist, 

then it should have differential effects on autistic individuals, who should fail to show the 

kind of facilitation in response to social scenarios that normal individuals typically do. 

This was tested by including a self-report measure of autism in the online study (the 

ASQ, also developed by Baron-Cohen (2001)). We assumed that individuals with 

psychopathy would be likely to show a reverse pattern, showing facilitation on the social 

exchange task, but failing to show it on the hazard management task, because of the 

complementary deficits in cognitive and emotional empathy in these two groups of 

people (autistic persons are thought to be low in the former, while psychopaths are 
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thought to be low in the latter (Smith, 2006). A number of other measures of individual 

differences were also included. 

Methods 

Participants 

A total of 415 participants were recruited through Amazon’s Mechanical Turk 

system over a period of approximately six days, with the majority (400) being recruited 

in the first day. Participants were told that they would be completing a variety of 

cognitive tests for a university research study, and that the entire task would take 

approximately 40 minutes (based on pilot samples). Approximately half the participants 

(208) were nominally located in the United States, based on Mechanical Turk selective 

filters (“nominally” because it is Mechanical Turk determines the location of their 

participants through self report). The remainder were nominally located in India. United 

States participants were offered $5.00 for completing the task, which at 40 minutes 

meant that they were earning 12.5 cents per minute, or $7.50 per hour, which is above 

the US federal minimum wage of $7.25 an hour (see the Fair Labor Standards Act). 

Participants who were nominally located in India were offered $2.50 per hour, an 

amount which is comparable to what US residents were paid, when the lower cost of 

living in India is taken into account (Lansingh et al., 2015). Mechanical Turk filters were 

used to prevent participants from doing the task more than once, and they were not 

permitted to complete the task unless they read an online consent form and indicated 

that they understood and accepted it. They were asked to perform the task on a laptop 

or desktop computer, but not on a smartphone, because of concerns that individuals on 

smartphones were likely to be in more distracting environments. They were given 12 
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hours to complete the task, but were encouraged to do so in one sitting in an area 

where they would not be distracted. They were also encouraged to read all instructions 

carefully, and were told beforehand that there would be catch trials to test whether they 

were paying attention. The consent form and study procedures were approved ahead of 

time by the University of California, Los Angeles, IRB review board. 

Once the initial data was collected, it was necessary to determine whether any 

participants needed to be removed. The Qualtrics platform (on which the task was 

hosted) automatically recorded the GPS coordinates of participants and these were 

used to determine whether participants were in the United States, India, or elsewhere. 

Seven participants were located in countries other than the United States or India, and 

so were excluded. Next, 92 participants who had answered catch trials at less than 50% 

accuracy were excluded. These constituted 22.2% of the initial respondents, and 

amount which was in line with expectations based on piloting. Another 14 participants 

had said they were familiar with the Wason task, and were removed for that reason. 

There were 74 participants who scored below 50% on the English Proficiency Test, 

most of whom were located in India, and these were removed as well.  

Among the remaining participants, in the pool that was used for analysis, there 

were 228 individuals, 187 of which were located in the United States and 41 of which 

were located in India. With regard to sex, 144 participants were men and 84 were 

women. The average age was 34, and ages ranged from 19 to 71 years old. With 

regard to highest educational attainment, 19 were high school graduates, 51 had some 

college, 33 had either an associate’s degree or some technical certification, 90 had a 

Bachelor’s degree, 29 had Master’s degrees, and 2 had Ph.D.’s. With regard to 
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language, 197 reported being Native English Speakers, with most of the remainder 

reporting either Hindi or Tamil as their first language. Participants were given an 

opportunity to provide feedback on the study, and many commented that they enjoyed 

taking it, although some complained about the length. 

Stimuli 

 First, 108 different scenarios were constructed. In each, a rule was embedded in 

a verbally described scenario that gave context to the rule. At the end of each scenario, 

participants were asked to select those cards which needed to be turned over in order 

to test whether the rule was being followed (For examples see Supplements 1-3). 

Similar scenarios were organized into groups that were designed to either elicit the 

purported social exchange module, the hazard management module, or in the case of 

abstract scenarios, to elicit no facilitation. Social exchange scenarios were further 

organized into familiar and unfamiliar subgroups, and were systematically modified to 

yield sets or families of related scenarios which differed minimally and were designed to 

test the view that a special cognitive module for processing such scenarios is elicited by 

the presence of a distinct set of three cues:  the presence of a benefit, the presence of 

intentional cheating, and the possibility of cheating. As such, each set or family of social 

exchange contained four versions, including a version with all cues, one in which there 

was no benefit (or minimal benefit) to be had, one in which rule violation could take 

place but would not be intentional, and one in which rule violation was either not 

possible or was very difficult. Hazard management scenarios were designed to test 

whether the elicitation of the purported module requires the presence of two cues. The 

first, suggested by Cosmides, is the presence of an effective precaution (Cosmides & 
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Tooby, 2005). The second, suggested by the current author, is the presence of a 

hazard. Hazard management scenarios were therefore organized into sets of three:  a 

scenario with all cues, one with no hazard, and one with no precaution. Each set or 

family of related abstract scenarios contained only two members. Those which used the 

word “must” in their rule statement, and those which used some other word, such as 

“will.” This was in order to test whether the use of the word “must” had an effect of its 

own. All of the social exchange and hazard management modules used “must.” 

Once the full set of 108 candidate stimuli had been created, participants were 

recruited from Mechanical Turk to rate the stimuli along ten dimensions. Participants 

were presented with the stimuli, and then with a series of statements about them, to 

which participants indicated their agreement or disagreement using a Likert scale. 

Examples include: “Someone who breaks the rule in this situation is a cheater,” and 

“Someone who follows the rule in this situation will be safe from harm.” Forty 

participants took part in the norming procedure, with half from India and half from the 

United States. The questions and norming procedure were based on procedures in 

Fiddick, Spampinato, and Grafman (2005). Once norming data was collected, a set of 

ideal responses was created for each class of scenarios. For example, the ideal 

response to the statement “Someone who breaks the rule in this situation is a cheater” 

would be “Strongly agree” (a one on our scale) for social exchange scenarios, and 

“Strongly disagree” for hazard management scenarios. Then, for each class of 

scenarios, the pattern of ideal responses was subtracted from average mTurk ratings 

for each candidate scenario, yielding a numerical rating of how distant, or different, each 

scenario was from the ideal for that category. Then, because we planned to use sets of 
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similar scenarios, these difference scores were averaged across sets, and then we 

chose the scenarios within each category that scored highest and incorporated those 

into the primary experiment. 

Individual differences 

In addition to the rule-scenarios, the study included eight measures of individual 

differences, which were included to investigate whether such differences had 

meaningful effects on performance on the card selection task, and on how facilitated 

individuals are by the framing. The first individual differences measure included in the 

study was the Autism Spectrum Quotient (ASQ), a 50 item questionnaire developed by 

Baron-Cohen et al. (2001) as a brief but diagnostically valid measure of autism. 

Individuals who score above 32 on this scale can be classified as autistic with a high 

degree of confidence (Baron-Cohen et al. 2001). This was followed by the Levenson 

Self-Report Psychopathy Scale (Levenson, Kiehl, and Fitzpatrick 1995) a 26 item 

measure of psychopathic traits which includes two sub factors, and which has shown 

good validity and reliability in previous studies (Miller, Gaughan, and Pryor 2008; 

Walters et al. 2008). There are no cutoff thresholds reported for this measure, but it has 

shown to be usefully correlated with psychopathic traits in a variety of situations. Next 

came the Analytic-Holistic Scale (Choi, Koo, & Jong An Choi 2007), a scale which is 

designed to measure individuals’ propensity to engage in different styles of thought by 

asking a series of questions that break down into four sub-factors:  beliefs about 

causality, attitudes toward contradictions, perception of change, and locus of attention. 

This was followed by the Big Five Inventory (BFI) (John, O. P., & Srivastava 1999) a 44 

item version which produces results that correlate highly with longer tests designed to 
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measure so-called “Big 5” traits. We omitted 4 questions while constructing the Qualtrics 

version of this test, so that our version had 40 questions, but we do not believe this 

should affect the results in any important way. As a measure of English Proficiency, we 

included the 20 item University of Washington Online English Language Self-Placement 

Test (UWOELST), which we modified slightly because we found some questions to be 

unclear. After data collection we also removed three questions that native English 

speakers performed at a low rate on. This was followed by a series of demographic 

questions about age, sex, level of education, whether participants had heard of the 

Wason task before, what their first language was, and whether they had lived in another 

country before. The next test was the Cognitive Reflection Test 2 (CRT2) (Thomson & 

Oppenheimer, 2016). This four item test is an updated version of the older Cognitive 

Reflection Test (CRT) (Frederick, 2005) and was created because of concerns that the 

older CRT may have become too widely known about to maintain validity. Like the 

original CRT, the CRT2 is designed as a measure of the tendency to conserve cognitive 

resources (Thomson & Oppenheimer, 2016) and consists of questions which tend to 

mislead the inattentive or unreflective participant into giving incorrect answers. The final 

measure which participants were asked to complete was a short 12 item version of the 

Advanced Raven’s Progressive Matrices (ARPM) (Arthur Jr & Day, 1994; Raven, 1938). 

This test has been shown to correlate with the longer version of the ARPM, and with a 

variety of other cognitive abilities, especially abstract intelligence. 

Design 

 The experiment itself was hosted on the Qualtrics platform. When participants at 

Mechanical Turk agreed to participate, they followed a link which took them to Qualtrics. 
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They then read brief instructions indicating that they should complete the task on a 

laptop or desktop, and not on a mobile phone. This was followed by a UCLA approved 

consent form. After the indicated understanding and consent, they read instructions 

which told them how long the test would take, how much time they had to complete 

them, and which warned them about the presence of catch trials and the importance of 

reading instructions carefully. Once they had read the instructions, they could continue 

to Part 1, which contained the Wason scenarios, and which they were told should take 

them approximately 20 minutes to complete. 

 In Part 1, each participant viewed ten Wason scenarios. Some properties of 

these differed between participants, and some elements differed for the same 

participant within the same sitting. The presentation order of all ten scenarios was 

randomized for each participant. There were four catch trials that were seen by each 

participant, and these were scenarios that were not used for the experimental trials. 

They looked like normal scenarios, except that at the end there was a sentence that 

said “Please select all four cards and proceed to the next trial.” If they failed to do this 

they received a warning that they should read each scenario carefully before answering. 

Each participant also saw one familiar and one unfamiliar abstract scenario, although 

whether these contained the word “must” or not in the rule was randomized across 

participants. Each participant also saw one familiar and one unfamiliar hazard 

management scenario, although whether each of these was the all cues, no hazard, or 

no precaution version was randomized across participants. Similarly, each participant 

saw one familiar and one unfamiliar social exchange scenario, although whether these 
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included the version with all cues, no benefit, no intention, or the version where it was 

not possible to cheat was randomized across participants. 

 After completing the Wason scenarios, the participant was shown the instructions 

for Part 2. Like the first part, it was expected to take 20 minutes, and included the 

individual difference measures listed above. The order of the measures was not 

randomized, but the within each test the order of questions was randomized (with the 

exception of the short ARPM, which is intended to be taken in order from easiest to 

most difficult)(Arthur Jr. & Day, 1994). At the end of the experiment, the participant was 

given a code which they could enter into their Mechanical Turk interface so that they 

would be paid. They were also provided with the researcher’s email address so that 

they could contact the researcher if difficulties arose. 

Analysis 

 After removing participants who failed to meet requirements (as described 

above) the first stage of analysis focused on the Wason scenarios. First, a performance 

score was calculated for each scenario. This was done by scoring each individual card 

in each scenario as either correct or incorrect, so that a participant who, for example, 

chose only the cards corresponding to P and Q would receive a score of 1, while a 

participant who chose the cards corresponding to P, P, and Q would receive a score 

of .75. A series of ANOVAS were then conducted to see which categorical variables of 

interest had an effect on either raw performance or on facilitation (with facilitation being 

defined as the difference in accuracy between the hazard scenarios and the abstract 

scenarios, or between the social exchange scenarios and the abstract scenarios). This 
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analysis focused primarily on the role of the “cues” that Cosmides has suggested are 

necessary to trigger that cognitive modules that lead to facilitation, and on the role of 

familiarity (Cheng & Holyoak, 1985; Cosmides, Barrett, & Tooby 2010). 

 Following, the next stage of the analysis focused on associations between raw 

performance on the Wason scenarios and the various measures of individual 

differences, and then on the association between facilitation scores (obtained by 

subtracting performance on abstract scenarios from performance on hazard or social 

exchange scenarios. In order to reduce the number of factors that needed to be tested, 

a principal components analysis (PCA) was conducted, with the eigenvalue threshold 

set at 1, and then variables that loaded at .7 or higher onto each of the resulting 

components were combined with those. Subsequent correlations were conducted 

between the scenario scores and the components that came out of the PCA. All 

analyses were conducted with SPSS version 21 on a desktop computer running 

Windows 10. 

Results 

Core analysis 

We began by analyzing the raw accuracy scores (with accuracy being calculated 

for each trial on a per card basis, as described above). Across all participants and 

conditions, the mean accuracy was 73.2% (SD = 8.1%). A 2 X 3 repeated-measures 

ANOVA was conducted to test the effects of familiarity (familiar vs. unfamiliar) and 

scenario type (abstract vs. hazard vs. social exchange on accuracy, as reflected by the 

raw scores. ASQ score (low vs high) and PSQ score (low vs high) were treated as 
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between subjects variables (note that for this analysis the ASQ and PSQ scores were 

divided in half and the lower 50% treated as “low” while the upper 50% was treated as 

“high”). From this analysis we found a main effect of both familiarity and scenario type 

(F(1, 224) = 8.5, p = .004, and F(2, 448) = 69.9, p < .001, respectively). Specifically, 

participants exhibited lower mean accuracy for unfamiliar scenarios (M = 71.6%, SD = 

19.6%), as compared to familiar ones (M = 74.7%, SD = 16.6%). Follow up paired 

sample t-tests determined that the effect of familiarity was driven by the difference in 

raw score accuracy between familiar and unfamiliar abstract scenarios (t(227) = 2.86, p 

= .005), with accuracy being higher for familiar abstract trials than for unfamiliar. The 

difference between familiar and unfamiliar scenarios was not significant for either 

hazard or social exchange scenarios (t(227) = .720, p = .472 and t(227) = 1.02, p = 

.310), respectively (see Figure 1). Among the scenario types, participants exhibited the 

lowest accuracy on the abstract scenarios (M = 63.4%, SD = 22.6%), second lowest on 

the social exchange scenarios (M = 75.5%, SD = 22.6%), and highest on hazard 

management (M = 80.5%, SD = 21.1%). Follow up pairwise comparisons of the 

marginal means confirmed that all three scenario types were significantly different from 

each other at p < .001 (see Figure 1).  

With regard to ASQ score, there was a main effect of low vs high F(1, 224) = 

8.67, p = .004), with those who scored high on the ASQ being more accurate across 

scenario types (M = 76.3%, SD = 16%) as compared to those who scored low on the 

ASQ (M = 70.1%, SD = 16%). There was no interaction between ASQ score and any of 

the other factors in this analysis. Hypothesis-driven follow up t tests determined that 

individuals with high ASQ scores did experience facilitation on familiar hazard scenarios  
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Figure 1. Accuracy by familiarity and scenario type. Raw scores. Familiarity was a significant 

factor, as was scenario type. All three scenario types differed significantly from each other. 

Within scenarios, only abstract had a significant difference between familiar and unfamiliar. 

(t(114) = 3.63, p < .001), and unfamiliar hazard scenarios (t(114) = 6.58, p < .001), as 

compared to familiar and unfamiliar abstract scenarios, respectively. Individuals with 

high ASQ scores also experienced facilitation on familiar social exchange scenarios 

(t(114) = 3.50, p = .001), and unfamiliar social exchange scenarios (t(114) = 4.53, p < 

.001), as compared to familiar and unfamiliar abstract scenarios, respectively (see 

Figure 2). 
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Figure 2. Raw score accuracy by ASQ score (low vs high), scenario type, and familiarity. 

Individuals with high ASQ scores performed better than individuals with low ASQ scores. 

Facilitation was exhibited for those with high ASQ scores on hazard scenarios and social 

exchange scenarios, regardless of familiarity.  

 The diagnostic threshold for the ASQ is 32 (Baron-Cohen et al., 2001) with 

individuals above that threshold considered likely to have an autism spectrum disorder. 

In our sample we only had 14 individuals who met this criteria, but because of the 

importance for our hypothesis we decided to test this sample anyway. For these 

individuals, there was facilitation on unfamiliar hazard scenarios (t(13) = 3.98, p = .002) 

as compared to unfamiliar abstract scenarios, and there was facilitation on unfamiliar 

social exchange scenarios (t(13) = 3.65, p = .003) as compared to unfamiliar abstract  
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Figure 3. Facilitation for persons with ASD. These individuals had ASQ scores above 32 

meaning they are likely to have autism spectrum disorder (ASD). They exhibited facilitation on 

the unfamiliar hazard and social scenarios, but not on the familiar ones. 

scenarios, but there was no significant facilitation between familiar hazard and familiar 

abstract scenarios, or between familiar social exchange scenarios and familiar abstract 

scenarios (see Figure 3). 

With regard to PSQ score, there was a main effect of low vs high F(1, 224) = 

11.6, p = .001), with those who scored high on the PSQ being less accurate across 

scenario types (M = 69.6%, SD = 16.0%) as compared to those who scored low on the 

PSQ (M = 76.8%, SD = 16.0%). There was no interaction between PSQ score and any 

of the other factors in this analysis. Rather, higher PSQ scores were associated with 

lower scores on all scenarios, regardless of familiarity or scenario type (see Figure 4). 

This was the opposite of the pattern seen with ASQ scores. There was also no  
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Figure 4. Facilitation for participants with high PSQ scores. High PSQ scores were associated 

with lower scores across scenarios, as compared participants with low PSQ scores. High PSQ 

scores were still associated with facilitation on hazard vs abstract and on social vs abstract 

scenarios. 

interaction between ASQ and PSQ scores. Hypothesis driven follow up paired sample t 

tests showed that for persons high on PSQ there was facilitation on familiar hazard 

scenarios (t(110) = 4.60, p < .001) and on familiar social exchange scenarios (t(110) = 

6.00, p < .001) as compared to familiar abstract scenarios, and there was facilitation on 
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unfamiliar hazard scenarios (t(110) = 2.17, p = .032) and on unfamiliar social exchange 

scenarios (t(110) = 3.98, p < .001) as compared to unfamiliar abstract scenarios (see 

Figure 4).  

 Next, a test was conducted to determine whether the country of residence 

affected scores on either the abstract, hazard, or social scenarios. Because the number 

of participants from the US and from India were so different following the removal of 

people who scored below the English Proficiency threshold, a non-parametric Mann-

Whitney U test was used. There was no difference based on country among the 

abstract familiar (p = .154) or abstract unfamiliar scenarios (p = .310), but there was a 

significant difference among the hazard (both familiar (p < .001) and unfamiliar (p = 

.001)) and social exchange (both familiar (p = .002) and unfamiliar (p = .002)) scenarios, 

with US accuracy scores being higher than Indian scores for all of these  

 Next, a series of four one way ANOVAs were used to test for cue-based 

differences among the raw performance scores. For hazard – familiar, there was no 

significant difference among the three subtypes (all cues, no hazard, no precaution) 

(F(2, 225) = .028, p = .972). For hazard management – unfamiliar, there was also no 

significant difference among the three subtypes (F(2, 225) = .638, p = .529. For social 

exchange – familiar, there was no significant difference among the four subtypes (all 

cues, no benefit, no intention, not possible) (F(3, 224) = 1.17, p = .323). For social – 

exchange, unfamiliar, there was also no significant difference among the four subtypes 

(F(3, 224) = 2.26, p = .083). In summary, there was no detectable effect of the cue 

subtypes on the raw performance scores in either the hazard management or the social 
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exchange scenarios, regardless of whether they were of the familiar or the unfamiliar 

type. 

 Next, an independent samples t-test was conducted on the abstract familiar 

scenarios to determine whether the use of “must” vs. “not must” in the rule made a 

difference in the accuracy. It did not (t(226) = .193, p = .847). Another independent 

samples t-test was conducted to determine whether the use of “must” vs. “not must” 

made a difference in the accuracy among the abstract-unfamiliar scenarios. It did not 

(t(226) = .059, p = .953). Because abstract scenarios differed with regard to familiarity 

but not with regard to must vs. not must, when facilitation scores were calculated, this 

was accomplished by subtracting abstract-familiar from hazard-familiar and from social-

familiar, and by subtracting abstract-unfamiliar from hazard-unfamiliar, and from social-

unfamiliar, without regard to the use of must vs not must. 

 Once facilitation scores were calculated (as described above) another set of four 

one way ANOVAs was used for each of the four resulting sets of facilitation scores. For 

hazard familiar, there was no significant difference among the three subtypes (all cues, 

no hazard, no precaution) (F(2, 225) = .078, p = .925). For hazard unfamiliar, there was 

also no significant difference among the three subtypes (F(2, 225) = .376, p = .687). For 

social exchange familiar, there was no significant difference among the four subtypes 

(all cues, no benefit, no intention, not possible) (F(3, 224) = 1.94, p = .125). For social  

exchange, unfamiliar, there was also no significant difference among the four subtypes 

(F(3, 224) = .709, p = .547). There was no detectable effect of the cue subtypes on the 

facilitation scores in either the hazard management or the social exchange scenarios, 

regardless of whether they were of the familiar or the unfamiliar type.  
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 Next, a 2  X 2 repeated measures ANOVA was conducted on the facilitation 

scores, with the first factor being familiarity and the second factor being scenario type 

(hazard vs. social exchange). ASQ score (low high) and PQ score (low high) were 

included as between subjects variables. The effect of familiarity in this case was not 

significant (F(1, 227) = 3.45, p = .065). The effect of scenario type was significant, with 

hazard showing more facilitation than social exchange (F(1, 227) = 17.5, p < .001). The 

interaction was not significant. ASQ and PQ also failed to be significant in this test.  

Other individual differences 

 We began by doing a PCA analysis of all the continuous variable individual 

difference measures of interest to us. This included scores on the ASQ, LSRP (and the 

two subfactors), Analytic/Holistic scale (and the four subfactors), English Proficiency, 

Age, CRT2, and the 12 item ARPM (although we had already conducted analyses with 

ASQ scores and with PSQ scores, we decided it was justifiable to still include these as 

part of the PCA, since determining the effect to which these measures were associated 

with other individual difference measures may have explanatory value). We used a 

varimax rotation, and required Eigenvalues of >1. The PCA yielded four components, 

and our measures were considered to load onto a particular component if they had 

correlation estimates of .7 or higher. Tests that load positively onto component 1 include 

the total LSRP score, both of its subfactors, and (surprisingly) subfactor 3 from the 

Analytic/Holistic scale, which was described as “Perception of Change” (Choi, Koo, & 

Choi, 2007). Component 1 can be thought of as the “psychopathy factor.” Tests that 

load positively onto component 2 include the personality trait of Extraversion, while 

those that load negatively include ASQ score and the personality trait of Neuroticism. 
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Component 2 can be thought of as an “anti-autism” or “extraversion” factor. Tests that 

load positively onto component 3 include the overall score from the Analytic/Holistic 

Scale, as well as subfactor 2 from that test, described as “Attitude Toward 

Contradictions.” Component 3 can be thought of as a “holism” factor. Tests that load 

positively onto Component 4 include the CRT2 score and the ARPM. Component 4 can 

be thought of as a “cognitive ability” factor. See Table 1 for details. 

Table 1. Rotated Component Matrix for PCA 

 Component 

1 2 3 4 

ASQ score 
.116 -.806 -.005 .010 

LSRP score 
.930 -.045 -.146 -.224 

LSRP subfactor 1 
.845 .151 -.157 -.241 

LSRP subfactor 2 
.751 -.388 -.074 -.111 

Analytic Holistic overall score 
-.156 .104 .939 .019 

Analytic Holistic subfactor 1 
-.198 -.139 .626 -.047 

Analytic Holistic subfactor 2 
-.183 .053 .751 -.017 

Analytic Holistic subfactor 3 
.870 -.092 -.181 -.137 

Analytic Holistic subfactor 4 
.270 .336 .567 .050 

Big Five:  Openness 
-.107 .402 .213 .296 

Big Five:  Conscientiousness 
-.539 .539 .174 -.025 

Big Five:  Extraversion 
.172 .771 -.027 -.224 

Big Five:  Agreeableness 
-.482 .499 .324 -.079 

Big Five:  Neuroticism 
.160 -.730 .009 .047 

 Age 
-.438 .060 -.056 -.280 

CRT2 score 
-.124 -.001 -.081 .749 

ARM score 
-.096 -.137 .006 .743 

Loadings >= .7 are in bold. 
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 Next, a bivariate correlational analysis was run between the four components 

derived from the PCA and each of the six scenario score measures (abstract, hazard, 

and social exchange, each in the familiar and unfamiliar version). With regard to the four 

PCA components, social exchange familiar was significantly correlated with component 

1 (psychopathy) although this did not survive a Bonferroni correction. Component 2 

(anti-autism) exhibited no relationship with any of the raw scores. Component 3 

(holistic) also exhibited no relationship with any of the raw scores. Component 4 

(cognition) had a significant correlation with raw performance on all scenarios, and all of 

these also survived a Bonferroni correction (with the exception of social exchange 

familiar) (see Table 2). 

Table 2. Pearson correlations between PCA components and raw scenario scores 
  

 

Abstract 
Familiar 

Abstract 
Unfamiliar  

Hazard 
Familiar 

Hazard 
Unfamiliar 

Social 
Exch. 

Familiar 

Social 
Exch. 

Unfamiliar 

 
Comp. 1 -.062 -.037 -.131* -.068 -.179* -.116 

       

Comp. 2 -.175* -.096 -.032 -.142* -.192* -.141* 

       

Comp. 3 .006 -.032 -.005 -.088 1 .044 

       

Comp. 4 .220* .278* .313* .276* .156* .290* 

       

 
* p < .05. Correlations that survive Bonferroni correction (p<.002) are in bold. 

 Next, a set of correlations was conducted between the four facilitation scores 

(hazard management and social exchange, both the familiar and the unfamiliar 

versions) and the four PCA components. There was one significant correlation, between 

hazard management familiar and component 4 (cognition) but it did not survive a 
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Bonferroni correction (see Table 3). Given the absence of meaningful correlations in the 

this facilitation score analysis, we did not attempt to obtain intra-scenario correlations for 

the different versions of each scenario (i.e. hazard familiar all cues, hazard familiar no 

hazard, etc.). 

Table 3. Pearson correlations between PCA components and scenario facilitation 
scores 
  

 
Hazard Familiar 

Hazard 
Unfamiliar 

Social Exch. 
Familiar 

Social Exch. 
Unfamiliar 

 
Comp. 1 -.039 -.014 -.086 -.057 

     

Comp. 2 .136* -.013 .000 -.025 

     

Comp. 3 -.010 -.032 .073 .061 

     

Comp. 4 .030 -.056 -.068 -.019 

     

 
* p < .05. No correlations survived the Bonferroni correction (p<.003). 

Discussion 

 This is one of the largest, and certainly the most diverse participant samples that 

social exchange theory and hazard management theory have been tested on. That 

being the case, it is worth noting which traits of the scenarios had an effect on 

performance. First, familiarity had a significant effect on the raw scores, with 

performance on familiar scenarios being greater than performance on unfamiliar 

scenarios. The effect of familiarity did not extend, however, to the facilitation scores. 

The type of scenario also had an effect, at both the level of raw scores and the level of 

facilitation scores. Amongst raw scores, both hazard and social exchange scenarios 

engendered more accuracy than abstract scenarios. Also, amongst facilitation scores, 
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hazard scenarios engendered more accuracy than social exchange scenarios. 

However, the “cues” that Cosmides (2010) has suggested are necessary to trigger the 

purported modules failed to have a detectable effect at every level of the analysis. This 

raises a question:  if it is not the cues of hazard and precaution that make a hazard 

scenario what it is, and it is not the cues of benefit, intentionality, and possibility of 

cheating that make a social exchange scenario what it is, then from where were the 

facilitatory effects of these scenarios derived? It is unclear, but one possibility is that 

participants did not actually read the scenarios closely enough to notice which cues 

were present and which were not, but instead read them just closely enough to get the 

“gist” of the situation, and then filled in the blanks once they felt they knew what was 

going on. Such a strategy is fully compatible with the atmosphere heuristic, something 

that comes up frequently in the study of deductive reasoning (Reverberi et al., 2009). 

 With regard to autism, we failed to find any support for Scott and Baron-Cohen's 

(1996) hypothesis that autism would be associated with reduced facilitation in response 

to social exchange scenarios. Instead, high scores on the ASQ were associated with 

facilitation on both hazard and social exchange scenarios, whether they were familiar or 

unfamiliar, and participants with scores above the diagnostic threshold still displayed 

facilitation on the unfamiliar versions of the hazard and social exchange scenarios. 

However, it is still of interest that high ASQ scores were associated with higher scores 

across scenarios, and, that based on the PCA, higher ASQ scores did not appear to be 

associated with higher general cognitive ability (component 4). 

 With regard to psychopathy, we failed to find any support for our hypothesis that 

individuals with high PQ scores would not display facilitation on the hazard scenario. 
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Indeed, these participants displayed facilitation on hazard and social scenarios, whether 

they were familiar or unfamiliar. It is of interest, however, that individuals high in 

psychopathy displayed lower accuracy across scenarios, and that this reduced 

performance was not associated with general cognitive ability (component 4).  

The clearest associational result in our study was with Component 4, cognitive 

ability. The CRT2 and the ARPM both loaded onto this component, and it had strong 

positive correlations with the raw scores for 5 out of 6 of the scenario types (although 

not with facilitation scores). This is perhaps not surprising, given that these test scores 

likely tap into exactly the sort of abilities that would be required to do well on the Wason 

task, either in its abstract or non-abstract forms. 

 This study had several limitations. The first is that it is difficult to show 

participants enough trials of this sort of task to make a repeated measures analysis 

possible. As the number of scenarios increases, participants will most likely become 

less likely to read each one carefully. As such, most studies of this sort have relatively 

few trials for the core test, and most of the analysis is done between participants 

(Cheng & Holyoak, 1985; Cosmides, 1985). Additionally, we did not expect that so 

many of our Indian participants would turn out to score so low on English proficiency. 

The reasons for this are unclear, but given that many other research studies make use 

of Indian participants on Mechanical Turk, they may want to consider including tests of 

English proficiency.  

 Future directions for this sort of research include further neuroimaging work on 

the Wason task, such as the work done by Stone et al. (2002). It could also be useful to 

use neuromodulation to try and selectively reduce or enhance facilitation on the task, 
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perhaps in a manner similar to that done by Tsujii et al. (2010) for belief bias reasoning. 

Finally, given the artificial nature of the Wason task, it could be fruitful to translate the 

mechanics of the task into more naturalistic real world situations. 

 In conclusion, this study adds to the literature regarding contextual facilitation of 

deductive reasoning in several ways. First, it provides strong evidence that, even in a 

participant pool with diverse ages, educational achievements, and nationalities, such 

facilitation still does occur. Second, despite the large participant pool, it fails to find 

evidence that the cues proposed by Cosmides (2010) play any significant role. Third, 

although autism and psychopathy do not appear to play a role in the presence or 

absence of facilitation, they do appear to play a surprising role in overall performance 

on tasks such as these, and this is worthy of further investigation, since it may shed light 

on the cognitive abilities or obstacles faced by these populations. 
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APPENDIX:  SUPPLEMENTS 

 

 

Supplement 1. An example of the Abstract – Familiar – No Must condition. 
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Supplement 2. An example of a catch trial. 
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Supplement 3. An example of the Social Exchange – Familiar – No Intention condition. 
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Conclusions 

 This dissertation is a report on three studies investigating the nature of deductive 

reasoning, one of our most distinctively human traits, and what its relationship is to 

other psychological processes. Study 1 was an investigation of the relationship in the 

brain between deductive reasoning and both language and working memory. The fMRI 

study reported there both replicated prior work (Monti, Osherson, Martinez, & Parsons, 

2007; Monti, Parsons, & Osherson, 2009; Reverberi, Shallice, D’Agostini, Skrap, & 

Bonatti, 2009; Rodriguez-Moreno & Hirsch, 2009), providing further evidence for a 

model of deductive reasoning centered on core regions in frontomedial cortex (Monti et 

al., 2007) and extended that work by demonstrating that deductive reasoning is 

dissociable from not only from language but also from working memory.  

However, because of the fractionated nature of the field, it was necessary to find 

more decisive evidence for the view that language and deduction are separable. In 

Study 2, cTBS was successfully applied in order to generate causal evidence that 

language is dissociable in the brain from deductive reasoning. The evidence here for 

the role of mesial BA8 in deduction was less decisive, and that is an open avenue for 

future research. Frontopolar BA10 is a promising target for future neuromodulation of 

reasoning research, based on the findings in Study 1 and on previous work by Monti et 

al., (2007). The area near the border between left BA10 and left BA47 is especially 

promising (it was also an initial target of Study 2, but was abandoned because of the 

associate physical discomfort, future attempts to target this area should either be 
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between participants (A. Costa et al., 2011; Alberto Costa et al., 2013), or should apply 

methods that are easier for participants to tolerate, such as focused ultrasound 

(Bystritsky et al., 2011; Monti, Schnakers, Korb, Bystritsky, & Vespa, 2016).  

In Study 3, a large and diverse online participant pool was used to test Social 

Exchange Theory, and to investigate whether autism, psychopathy, personality, and 

other individual differences are associated with performance on the Wason task, as well 

as with facilitation by the contents of that task. The study provided support for the role of 

familiarity, and for the facilitatory effects of the different scenario categories, but not for 

the specific cues outlined by Cosmides (Cosmides, Barrett, & Tooby, 2010). With regard 

to individual differences, there was strong support for performance on the Wason task 

being associated with a factor that correlates with scores on the CRT2 and with scores 

on the 12 item APRM, but evidence was more mixed for the other combinations of 

individual differences that we tested. In this area future studies should apply 

neuromodulation techniques (Tsujii, Masuda, Akiyama, & Watanabe, 2010; Tsujii, 

Sakatani, Masuda, Akiyama, & Watanabe, 2011) or should test theories about 

deductive facilitation in more naturalistic ways.  

 Hopefully the research presented here has moved our understanding of the 

relationship between language and thought forward, and can serve as a stepping stone 

for future investigators.  
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