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A distinguishing feature of the mammalian cerebral cortex is its laminar architecture, 

each layer containing a unique composition of neuronal types with distinct morphologies, 

molecular markers, and electrophysiological properties. These neurons form precise, specific 

synaptic connections with one another to form complex microcircuits that underlie sensory 

information processing. By compartmentalizing computation into layers, the cortex can 
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efficiently channel and transform information to represent and interact with the external world. 

Therefore, deciphering the precise input and output connectivity structure of different neuronal 

types in the context of their respective layers is necessary to fully appreciate their unique 

functional roles in the representation and manipulation of sensory information. This dissertation 

builds on the traditional idea of a canonical interlaminar circuit by characterizing fundamental 

intracortical connections between excitatory and inhibitory cell types. Chapter 1 explores the 

relative functional input distributions from 5 layer-specific excitatory subpopulations to 4 cell 

types in mouse primary visual cortex (V1). By optogenetically activating these excitatory 

subpopulations and recording from targeted excitatory and inhibitory subtypes across cortical 

layers 2/3-6, I elucidate a complex interlaminar network that provides a novel framework for 

visual information processing. In Chapter 2, I approach the interlaminar connectivity of mouse 

V1 from a transcriptomic perspective using our newly developed method Single Transcriptome 

Assisted Rabies Tracing (START). By combining rabies tracing using glycoprotein (G)-deleted 

rabies virus (RVdG) with snRNAseq, we identify, and transcriptomic ally characterize cells 

projecting to the same layer-specific subpopulations as in Chapter 1. We find that START 

generates results consistent with established circuit models validating the utility of START as a 

circuit tracing tool. More importantly, with the increased cell type granularity achieved with 

transcriptomic characterization of inputs, we were able to uncover specific subtypes of 

somatostatin and parvalbumin interneurons that provide input to excitatory cells across layers.  

Taken together, findings from Chapters 1 and 2 demonstrate layer and cell type specificity in 

cortical circuit structure, indicating that a cell’s laminar position and synaptic connectivity are 

deeply intertwined with its functional role.  Understanding cell type diversity in the context of 
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circuit architecture forms the foundation of a novel framework for cortical information 

processing.
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 INTRODUCTION 
 

The enormous computational power of the human brain is ultimately achieved through 

the communication between its some 100 billion neurons1, each with the ability to form local and 

long-range synaptic contacts. Crucially, neurons do not form connections randomly but instead 

are highly selective with whom they communicate. This inherent selectivity and tendency of 

particular neurons to synapse onto only a subset of others gives rise to hierarchically organized 

and functionally interconnected circuits that, while complex, simultaneously produce our 

seamless perception of the world and our ability to interact with it. In particular, the mammalian 

neocortex represents a central hub for sensory information processing. The visual cortex, for 

example, receives inputs originating as spots of light in the visual field detected by retinal 

photoreceptors and relayed through thalamus2,3. Neurons in cortical microcircuits then transform 

these spots of light into representations of lines, edges, and contrasting colors. As this 

information traverses the cortical hierarchy, its representation manifests as neurons tuned to 

discrete shapes, textures, and recognizable objects, ultimately forming a unified visual scene.  

Many aspects of cortical organization and structure are conserved across functional areas 

and species4, suggesting that the underlying principles of microcircuit architecture play a critical 

role in cortical function. Mapping the detailed connectivity of cortical neurons remains a primary 

objective in the field, and doing so will enable us to understand how these computations are 

performed5. To fully understand how its form gives rise to function, several large-scale studies 

have focused on understanding cortical neuron diversity through classification into types by their 

morphology, molecular markers, and their intrinsic physiology6. These studies raise important 

questions about circuit organization at the level of these cell types. Specifically, the organization 
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of the cortex into 6 characteristic layers remains a central tenet of modern theories of brain 

function7. 

 

Significance of cortical laminae  

Evolutionarily, based on commonalities in gene expression between cell types residing in 

particular layers across species, the cortex’s laminar structure is thought to have originated from 

3-layer olfactive cortex, with 3 primary (excitatory) cell types containing distinct basic circuit 

modules; corticothalamic (CT), pyramidal tract (PT), and intratelencephalic (IT) cells and their 

associated interneurons, each with their own unique modular circuit structure. Of the 3 

aforementioned cell types, only IT neurons project within cortex; thus, neocortical lamination 

reflects increased IT connectivity (expansion of the IT circuit module)8. While the cortex’s 

organization into layers could simply be a byproduct of neocortical evolution without a specific 

role in cortical function, the predominating theory in the literature posits that the conservation of 

laminar structure serves an important functional purpose8. Additionally, a substantial body of 

work has attributed unique functions to each layer9 and to cell populations residing in those 

layers10. For example, CT pyramidal cells specific to L6 connect to thalamic nuclei and TRN10, 

while L2/3 principal cells provide cortico-cortical connections11. Functioning of distinct layers as 

computational units includes the idea that additional layers were acquired to accommodate 

additional interlaminar cortico-cortical processing and association (IT cells) while relaying 

sensory inputs and motor outputs through longer-routing ET projections. Thus, increased 

layering of IT cells and elaboration of cortical areas give cortex the ability to represent the 

complexities of the world.  
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The cerebral cortex’s unique developmental trajectory further underscores a potential 

precise function of each layer. In particular, neurons formed in the ventricular zone migrate to a 

precise final laminar location in a precisely timed, sequential process. L1 is the most superficial 

layer and is formed first, L4-L6 are formed next, and L2/L3 are formed last12. Each set of layers 

includes a different composition of cell types with distinct developmentally relevant genes 

expressed13. The cortical layers’ stereotyped developmental timelines, as well as the migration 

pathways and genetic diversity of the neurons they contain, suggests they may serve distinct 

functional purposes in how information is compartmentalized in cortex. 

When considering their distinct cellular composition and connectivity structure, each 

cortical lamina may be thought of as its own computational unit. The specificity of these cortical 

networks and subnetworks demands further characterization in the context of laminar location, as 

visual information from thalamus is received in upper layers and is transformed and filtered, 

transmuted and further deconstructed with each additional synaptic contact. One predominating 

theory of interlaminar computation posits that upper layers may serve to transform information, 

while lower layers preserve functional maps14. Input can be topographically precise, widespread 

(nonspecific) or patchy (somewhere in between)15. Focused projections preserve architecture of 

their origin while diverging projections rearrange & form new sensory maps. In another 

theoretical framework that sees sensory processing as probabilistic inference, neurons in 

different layers play unique roles in computing conditional probabilities that a given pattern of 

input represents a particular sensory stimulus16,17. This model posits that principal cells in 

superficial layers compare afferent input with an internal model of the sensory environment and 

pass this information across layers through feedback connections, while neurons in deeper layers 

encode the predictions to which bottom-up information is compared. Ultimately, in order to 
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understand how a coherent visual perception of the world is rendered, we need to figure out 

where these layer-specific subnetworks are sending their information, and to whom.  

 

Existence of a canonical cortical circuit 

The true significance of the cortex’s laminar structure can only be fully grasped when the 

precise connectivity between its constituent subpopulations is mapped. The earliest attempts to 

map the circuit can be attributed to work from Gilbert & Wiesel and Binzegger in the 1980s, 

primarily consisting of anatomical reconstructions of neurons in cat visual cortex. The finding 

that cells in each layer form precise, specific connections with cells in other layers formed the 

blueprint for a simple, feedforward “canonical circuit” model where information from thalamus 

is primarily relayed to L4 IT cells from core thalamic cells18, L4 projects to L2/3, and L2/3 down 

to deeper layers 5/6 before being routed to other cortical and subcortical regions11,19–21. Since 

then, substantial work has gone into more finely characterizing these connections. For example, 

Matrix cells from higher order thalamic nuclei project to L1 and largely avoid L418. Despite their 

extensive input to L2/3 and L522, L4 IT neurons do not receive comparable reciprocal input from 

these layers. Unlike L4 IT neurons which are specialized for processing extrinsic inputs, IT 

neurons in other layers are thought to primarily integrate signals from other cortical inputs; L2/3 

IT tend to be bidirectionally connected with L5 IT neurons11,14. L6 IT neurons are the least 

studied IT group, but some work23 suggests that they receive input primarily from other deep 

layer neurons. ET neurons function as integrators of local cortical and thalamic inputs to relay 

information to distal subcortical structures, suggested by their extensive input from IT neurons in 

all cortical layers, especially L2/3 IT. L6 CT neurons lack substantial local input from other 
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cortical layers and instead receive most of the inputs from higher order cortical areas24, while 

arborizing in L421.  

Clearly, across the past several decades of intricate circuit mapping in mammalian visual 

cortex, layer-specific functional subpopulations have been identified and the general cortical 

circuit structure is becoming increasingly focused. Moreover, as our current understanding of the 

circuit continues to evolve and become more refined, we can appreciate that the true circuit 

structure is highly nuanced, immensely more complex than the original feedforward canonical 

model. Despite these advances, however, some challenges remain, 2 of which this dissertation 

seeks to address. First, the extent to which axonal arborization and morphological 

reconstructions are reflected in these neuronal populations’ functional connectivity (i.e., the 

number and strength of synaptic inputs from one population to another) between remains to be 

seen and is the primary focus of Chapter 1. Second, to what extent are broad designations in cell 

types sufficient for understanding the computational structure of the sensory circuit? Emerging 

evidence, especially from single cell transcriptome sequencing but also from other high-

throughput assays, suggests a much greater diversity in cell types exists than was previously 

appreciated in the development of the canonical circuit model. More granular distinctions 

between cells and their subtypes will therefore be necessary to build accurate theoretical models 

of cortex and to mechanistically identify how the cortex modifies sensory information. 

 

Cell type classification schemes & levels of organization 

One crucial point of note here, one that immediately becomes apparent in discussing 

layer-specific cell types—the notion of a cortical layer and the cell types that reside within it are 

fundamentally intertwined. Thus, when considering the functional relevance of cortical 
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lamination, a tangential yet equally important question is: what is the functional significance of 

segregated and functionally distinct neuron populations within a single cortical region? To 

address this question, we must integrate our understanding of cell types with their functional 

roles and with whom they form synaptic contacts. To start, we can turn to the two major classes 

of neurons, glutamatergic excitatory pyramidal neurons and GABAergic inhibitory interneurons. 

While excitatory neurons are responsible for propagating signals in a feedforward manner, 

inhibitory interneurons gate signal flow and sculpt network dynamics through phenomena such 

as feedback inhibition25,26. Although inhibitory interneurons represent a minority of cortical 

neurons27, dense axonal arborization allows them to balance and shape excitatory neuron 

activity, maintaining a fine-tuned excitation-inhibition balance throughout the cortex28.  

Cortical interneurons are a diverse population that have diverse morphological, 

molecular, and electrophysiological properties. They can be organized into several major groups 

based on their developmental origins (i.e. whether they are derived from the medial ganglionic or 

caudal ganglionic eminences), expression of selective markers: parvalbumin (Pvalb), 

somatostatin (Sst) and serotonin receptor 5HT3aR28,29. Physiologically, Pvalb basket cells, the 

largest group of cortical interneurons, exhibit fast-spiking firing properties and their basket-

shaped axonal boutons preferentially target the perisomatic region of their innervation target28. 

The majority of Sst interneurons, termed Martinotti cells, are characterized by an ascending axon 

that arborizes in layer 1 and targets the distal dendritic compartments of neurons28. The 5HT3aR 

population, includes vasoactive intestinal peptide (Vip) interneurons that are characterized by 

irregular burst spike firing properties and bipolar morphology28. Furthermore, connectivity 

studies30–32 have shown that Pvalb interneurons not only inhibit pyramidal neurons, but also 

selectively inhibit one another. In contrast, Sst interneurons inhibit all inhibitory populations, 
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except themselves. Vip interneurons preferentially inhibit Sst interneurons and provide little 

input to pyramidal neurons33–35.  

In addition to connectivity studies, with the emergence of tools to manipulate and 

monitor activity of defined cell types in vivo, specific inhibitory populations have become 

implicated in specific circuit functions. Studies across multiple cortical areas have implicated 

Pvalb interneurons in gain control, and they may also coordinate large-scale activity in the 

temporal domain due to their precise timing/signal filtering; their dense connections may assist 

in generating gamma oscillations during attention and arousal36. Sst interneurons have been 

implicated in the suppression of lateral and top-down interactions, and Vip interneurons in 

cortical disinhibition (by predominately inhibiting Sst interneurons37) as well as modulation of 

visual feature selectivity38,39.  

Like inhibitory neurons, excitatory neurons in the primary visual cortex have diverse 

projection properties, morphology, and intrinsic physiology. They can be divided into three main 

groups according to their axonal projection patterns: intratelencephalic (IT) neurons, 

extratelencephalic (ET) neurons, and corticothalamic (CT) neurons. IT excitatory neurons are 

found across layers (L) 2-6 of the cortex and project to other neurons within the telencephalon 

including the striatum, amygdala, claustrum and ipsilateral and contralateral cerebral cortices24. 

ET neurons are large pyramidal neurons found primarily in L5b24 and project to subcortical 

destinations such as the brainstem, spinal cord, and thalamus. CT neurons are found in L6 and 

project primarily to the ipsilateral thalamus.  Taken together, systematic categorization of 

neuronal subpopulations reveals that their laminar location, in addition to anatomical and 

functional properties, is a prominent and distinguishing feature across levels of the taxonomic 

hierarchy.  
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Functional, cell type-specific organization of interlaminar circuits 

A given neuron’s somatic location can likely be associated with its functional role in 

cortical computation. To bridge this gap, one must understand its fundamental circuit 

connectivity structure. On the broadest level, the circuit must exhibit balance between excitation 

and inhibition40,41. Neurons require an extremely finely structured balance of excitation and 

inhibition to generate complex behaviors; too much excitation can kill a neuron and/or 

destabilize a neural network41–43 while too much inhibition could lead to complete silencing of a 

neuron and therefore an inability to feed forward any meaningful information. Moreover, as 

previously mentioned, different inhibitory subtypes exhibit a vast array of electrophysiological 

and biophysical properties, as evidenced by differential distributions of transmembrane ion 

channels and transporters and synapses made on different cell types and subcellular 

compartments as previously discussed. Aside from differences in inhibitory neuron morphology, 

activity differences result from differential distribution of ion channels: the amplitude, and 

instantaneous frequency, and subcellular location of synaptic input to a given cell--can lead to 

differential modifications of output. Some effort has been made to determine different functional 

roles of distinct inhibitory neuron types given their distinct anatomical and functional properties: 

Vip neurons, for example, may underlie the amplification of visual information outside of one’s 

field of attention and have frequently been demonstrated to underlie modulation of behavioral 

state Pvalb and Sst neurons may contribute to perceptual phenomena including gain control and 

surround suppression, respectively.  

Data from the Allen Institute suggests that MET types typically co-occur in 1 or 2 distinct 

layers: they are not evenly distributed. This further highlights that interneuron subtypes and their 
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connectivity are layer dependent. Experiments functionally characterizing canonical circuits have 

largely used paired recordings and direct comparisons of synaptic responses between neurons in 

a single layer30,44. Given the remarkable diversity of interneuron types, it’s likely that these 

canonical connectivity rules in fact do not hold across cortical layers.  

Studies probing functional connectivity using paired recordings also run into the issue of 

cut axons. This is a major caveat because when to directly accurately compare connections 

between different cell types, whether or not a connection is detected depends on whether 

intrinsic connectivity is actually preserved in the recording setup. Moreover, because neuron 

types have different branching patterns and vastly different morphologies the likelihood of the 

original connection being preserved is cell type dependent. This therefore introduces a huge bias 

in these experiments, where cells whose connections are more distal are more likely to be cut. 

Large-scale functional connectivity studies that bypass the issue of cut axons are needed to 

determine the relative distribution of synaptic connectivity between layers and between cell 

populations residing in those layers. To this end, in Chapter 1 I describe a series of experiments 

where I use transgenic mouse lines, viral vectors, and optogenetic approaches combined with 

targeted whole cell recordings to bypass the issue of cut axons and determine the extent to which 

layer-specific excitatory populations in each cortical layer provide input to distinct populations in 

other layers.  

 

Anatomical approaches for fine-scale dissection of cortical circuitry 

While key principles of cortical connectivity continue to be uncovered, a detailed 

understanding of the specialized connectivity patterns underlying cortical networks remain 

largely incomplete and many aspects of cortical circuit organization remain unknown. Single-cell 
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sequencing technologies have only recently begun to reveal the extent of cortical cell type 

diversity. Recent studies utilizing scRNAseq to study cortical cell type diversity across cortical 

areas, have found large numbers of clusters corresponding to transcriptomic cell types. In 

particular, work from the Allen Institute45 has amassed scRNAseq data from more than 23,000 

neurons from primary visual cortex (V1) and the anterior lateral motor cortex (ALM) and 

revealed 133 distinct transcriptomic cell types: 61 inhibitory types, 56 glutamatergic, and 16 

non-neuronal types. The transcriptomic inhibitory cell types identified included 20 Sst+, 10 

Pvalb+, 16 Vip+, and 13 5HTR3A+/Vip- clusters, subdividing the major established inhibitory 

cell classes into a multitude of cell subtypes. Importantly, transcriptomic correlates of 

electrophysiological and morphological diversity within and across excitatory and inhibitory 

neuron have already begun to be established in multiple studies 45–47. Albeit relying on in vitro 

strategies, correlation was also established between other transcriptomic clusters and 

morphological and electrophysiological distinct cell types in studies using PatchSeq to 

simultaneously conduct single-cell characterization of gene expression and electrophysiology in 

the same cell46,48. Together, these studies demonstrate that the utility of transcriptomic 

characterization in untangling the precise circuit connections underlying cortical function. 

In addition to transcriptomic approaches, Monosynaptic rabies tracing using glycoprotein 

(G)-deleted rabies virus (RVdG) has been widely used for circuit tracing studies because it 

allows identification of the direct presynaptic inputs to specific cell types or to single neurons of 

interest, across the whole brain31,49,50. G-deleted rabies tracing has been used in previous studies 

to identify inputs to layer specific excitatory neurons51, local interlaminar connectivity52, and the 

brain-wide inputs to cortical inhibitory neurons31 and excitatory neurons52,53. However, these 

studies focus on regional distribution of synaptic input and only superficially investigate cell 
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types providing that input. Crucially, as new tools for dissecting neural circuits continue to 

emerge across transcriptomic, imaging, and electrophysiological modalities, distinctions between 

interneuron types that are limited to general subclasses (e.g., Sst, Vip+, and Pvalb+) may be 

insufficient for capturing inhibitory neuron diversity. In Chapter 2, we therefore seek to 

understand cortical wiring specificity on a finer, subclass level by combining monosynaptic 

rabies tracing with single nucleus RNA sequencing (snRNAseq) and determining transcriptomic 

cell type specificity by which interlaminar cortical microcircuits are wired. We demonstrate use 

of this novel combination of tools, which we term Single Transcriptome investigate local 

interlaminar connectivity in mouse primary visual cortex and provide compelling evidence that 

START can facilitate the discovery of new cortical circuit motifs.  
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Chapter 1. Functional Interlaminar Connectivity in Mouse Primary Visual Cortex 
 
 
 
 
Abstract 
 

One of the defining characteristics of the cerebral cortex is its organization into layers, 

each distinguishable by a unique composition of cell types and together representing a 

fundamental component of sensory information-processing. Most of what we know about 

functional interlaminar connectivity is from paired recordings in slice preparations which, due to 

cut axons, dramatically underestimate the rate of interlaminar connections. This leaves us with an 

incomplete understanding of how cortical circuits transform sensory information across layers. In 

this study, we use an optogenetic approach to bypass the issue of cut axons and comprehensively 

characterize relative synaptic input strength to 3 inhibitory cell subtypes in cortical layers 2/3, 4, 

5, and 6. We used transgenic mouse lines and viral vectors to restrict Channelrhodopsin-2 

(ChR2) expression to excitatory cell populations within a single layer and selectively label cells 

of somatostatin (Sst)-, parvalbumin (Pvalb)-, or vasoactive intestinal polypeptide (Vip)-

expressing inhibitory subtypes in mouse primary visual cortex. We then pair optogenetic 

stimulation of axon terminals (including live, cut axons) with ex vivo intracellular recordings in 

excitatory and inhibitory cells across cortical layers and measure the monosynaptic input strength 

from the stimulated cell population to the recorded cells. This enables us to compare postsynaptic 

responses within and between inhibitory subtypes and cells recorded in different layers. We can 

thereby quantify the proportion of excitatory input from each cortical layer to each inhibitory 

subpopulation within and between layers. Our data and analyses suggest input strength from a 

given layer to a particular inhibitory cell type depends strongly on both the input layer, the 

laminar location and the inhibitory subtype of the recipient cell. We also find that functional 
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input strength differs between excitatory cells and inhibitory subpopulations and examine the 

degree to which each layer provides input to excitatory versus inhibitory cells. Together, our 

results provide a more complete picture of the relative distribution of excitatory synaptic input 

from each layer to distinct cell subpopulations across layers within a single cortical region.  

 
Introduction 
 

A comprehensive understanding of the circuit organization and connectivity between 

cortical cell types is needed to gain insight into cortical function and transformation of sensory 

information. Anatomical reconstructions of neurons in cat visual cortex show that cells in each 

layer make precise, specific connections with cells in other cortical layers1,2 and that each layer 

can be distinguished by a unique composition of cell types. These findings formed the basis for a 

canonical cortical microcircuit governing sensory information flow, in which sensory input is 

relayed through thalamus LGN to L4 à  L2/3 à L5/6 which in turn provide recurrent input 

back to L4 and output to other cortical and subcortical regions3–5. Although some previous 

research supports the existence of a canonical, feedforward excitatory cortical circuit excitatory 

cell populations provide functional input to multiple layers6. Thus, the canonical cortical circuit 

as traditionally understood does not capture the inherent complexity of interlaminar circuitry 

considered to be the primary output layer of the cortex. Moreover, the construction of this 

excitatory, feedforward cortical circuit from anatomical data rests on the assumption that 

dendritic overlap is directly proportional to the number of synaptic contacts made between 

neurons. Because dendritic overlap does not necessarily reflect functional connectivity 

strength7—that is, synaptic strength varies greatly by cell type--the presence of functional 

synapses can only be captured/validated through electrophysiological recordings. 
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Most of what we know about functional interlaminar connectivity is from paired 

recordings in slice6. While electrophysiology is the most precise way of detecting and measuring 

functional connectivity between cells, paired recordings dramatically underestimate the rate of 

interlaminar connections between cortical cells due to cut axons8. Moreover, due to the vast 

diversity in dendritic branching across cortical cell types and that a large proportion of synaptic 

terminals are several hundred microns away from the soma8 the fraction of potential cut synapses 

varies by depth, vertical distance between cells, and cell type. This bias in the likelihood of 

dendritic/axonal truncation during slicing has dramatic implications for experiments in cortical 

tissue slices where pre- and postsynaptic cells are several hundred microns apart. Thus, previous 

studies provide an incomplete understanding of how and to what extent sensory information is 

relayed within a particular cortical region. Recent advances in technology have enabled the 

targeted identification of distinct cell populations, which in turn have revealed unique projection 

patterns, transcriptomic and electrophysiological characteristics9,10. Moreover, the relative 

strength of these functional interlaminar connections is not well understood. Functional role of 

individual neurons is dictated by its synaptic inputs within cortical circuitry; therefore, 

understanding the laminar distribution of input to each individual cell type is necessary to gain a 

complete understanding of the functional role of each neuron type.  

In this foundational study we use an optogenetic approach to bypass the issue of cut 

axons and comprehensively characterize relative synaptic input strength between layers 2/3, 4, 5, 

and 6. We use a combination of transgenic mouse lines and viral vectors to restrict 

Channelrhodopsin-2 (ChR2) expression to excitatory cells within a single cortical layer. We then 

pair optogenetic stimulation with intracellular patch-clamp recordings in cells across all cortical 

layers to measure the monosynaptic input strength from the stimulated cell population to the 
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recorded cell11. We thereby compare the relative peak amplitude and charge transfer between 

cells recorded in each layer and quantify the proportion of total input from a single cortical layer 

to other layers. Broadly, we find that interlaminar input strength to excitatory neurons varies by 

laminar location. Consistent with previous research, L4--the primary layer receiving sensory 

input relayed from thalamus—provides most of its input to L2/3, and L2/3 provides strong input 

both within L2/3 and to L5. Our results also suggest that relative interlaminar input strength 

varies by cell type. For example, we find that while subcortically-projecting neurons in L5 

primarily provide input to other cells in L5, cortically-projecting neurons provide most of their 

input to L2/3. Interestingly, inputs from L6 subcortically-projecting neurons are evenly 

distributed between L4, L5, and L6. Together, our results provide a more complete picture of the 

relative distribution of synaptic input from each layer to other layer within a single cortical 

region. 

 

Results 
 
Experimental Strategy 

We restricted ChR2 expression to a specific cortical layer in V1 using Cre mouse lines, 

where Cre recombinase is expressed in a specific population of excitatory cells within L2/3 

(SepW1Cre), L4 (Scnn1aCre and Nr5a1Cre), L5 (Tlx3Cre and Npr3Cre), and L6 (Ntsr1Cre) (Figure 

1.1A). To restrict functional connections to V1, we used a viral vector-based approach and 

injected an AAV containing Cre-dependent ChR2 (Figure 1.1B). This way, while ChR2 

expression is restricted to cells within a single cortical layer, ChR2 is expressed on these cells’ 

dendritic processes which extend to other layers. We then conducted in vitro slice recordings to 

probe functional connections (Figure 1.1C-D).  After waiting 3-4 weeks for the virus to express 
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in a particular layer, we conducted whole-cell recordings paired with full-field optogenetic 

stimulation to evoke neurotransmitter release at axon terminals of the ChR2-expressing 

population11. We recorded postsynaptic responses in the presence of TTX and 4-AP to isolate 

monosynaptic connections (see Methods). Excitatory input from cortical L2/3 was assessed using 

the SepW1-Cre mouse line, which expresses Cre in all L2/3 excitatory pyramidal cells Previous 

research suggests that excitatory input from L2/3 is largely restricted to L2/3 and to L5.  

Excitatory pyramidal neurons in L2/3 receive strong excitatory input from middle cortical layers 

12. Stimulating L6 CT cells inhibits neurons in L4 but powerfully excites neurons in L5a13.  

To quantify interlaminar excitatory input from each postsynaptic recording, responses 

were baseline-subtracted and averaged across trials. All recordings were conducted in voltage-

clamp using a Cesium-based internal solution and containing biocytin to verify recorded cells’ 

laminar location post-hoc. 

We quantified functional input strength using both trial-averaged peak response 

amplitude (maximum negative value of the EPSC) and total integrated current/charge transfer 

(EPSQ)14. The window in which EPSQ was calculated was determined by the time at which the 

average EPSC trace fell below 10% of the peak amplitude (Figure 1.2A). Cells containing ChR2 

were readily distinguished by their location in Cre-expressing layer (i.e. the mouse line in which 

the experiment was conducted), as well as their short onset latency and low variability in 

response shape (Figure 1.2B, see Methods). To quantify each cell’s response, we used 2 metrics: 

the charge transfer or integrated current (EPSQ) and the peak amplitude. To directly compare 

responses across trials, we subtracted the average leak current pre-stimulus from the post-

stimulus response for each trial, effectively bringing the baseline to 0 to align the traces. By 
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Figure 1.1 Experimental Strategy. (A) Mice expressing layer-specific Cre were crossed to inhibitory neuron 
subpopulation-specific Flp. Following genotyping, AAV mixture of Cre-dependent ChR2-EYFP and Flp-dependent 
mCherry was injected into V1. (B). After 3 weeks of virus incubation, resultant interneuron population (Sst in this 
example)-specific mCherry and layer-specific ChR2 expression in 5 different mouse lines used.  (C) Slice Recording 
and LED stimulation setup. (D) mCherry fluorescence (first panel, top)- and DIC microscopy-based cell targeting 
for intracellular recordings. Top 3 images in panel show Sst+ cell targeted; scale bar is 10um.  Bottom image: image 
of pipette in slice during recording; scale bar is 100um.  (E) Coronal section showing post-hoc DAPI stain (left) 
used to define layer boundaries and avidin stain (right) showing biocytin-filled cells in magenta. Zoomed images on 
far left show close-ups of filled cells. Scale bars represent 100um (hemisection images) and 10um (zoomed images). 
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Figure 1.2. EPSC response quantification and example recording traces. Thick cyan traces denote averaged 
response across trials. Shaded cyan region denotes time window in which current was integrated to calculate EPSQ 
in subsequent analyses; the boundaries of the time window correspond to the time points at which the average 
recorded current was >10% of peak amplitude. 10% threshold denoted with dotted line in (A). Dark blue box 
corresponds to LED stimulus onset (5ms). (B, C). Example traces shown are from different cells all recorded in the 
same slice from an Scnn1aCre mouse (all responses are monosynaptic input from L4 pyramidal neurons). (B), 
Example recorded direct response to ChR2 activation observed in a L4 pyramidal neuron. Note the immediate 
response onset and low variability in response shape, characteristic of direct responses. (C), example indirect 
responses from 6 cells. 1, L6 pyramidal cell; 2, L6 Sst cell; 3, L5 Sst cell; 4, L5 pyramidal cell; 5, L6 Sst cell (no 
response); 6, L6 Sst cell.  
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averaging traces across trials, the effect of spontaneous currents is compensated for, and we can 

see whether a consistent, detectable evoked response occurred. Recorded cells exhibited a wide 

variety of response shapes and amplitudes, including some where no response was detected 

(Figure 1.2C). In subsequent analyses, both methods of quantification revealed similar results; 

see Table 1.S4-S5 for statistical comparisons of populations for both metrics. 

 

General patterns of functional input distribution 

Before assigning recorded cells to their layers, we first wanted to determine whether 

postsynaptic input strength exhibited a consistent relationship with recorded depth in cortex. By 

plotting each cell’s peak amplitude against normalized cortical depth while distinguishing 

between input population and recorded cell type, clear trends begin to emerge. We see that 

excitatory neurons provide substantial input to all cell types within L2/3, especially inhibitory 

cells. Of the input provided to each inhibitory subtype from L2/3, the vast majority of Sst, Pvalb, 

and Vip cells receiving L2/3 input were themselves in upper layers. L2/3’s input to pyramidal 

cells appeared more evenly spread across layers (Figure 1.3A). A similar trend was observed for 

input from L4 (Figure 1.3B), though input to pyramidal neurons appeared more concentrated to 

very superficial layers. Input to inhibitory subtypes appeared broadly scattered to upper layers. 

Strikingly, input from L5 IT and ET subpopulations differed dramatically (Figure 1.3C-D); 

superficial pyramidal neurons received more input from L5 IT while L5 ET sent its input almost 

exclusively to deeper layers. This pattern was generally conserved across inhibitory subtypes, 

where L5 IT provided input to all subtypes across all layers, with input to Sst neurons focused on 

upper layers, while L5 ET cells mostly provided input to Sst and Pvalb neurons in deeper layers.  
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Figure 1.3. Interlaminar input by recorded cell depth. Peak Amplitude (left column) distributions by 
normalized depth from top of L2/3 to bottom of L6. Y axis shows normalized depth of each recorded cell. 
Columns and color of dots denotes cell type recorded, ChR2-expressing layer (Cre line) represented in each 
row: (A) shows input from L2/3, (B), input from L4, (C), input from L5 IT, (D), input from L5 ET, and E, 
input from L6 CT cells. Shaded area represents smoothed average responses recorded at each depth. Layer 
boundaries are approximate, estimated from recording depth.  
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L6 CT neurons appeared to provide input to all cell types, concentrated mostly in middle layers 

but scattered throughout with no clear preference for superficial vs. deep layers (Figure 1.3E). 

Recorded cells were next identified and assigned as belonging to a particular cortical 

layer from using biocytin in our internal recording solution for post-hoc reconstruction and using 

a DAPI stain to define layer boundaries (Figure 1.1E, see Methods).  We then asked whether 

input from each layer provided different amounts of synaptic input to each recorded cell type and 

whether this input distribution was also layer-dependent. Plotting each recorded cell’s EPSC 

peak amplitude as a function of layer and cell type revealed that indeed, the amount of synaptic 

input received from a particular layer-restricted population was wholly dependent on both the 

presynaptic population as well as the post-synaptic cell type and laminar location.  Consistent 

with previous work and with the original canonical circuit model, L2/3 IT pyramidals provide 

substantial input to L5; we also observed significant input to pyramidal neurons within L2/3 and 

L4, with very little input pyramidals in L6 (Figure 1.4A). L2/3 IT cells’ input to inhibitory 

subpopulations consisted primarily of Sst neurons in upper layers and Pvalb neurons in L2/3. As 

can be seen from the axis scaling in the rightmost column of Figure 1.4, responses in Vip 

neurons were significantly smaller than EPSCs recorded in the other 3 cell types, suggesting that 

these cells receive very little synaptic input from the ChR2-expressing pyramidal cell 

populations. We hypothesize that instead, these populations likely receive more input from more 

distal cortical regions15 interneurons, as has been suggested previously16; Vip neurons are 

thought to regulate feedback inhibition in cortex through reciprocal inhibition of Martinotti-type 

Sst-expressing neurons.  

Also consistent with the original canonical circuit model, L4 neurons provide most of 

their input to pyramidal neurons in L2/3 (Figure 1.4B). Interestingly, we also see that this same  
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Figure 1.4. Peak Amplitude distributions by assigned cell layer. Statistical comparisons not displayed for 
clarity; see Table 1.S6 for all pairwise comparisons and associated p-values. (a-b) Responses to ChR2 
stimulation in L2/3 (n = 103 cells). (c-d) Responses to ChR2 stimulation in L4 (n = 39 cells). (e-f) Responses 
to ChR2 stimulation in L5 IT cells (n = 95). (g-h) Responses to ChR2 stimulation in L5 ET cells (n = 85). (i-j) 
Responses to ChR2 stimulation in L6 CT cells (n = 85).  
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pyramidal population provides a large amount of input to L2/3 Pvalb neurons and Sst neurons in 

L4. From L5 and L6, the original model proposes that some information gets routed 

extracortically (the deeper layers serve as the cortical output layers), with some feedback that 

gets sent back to L2/3. Our results are somewhat consistent with this model in that for the L5 IT 

population (Figure 1.4C)—cells that project within telencephalon—send most of their input back 

to L2/3 while L5 ET cells that project extratelencephalically (Figure 1.4D) send most of their 

intracortical input within deeper layers with very little input to any cells outside of L5/6. EPSCs 

were generally smaller in amplitude for inputs from L5 ET vs IT populations, consistent with the 

idea that the former send synaptic input primarily extracortically. However, given previous work 

showing that L5 IT neurons provide more input to L5 ET neurons than L5 ET neurons to 

themselves7, we expected L5 IT neurons to provide substantial input to other L5 pyramidal cells 

which was not the case. In short, the L5 IT à L2/3 connection appears stronger than previously 

described in the literature but could also be plausibly be explained by our experimental setup 

which enables detection of more distal dendritic contacts versus previous studies in paired 

recordings which would have likely severed many L5 à L2/3 connections8. 

Like the L5 ET population, L6 CT neurons are perceived as an “output” center of the 

cortex in that they project extracortically and exert a suppressive effect on superficial cortical 

layers17–19 through recruitment of interlaminar Pvalb neurons. We therefore expected to see 

strong input to L6 Pvalb neurons and indeed observed large responses in this cell type (Figure 

1.4E). Inputs to both pyramidal neurons and Sst interneurons appeared sparse and scattered 

across all layers except L2/3.  

The original canonical circuit model makes no mention of inhibitory cells, instead 

focusing exclusively on excitatory FF interlaminar connectivity. Despite the lack of concrete 
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modifications since its initial conception, a large body of evidence clearly demonstrates the 

existence of inhibitory interlaminar circuits20,21. In light of this, one of our primary objectives in 

this project was to definitively characterize and quantify these functional interlaminar 

connections between defined excitatory and inhibitory subpopulations.  We observe clear 

interlaminar input to each inhibitory subtype recorded, especially Pvalb neurons. While L2/3, L4, 

and L6 CT pyramidal populations primarily synapse onto Sst neurons in the same layer, L5 IT & 

ET pyramidal cells provide input to Sst neurons outside of L5—L5 IT sends 80% of its input to 

Sst neurons to those in upper layers, and L5 ET sends 61% of its Sst inputs to those in L6 (Figure 

1.5B). This was also observed for inputs to Pvalb neurons, where L5 IT pyramidals send 52% of 

their Pvalb input to those in L2/3 while L5 ET pyramidals send 52% of their Pvalb input to L6. 

Interestingly, with the exception of L6 CT neurons, relative functional input to pyramidal 

neurons largely mirrored input to Pvalb neurons, consistent with the idea that they may receive 

correlated information and form precisely organized circuits with each other22–24. The 

interlaminar connectivity patterns between inhibitory subtypes was heterogeneous, though a few 

commonalities existed: L2/3 pyramidals provided input to all 3 types within L2/3, and L5 IT 

neurons provided extensive input to all 3 types outside of L5.  

 

Accounting for response variability 

Although we found that the LED light intensity had no significant effect on response 

amplitude (Figure 1.S4), we nevertheless wanted to determine whether variability in ChR2 

expression across slices may have influenced our results. In other words, could observed 

differences in peak amplitude across layers be explained by variability in ChR2 expression levels 

across slices, rather than differences in input strength? To this end, we used a linear mixed- 
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Figure 1.5. Summary of inputs to pyramidal and Sst-expressing neurons. Relative Interlaminar Distribution to 
pyramidal (A) and Sst (B) cells from each layer-specific input cell population.  Values expressed as percent of total 
input to recorded cells in each layer from the ChR2-expressing layer. For each cell type, Percentages were calculated 
for each ChR2-expressing (input) cell population by taking the mean EPSQ of recorded cells in each layer and 
dividing by the sum of the mean epsq of cells of that subtype across all layers. A, Total inputs to pyramidal cells 
from L2/3 (n = 122 cells), L4 (n = 95), L5 IT (n = 109), L5 ET (n = 105), L6 (n = 109). B, Total inputs to Sst cells 
from L2/3 (n = 73 cells), L4 (n = 42), L5 IT (n = 57), L5 ET (n = 44), L6 (n = 56).  
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Figure 1.6. Summary of inputs to Pvalb- and Vip-expressing neurons. Same as in Figure 1.5; relative 
distribution to Pvalb- (A) and Vip- (B) cells from each layer-specific input cell population. Total inputs to PV cells 
from L2/3 (n = 42 cells), L4 (n = 47), L5 IT (n = 42), L5 ET (n = 44), L6 (n = 45). D, Total inputs to VIP cells from 
L2/3 (n = 35 cells), L4 (n = 41), L5 IT (n = 33), L5 ET (n = 36), L6 (n = 30). See Table 1.X for n values for cells of 
each subtype recorded in each layer. 
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effects model (LMEM) to determine whether differences in synaptic input strength to each 

recorded cell layer were still present after accounting for inherent slice-to-slice variability in 

ChR2 expression (see Methods). We found that overall, accounting for variability in ChR2 

expressing did not affect our findings; synaptic input strength was highly dependent on the 

recorded cell layer, the input population (and layer), and the recorded cell type. See Figure 1.S9 

for model results.  

To gain a more holistic perspective on how the excitatory interlaminar circuit appears and 

to compare it more directly with the traditional canonical model, we calculated the overall 

distribution of synaptic input from each layer-specific ChR2-expressing population to the 4 

recorded cell types in each layer by dividing the sum of mean EPSQs across layers by the mean 

EPSQ in each layer across all cells of a given type. We were thereby able to visualize the relative 

amount of interlaminar synaptic input provided to each cell type as illustrated in Figures 1.5 and 

1.6. For pyramidal-to-pyramidal inputs, as previously described and in accordance with the 

traditional model, L4 and L5 IT provide very strong inputs to L2/3; the L4 à L2/3 connection is 

considered FF and L5 IT à L2/3 is FB. In contrast to the canonical model, however, L2/3 

actually provides more input within L2/3 vs. down to L5 (Figure 1.5A). L6 CT sends more input 

to L4 pyramidal neurons than to those in any other layer, consistent with previous work 

demonstrating prominent axon termination patterns in this layer25. 

 
 
 
Discussion 
 

The cerebral cortex’s organization into six distinct layers across all mammalian species 

suggests a deep evolutionary significance. Characterizing the function of this unique feature is 

essential for us understand how cognition arises from functional cortical connections. Fine-scale 
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specificity in interlaminar connections between cells suggest that these populations play specific 

functional roles, and similar findings across multiple cortical areas imply a common 

organizational mechanism for processing information. These ideas have given rise the appealing 

notion of a simple, excitatory “canonical cortical circuit” motif underlying sensory information 

processing. Although this theory continues to predominate the literature, the central structure of 

the canonical cortical circuit is based on experimental findings containing critical shortcomings. 

In particular, severed axonal connections in ex vivo paired intracellular recordings preclude 

accurate characterization of interlaminar functional connectivity. Understanding the relative 

strength of these connections is essential to determine the extent to which functional connectivity 

strength can be inferred from dendritic overlap between cells, to better understand the unique 

computational role of each cortical layer, and ultimately to elucidate the hierarchical mechanisms 

underlying cortical function.  

Using a combination of transgenic mouse lines exhibiting layer-specific Cre expression, 

electrophysiological recordings, optogenetic manipulations, and morphological reconstructions, 

we have comprehensively characterized relative functional input strength from specific cell 

populations in a particular cortical layer to other cortical layers. Unlike past work that has largely 

focused on microcircuits within a single layer or on long-range inputs to cortical populations, we 

have quantified the relative distribution of input to other layers and the cell types that receive that 

input within a single cortical region. We conclude that despite general pathways aligning with 

prior documented connections between layers, these connections depend on the identity of the 

cell providing the input and the identity of the receiving cell. Our results suggest a more 

complex, nuanced organization of interlaminar cortical circuitry and highlight the need to more 

closely re-examine the traditional notion of the canonical cortical circuit.  
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Moreover, one of the most striking findings in our data, that can be immediately gleaned 

from the boxplots (Figure 1.4) and from Tables 1.S4, is the immense diversity in response 

amplitudes. If input from the stimulated population were somewhat uniform, as might be 

expected if a true feedforward canonical circuit were to exist, we would anticipate variability in 

input strength to be relatively consistent across recorded cells of a particular type. However, the 

prominent variability we see in response amplitude and EPSQ within cell types—even those 

recorded in the same layer of the same slice (Figure 1.S5)—indicate that input from a given 

layer-specific excitatory subpopulation is highly variable. We hypothesize that in the case of Sst 

and Pvalb neurons, which have been transcriptomically well-characterized using Patchseq26,27 

input from a given layer may be subtype-dependent. In other words, excitatory subpopulations 

within a specific cortical layer may only provide synaptic input onto specific subtypes of these 

interneuron populations.  

An alternative explanation, especially in the case of pyramidal neurons, it is possible that 

the strength of input to a given cell is dependent on the functional subnetwork to which that cell 

belongs. Increasing evidence suggests excitatory synaptic strength is highly concentrated, and 

that pyramidal cells with similar tuning preferences form fine-scale functional subnetworks 

within L2/328 leading to a highly skewed distribution of synaptic connectivity strength, where a 

few strong synapses dominate over the majority of weak synapses. If input from entire layer-

specific excitatory subpopulation is activated as was the case in our experiments, one might 

expect the resulting postsynaptic response to be highly variable and dependent on the extent to 

which the recorded cell’s functional subnetwork was activated. 

To what extent can inputs to recorded cell types be compared with each other? Mean 

EPSQs for each cell population & layer were then multiplied by population sizes below to 
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estimate relative distribution of synaptic output from layer-specific Cre population to each cell 

population within each V1 layer. After accounting for each cell type’s relative population size, 

density within layer, and layer thickness (see Methods), we found that of all measured synaptic 

output from each excitatory population, the majority of synaptic output was to other pyramidal 

cells in all other layers (Figure 1.S2). 

While we made every effort to ensure consistency across recordings and effective 

experimental controls, our results do contain caveats. For example, could the variability in 

response strength seen between layers be explained by variability in the amount of ChR2 in the 

slice? If many cells in a particular layer with large responses are recorded in a slice with 

unusually high ChR2 expression, it’s possible that this would bias our results in favor of inputs 

to cells in the recorded layer(s). To determine whether differences in responses truly reflected the 

amount of input received from the stimulated layer rather than variability in ChR2 expression 

across slices, we recorded from at least 2 cells in at least 2 different layers in each cortical slice, 

recorded cells were restricted to regions with maximal ChR2 expression, and varied the order in 

which each layer was recorded. By recording from multiple cells and multiple layers in each 

slice, we could compare the relative variability in response amplitude between cells recorded in 

the same slice versus cells in different slices (Figure 1.S5). We found that variability in response 

amplitude between recorded cells within slice was comparable to variability across slices, 

indicating that the differences we see in interlaminar input strength cannot be due to differences 

in ChR2 expression alone.  

In addition to accounting for variation in ChR2 expression, we also used post-hoc 

histological stains to verify the identity and location of recorded cells. As previously mentioned, 

cells were assigned to a particular cortical layer based on their location (identified via biocytin 
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fill) relative to layer boundaries defined by DAPI staining in each slice. All cells were assigned a 

single layer including those close to the laminar borders; is therefore possible that a small 

proportion of cells’ assigned layer was incorrect. Lastly, although excitatory pyramidal cells 

were targeted in recordings based on shape and biocytin-filled recorded cells revealed to be 

inhibitory were omitted from analysis, it is possible that a small number of unfilled cells were 

non-pyramidal because their morphological characteristics could not be verified.  

This work forms the foundation for understanding the function of cortical layers common 

to all mammalian species. To fully capture the extent to which functional connectivity can be 

inferred from anatomical reconstructions, future studies in mice should explore the relationship 

between dendritic overlap and synaptic connection strength between cells Additional work is 

needed to understand how interlaminar connectivity relates to cognition on a broader scale--that 

is, how does this organization of functional connections transform sensory information and affect 

behavior? The connections probed in this study are excitatory, and only inputs to pyramidal cells 

were investigated here. Moreover, whether the distribution of inputs to inhibitory cells is similar 

remains to be seen. Additional use of cell-type specific Cre lines will enable the characterization 

of interlaminar inputs to these cell types. In addition, with the advent of Patchseq and advanced 

transcriptomic analyses, we will be better able to determine whether input to a specific cell type 

within each cortical layer is transcriptomic subtype-dependent.  

 
 
 
Methods 
 
AAV Injections 

In accordance with approved IACUC protocol, transgenic mice aged p22-p32 were 

injected with 100nL of either 1:1 HBSS : AAV8-Ef1a-ChR2-EYFP dilution or a 2:2:1 mixture of 
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HBSS : AAV8-Ef1a-ChR2-EYFP : AAV1-hSyn-FlpO-mCherry used for separate experiments 

into V1 (from lambda: -2.55mm ML, .6mm AP) at a pial depth of -.3mm. Recordings were 

conducted at least 21 days post-injection to allow for adequate viral incubation and ChR2 

expression. 

 

Slice Preparation 

Mice aged p43-p85 were anesthetized using isoflurane. 350um-thick coronal slices were 

sectioned using a Leica VT1200 (Leica Biosystems) vibratome in ice cold, oxygenated sucrose 

solution (in mM): 2.5 KCl, 1.25 NaH2PO4•H2O, 10 MgSO4•7H2O, .5 CaCl2•2H2O, 11 Glucose, 

234 Sucrose (Sigma-Aldrich). Slices were immediately transferred to a holding chamber holding 

ACSF (in mM): 2.5 KCl, 10 Glucose, 126 NaCl, 1.25 NaH2PO4•H2O, 10MgSO4•7H2O, 2 

CaCl2•2H2O and incubated for at least 1 hour at 37˚C, then held at room temperature until used 

in experiments. 

 

Electrophysiological Recordings 

Borosilicate glass pipettes (Sutter Instruments) with 2-4MΩ resistance were pulled using 

programs in a Sutter Instruments p-97 puller and filled with a 280mOsm (pH ~7.3) Cs-Gluconate 

based internal solution containing (in mM): 130 CsOH (50% wt), 130 Gluconic Acid (50% wt), 

10 HEPES, 5 TEA-Cl, 12 Na-phosphocreatine, .2 EGTA and .1% Biocytin. Voltage Clamp 

recordings were conducted at an uncorrected holding potential of -70mV (-83mV corrected for 

liquid junction potential). Series Resistance was not compensated. 1uM TTX and 10 mM 4-AP 

(Sigma-Aldrich) were added to the recording bath ACSF and continuously recirculated at 34˚C.  
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V1 was visually identified in each slice using a 4x objective (Olympus). Cells were targeted for 

recordings by shape and size through a 60x microscope objective. ChR2 expression in slices was 

validated before each recording session in double transgenic Cre(+) x SomFlp(+) mice where 

Flp-dependent mCherry and Cre-dependent ChR2/EYFP were co-injected (55/65 mice). Cells 

with an Raccess > 30MΩ and Raccess < 10% of Rinput were excluded from analysis, as well as cells 

with a holding current <-150pA and those in which <20 stable trials were recorded (see Criteria 

for Omission for further details). 

 

Optogenetic Stimulation 

Cells were stimulated using full-field LED stimulation (16 mW) delivered through a 

fixed cannula approx. 1cm from the slice. The cannula was oriented perpendicularly to the pial 

surface of the region of V1 with maximal ChR2 expression, L2/3 oriented closest to the cannula 

and L6 furthest away. Light intensity was measured using a photodetector and the illumination 

intensity drop-off was determined to be <10% across the cortical depth (Figure 1.X). 5ms LED 

stimuli were triggered with a TTL pulse in 30 x 5s recording sweeps while post-synaptic 

responses were recorded from cortical neurons in pClamp (Molecular Devices).  

Direct responses to photostimulation—recordings from cells containing ChR2—were 

identified by their decreased latency ( <5ms vs ~10ms for indirect responses, see Table #), large 

response amplitude, and low variability in response shape/amplitude across trials, and location in 

ChR2-expressing layer. Direct responses were omitted from analysis (see Figure 1.2). 

 

Criteria for Omission  
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Cells omitted from analysis fell into one of four categories. (1) A direct response was 

detected (the cell expressed ChR2, see Optogenetic Stimulation in Methods); (2) no responses 

>10pA were recorded in any cells in slice (usually corresponding to very little ChR2 expression 

as revealed in post-hoc IHC); (3) insufficient data (<20 trials) were obtained to adequately 

characterize response, see prev. paragraph for cell health criteria; or (4) the cell was located 

medial or lateral of the region of the slice containing ChR2 as revealed in post-hoc IHC. 

Biocytin-filled, recorded cells that were not excitatory were also omitted from analysis (5/715 

cells).  

 

Statistical Analysis 

Data were analyzed using custom software written in MATLAB (MathWorks, 2018b). 

Sweeps were first baseline-subtracted; baseline window was 50ms immediately preceding LED 

stimulus onset. Cells were classified as NR if the average R was <10pA across trials. Slices in 

which no responses were observed, cells did not span multiple cortical layers, or <3 cell 

recordings were made were excluded from analysis. Peak Amplitude was recorded as the 

maximum (negative) deflection from baseline averaged over trials, and EPSQ was calculated by 

integrating recorded current (EPSC) over the time period in which current exceeded 10% of its 

peak amplitude. Due to the large variability in response shape, a fixed analysis time window for 

all cells would result in the large responses getting cut off and calculated EPSQs for small/brief 

responses artificially shrunk. To systematically adjust the time window in EPSQ calculations, we 

found the average (negative) peak current response across all 30 trials and defined boundaries of 

the analysis window by the period during which the evoked current was greater than 10% of the 

max—and the end of the window is marked by the return to 90% of its baseline value (0).  
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Distributions of synaptic input between recorded cell types (Figure 1.S2) were calculated 

using the layer-specific cell proportions (percentages) taken from Lee et al. 201029. For 

inhibitory neuron populations, these proportions were then multiplied by .2. Pyramidal 

population was by default 100% of the excitatory population, which was then multiplied by .8 as 

a rough estimate of a 4:1 ratio of excitatory to inhibitory neurons within each layer.  

 

Linear Mixed-Effects Model 

We used the general equation: 

 
Where Y is the response variable (EPSC peak amplitude), Xij is the fixed predictor variable (4 

recorded cell layers), zij is the random predictor variable (slice, and by extension mouse), and i,j 

corresponds to observation i (cell) in group j (layer). The null hypothesis H0 is that the fixed 

effects coefficient 𝛽!"	=0, i.e. that recorded cell layer is independent of the amount of synaptic 

input it receives from the ChR2-expressing layer. Due to the nature of the model, comparing all 

pairwise combinations of layer is not possible; therefore, to test the null hypothesis in each 

recorded cell type within a single mouse line, a “reference” layer was used to which responses in 

all other layers were compared. See Figure 1.S11 for additional details. We found that accounting 

for random variability in ChR2 expression did not explain differences in observed amplitude 

across layers, adding additional evidence that input strength to a given recorded cell is indeed 

layer-dependent. 

 

! = 	$!"	 + $$"	&$" + '$"($" +	)$"
Intercept Fixed effect(s) Random effect(s) Error
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Immunohistochemistry / Histology 

Tissue was fixed in 4% paraformaldehyde for 48-72 hours immediately after recording. 

In some cases, slices were subsequently transferred to a 30% sucrose solution (in PBS) for 24-48 

hours and resectioned on a microtome. Laminar boundaries were identified using DAPI staining, 

and Somatostatin+ cells were identified as part of a separate set of experiments) using Donkey 

anti-Rabbit/AlexaFluor DsRed 594 (Takara Biosciences). ChR2-EYFP expression was validated 

using Donkey anti-Chicken 488 (Jackson Immunolabs), and filled cells were identified using a 

fluorescent avidin stain. 

Morphology was visualized using projections from z-stacks, enabling straightforward 

classification of filled cells as pyramidal or non-pyramidal. Cells were designated as excitatory 

pyramidal by the presence of visible dendritic spines, thick apical dendrite, descending axon, 

large pyramidally-shaped soma, and lack of mCherry expression. 

Cell morphological identity was confirmed via biocytin fills and laminar location through 

an LSM/AiryScan 880 microscope (Zeiss) or Olympus BX63. Locations of unfilled cells were 

determined using images captured during recordings enabling triangulation based on location of 

filled cells. If no cells were successfully filled in a slice, the laminar location was estimated using 

overall average laminar boundaries across experiments and measured pial depth taken during 

recordings. If the cell was not successfully filled with biocytin, the position / laminar location 

was determined by triangulating coordinates from other cells in the slice and pipette pictures 

taken during recordings. In 2 experiments, where there were no successful cell fills in the slice, 

the cell layer was estimated based on its depth from pia, in alignment with other slices and with 

the Allen Brain Atlas. 
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There were 25 (of 1207 cells, ~2% of dataset) instances of FlpO-mCherry virus leak, in 

which recorded cells expressing mCherry were later confirmed to be & assigned as pyramidal. 

All but 4 of these instances occurred in experiments from VipFlp crosses (Vip cells targeted 

during recordings).  

 
Appendix 
 
 
Table 1.S1. Population parameters for recorded cell types. Cell types listed in leftmost column, combined 
population data in final row. For each parameter, mean is in left column and std deviation on the right. Window 
refers to integration window by which EPSQ was calculated: the time period in which the EPSC was <10% of its 
(negative) peak amplitude). Latency refers to the time at which EPSC initially crossed the 10% threshold, i.e. the 
start of the window post-stimulus onset. Recorded cells with response amplitude <10pA were excluded from 
Window and Latency calculations.  Raccess, Rmembrane, and Cmembrane were recorded during test pulse measurement and 
calculated automatically using Multiclamp 700B software. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1.S2. Final sample sizes for each mouse line. Mouse line in left column, number of mice for that line are 
listed in the right column. The average number of cells recorded in each slice was 7.271 cells, with a minimum of 4 
cells per slice required for inclusion in dataset. 

 

mean std. dev. mean std. dev. mean std. dev. mean std. dev. mean std. dev.
Pyramidal 109.20 76.58 10.51 5.19 15.69 7.00 398.97 245.18 51.46 51.38
Sst 117.95 98.93 11.08 4.31 14.18 5.82 366.30 224.07 27.72 26.24
Pvalb 108.12 68.08 9.94 4.19 13.87 5.35 254.54 144.02 20.09 9.75
Vip 142.64 114.41 11.64 5.99 14.27 6.01 786.30 474.83 13.15 18.00
Combined 115.42 86.99 10.68 4.97 14.81 6.37 421.46 315.89 32.81 38.94

Window
(ms)

Latency
(ms)

Raccess
(MΩ)

Rmembrane
(MΩ)

Cmembrane
(pF)

Line # mice
SepW1 24
Scnn1a 23
Tlx3 28
Npr3 19
Ntsr1 28
Total 122
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Table 1.S3. Final counts for each recorded cell type. Input layer (Cre mouse line) is listed in top row, recorded 
cell layer in leftmost column. Bottom row represents total number of cells of each type recorded across all layers in 
that mouse line. (A), input from L2/3; (B), input from L4; (C), input from L5 IT; (D), input from L5 ET; (E), input 
from L6 CT. 
 

 
 

Pyr Sst Pvalb Vip
L2/3 23 17 11 9
L4 32 22 11 6
L5 42 20 10 13
L6 25 14 10 7

Total 122 73 42 35

Pyr Sst Pvalb Vip
L2/3 23 9 8 10
L4 24 12 11 10
L5 25 11 14 14
L6 23 10 14 7

Total 95 42 47 41

Pyr Sst Pvalb Vip
L2/3 30 15 10 5
L4 29 11 10 11
L5 26 22 11 7
L6 24 9 11 10

Total 109 57 42 33

Pyr Sst Pvalb Vip
L2/3 27 9 11 9
L4 28 13 12 9
L5 27 11 8 7
L6 23 11 13 11

Total 105 44 44 36

Pyr Sst Pvalb Vip
L2/3 26 10 10 6
L4 22 17 11 12
L5 33 18 13 7
L6 28 11 11 5

Total 109 56 45 30

L2/3

L4

L5 IT

L5 ET

L6 CT

A

B

C

D

E
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Table 1.S4. Population data—Peak Amplitude. Mean peak amplitude of responses for each input layer/population 
(Cre mouse line), or each recorded cell type, and within each recorded layer. All units are in pA. Top row indicates 
input layer (Cre mouse line), 2nd row indicates recorded cell type (output population). Leftmost column indicates the 
assigned layer of postsynaptic cell. Within each cell type, left column indicates mean peak amplitude for the 
recorded population, right column is the standard deviation. (A), input from L2/3; (B), input from L4; (C), input 
from L5 IT; (D), input from L5 ET; (E), input from L6 CT. 
 

 
 

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -579.693 779.923 -1332.661 848.093 -1326.289 994.422 -102.083 74.873
L4 -173.467 362.796 -788.836 686.240 -475.670 766.975 -63.435 71.112
L5 -481.752 649.402 -153.377 167.799 -390.154 335.916 -25.184 32.276
L6 -18.334 21.178 -14.965 23.178 -87.858 80.621 -9.427 12.918

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -574.766 649.697 -86.065 104.024 -334.236 202.470 -83.378 105.065
L4 -101.116 116.043 -282.574 316.000 -258.353 222.231 -39.948 57.394
L5 -112.657 134.764 -128.237 217.629 -80.652 110.935 -23.133 40.249
L6 -18.350 33.567 -14.193 15.881 -36.742 47.063 -14.047 12.023

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -653.185 759.286 -226.985 242.556 -851.659 693.009 -54.058 96.734
L4 -87.075 102.104 -317.056 419.585 -347.213 289.551 -97.214 220.970
L5 -181.705 280.047 -110.923 116.558 -574.344 646.083 -152.830 324.206
L6 -137.638 153.102 -16.415 29.295 -96.381 79.234 -122.968 145.368

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -60.060 70.793 -81.535 105.530 -17.022 11.279 -14.650 15.963
L4 -12.647 16.785 -183.068 261.117 -14.773 18.732 -20.293 19.413
L5 -193.540 176.519 -67.871 70.190 -161.847 213.161 -126.392 237.877
L6 -310.573 221.603 -306.381 403.544 -173.794 340.088 -28.816 44.410

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -7.753 10.851 -3.030 2.042 -3.576 3.029 -4.390 3.493
L4 -220.453 404.538 -91.475 120.584 -181.343 181.762 -14.883 14.738
L5 -137.254 203.865 -136.674 185.328 -192.979 285.519 -331.047 841.734
L6 -117.635 257.034 -195.124 401.291 -360.295 290.105 -38.794 49.854

E
L6 CT

Pyr Sst Pvalb Vip

D
L5 ET

Pyr Sst Pvalb Vip

C
L5 IT

Pyr Sst Pvalb Vip

B
L4

Pyr Sst Pvalb Vip

A
L2/3

Pyr Sst Pvalb Vip
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Table 1.S5. Population data—Integrated Synaptic Current (EPSQ). Mean EPSQ of responses for each input 
layer/population (Cre mouse line), or each recorded cell type, and within each recorded layer. All units are in pC. 
Organization as in Table 1.SX. (A), input from L2/3; (B), input from L4; (C), input from L5 IT; (D), input from L5 
ET; (E), input from L6 CT. 
 

 
 

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -16.437 26.848 -57.917 54.587 -45.855 50.630 -2.797 1.672
L4 -4.049 9.084 -29.900 37.146 -12.310 20.391 -1.532 1.731
L5 -11.840 17.741 -4.993 7.079 -10.154 10.105 -0.348 0.479
L6 -0.562 0.717 -0.446 0.859 -2.044 1.687 -0.131 0.222

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -29.087 41.107 -3.053 3.677 -13.916 7.578 -6.477 8.434
L4 -4.574 6.377 -10.350 12.898 -10.955 7.615 -1.972 3.741
L5 -4.633 5.808 -4.960 10.040 -2.677 3.902 -0.940 1.407
L6 -0.773 1.503 -0.870 1.435 -1.379 2.465 -0.353 0.311

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -31.092 36.513 -8.552 12.498 -35.783 31.431 -2.278 2.616
L4 -4.135 5.516 -12.549 23.288 -11.144 9.767 -4.773 10.410
L5 -7.828 10.861 -4.719 6.004 -18.984 27.244 -3.736 7.948
L6 -9.064 10.768 -0.568 0.806 -3.208 3.607 -4.014 5.013

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -2.696 3.343 -2.692 4.343 -0.621 0.638 -0.930 1.394
L4 -0.485 0.776 -8.610 17.436 -0.504 0.691 -0.591 0.476
L5 -7.220 6.988 -4.125 5.020 -7.277 13.555 -8.519 15.238
L6 -11.025 8.582 -11.001 15.199 -9.048 21.679 -1.182 2.038

mean std. dev. mean std. dev. mean std. dev. mean std. dev.
L2/3 -0.377 0.725 -0.121 0.227 -0.105 0.309 -0.227 0.314
L4 -16.618 40.812 -4.693 7.291 -7.198 7.847 -0.872 0.862
L5 -12.884 39.542 -8.079 11.081 -17.130 41.349 -0.380 0.289
L6 -8.421 16.895 -20.547 44.897 -27.840 31.154 -1.777 2.061

E
L6 CT

Pyr Sst Pvalb Vip

D
L5 ET

Pyr Sst Pvalb Vip

C
L5 IT

Pyr Sst Pvalb Vip

B
L4

Pyr Sst Pvalb Vip

A
L2/3

Pyr Sst Pvalb Vip
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Table 1.S6. Pairwise statistical comparison lookup tables—Peak Amplitude. Pairwise comparison of mean peak 
amplitude of responses for each cell type. Top row indicates input layer (Cre mouse line), 2nd row indicates recorded 
cell type (output population). Leftmost column indicates the layers being compared within mouse line; for each cell 
type, values represent the p-value for paired Wilcoxon signed rank test, and adjacent (right) column indicates 
significance value of p-values: ***p<.001, **p<.01, *p<.05, otherwise n.s. All values are Bonferroni-corrected. (A), 
input from L2/3; (B), input from L4; (C), input from L5 IT; (D), input from L5 ET; (E), input from L6 CT. 
 

 

L2/3 vs L4 0.002 ** 0.224 n.s. 0.052 n.s. 2.330 n.s.
L2/3 vs L5 2.001 n.s. 0.000 *** 0.227 n.s. 0.055 n.s.
L2/3 vs L6 0.000 *** 0.000 *** 0.001 *** 0.020 *
L4 vs L5 0.002 ** 0.009 ** 3.584 n.s. 1.464 n.s.
L4 vs L6 0.183 n.s. 0.000 *** 0.588 n.s. 0.441 n.s.
L5 vs L6 0.000 *** 0.003 ** 0.127 n.s. 3.475 n.s.

L2/3 vs L4 0.017 * 0.420 n.s. 1.236 n.s. 1.115 n.s.
L2/3 vs L5 0.018 * 5.275 n.s. 0.018 * 0.195 n.s.
L2/3 vs L6 0.000 *** 0.392 n.s. 0.002 ** 0.259 n.s.
L4 vs L5 3.251 n.s. 1.115 n.s. 0.017 * 1.672 n.s.
L4 vs L6 0.000 *** 0.010 * 0.000 *** 4.014 n.s.
L5 vs L6 0.008 ** 0.159 n.s. 0.967 n.s. 2.871 n.s.

L2/3 vs L4 0.000 *** 4.298 n.s. 0.454 n.s. 5.478 n.s.
L2/3 vs L5 0.003 ** 2.073 n.s. 1.472 n.s. 2.591 n.s.
L2/3 vs L6 0.005 ** 0.074 n.s. 0.075 n.s. 4.072 n.s.
L4 vs L5 4.688 n.s. 0.580 n.s. 4.508 n.s. 2.250 n.s.
L4 vs L6 1.876 n.s. 0.030 * 0.435 n.s. 4.191 n.s.
L5 vs L6 3.251 n.s. 0.005 ** 0.604 n.s. 1.889 n.s.

L2/3 vs L4 0.000 *** 1.376 n.s. 1.242 n.s. 2.041 n.s.
L2/3 vs L5 0.010 * 5.637 n.s. 0.094 n.s. 0.329 n.s.
L2/3 vs L6 0.003 ** 1.179 n.s. 4.369 n.s. 5.275 n.s.
L4 vs L5 0.000 *** 1.782 n.s. 0.029 * 1.263 n.s.
L4 vs L6 0.000 *** 3.374 n.s. 0.808 n.s. 3.260 n.s.
L5 vs L6 0.440 n.s. 0.786 n.s. 1.082 n.s. 1.075 n.s.

L2/3 vs L4 0.068 n.s. 0.002 ** 0.002 ** 0.498 n.s.
L2/3 vs L5 0.000 *** 0.000 *** 0.000 *** 0.210 n.s.
L2/3 vs L6 0.000 *** 0.003 ** 0.001 *** 0.312 n.s.
L4 vs L5 2.428 n.s. 2.746 n.s. 4.110 n.s. 3.215 n.s.
L4 vs L6 5.486 n.s. 3.435 n.s. 1.273 n.s. 3.035 n.s.
L5 vs L6 1.395 n.s. 5.038 n.s. 0.885 n.s. 6.000 n.s.

E
L6 CT

Pyr Sst Pvalb Vip

D
L5 ET

Pyr Sst Pvalb Vip

C
L5 IT

Pyr Sst Pvalb Vip

B
L4

Pyr Sst Pvalb Vip

A Pyr Sst Pvalb Vip
L2/3
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Table 1.S7. Pairwise statistical comparison lookup tables—EPSQ. (A), pairwise comparison of mean EPSQ of 
responses for each cell type. Top row indicates input layer (Cre mouse line), 2nd row indicates recorded cell type 
(output population). Leftmost column indicates the layers being compared within mouse line. For each cell type, 
values in left column represent the p-value for Wilcoxon signed rank test. Adjacent (right) column significance 
value of p-values: ***p<.001, **p<.01, *p<.05, otherwise n.s. All values are Bonferroni-corrected. (A), input from 
L2/3; (B), input from L4; (C), input from L5 IT; (D), input from L5 ET; (E), input from L6 CT. 
 

 

L2/3 vs L4 0.001 *** 0.552 n.s. 0.052 n.s. 1.633 n.s.
L2/3 vs L5 1.546 n.s. 0.000 *** 0.159 n.s. 0.006 **
L2/3 vs L6 0.000 *** 0.000 *** 0.001 *** 0.013 *
L4 vs L5 0.003 ** 0.024 * 2.272 n.s. 0.525 n.s.
L4 vs L6 0.453 n.s. 0.000 *** 0.507 n.s. 0.308 n.s.
L5 vs L6 0.000 *** 0.008 ** 0.154 n.s. 2.854 n.s.

L2/3 vs L4 0.043 * 0.759 n.s. 2.370 n.s. 0.727 n.s.
L2/3 vs L5 0.026 * 5.637 n.s. 0.007 ** 0.091 n.s.
L2/3 vs L6 0.000 *** 0.677 n.s. 0.002 ** 0.019 *
L4 vs L5 3.660 n.s. 0.543 n.s. 0.007 ** 2.575 n.s.
L4 vs L6 0.000 *** 0.030 * 0.001 *** 2.183 n.s.
L5 vs L6 0.005 ** 1.472 n.s. 1.448 n.s. 4.764 n.s.

L2/3 vs L4 0.001 *** 3.623 n.s. 0.323 n.s. 3.967 n.s.
L2/3 vs L5 0.009 ** 3.790 n.s. 0.679 n.s. 1.212 n.s.
L2/3 vs L6 0.079 n.s. 0.102 n.s. 0.061 n.s. 5.155 n.s.
L4 vs L5 4.294 n.s. 1.374 n.s. 6.000 n.s. 1.478 n.s.
L4 vs L6 1.171 n.s. 0.047 * 0.507 n.s. 4.508 n.s.
L5 vs L6 3.577 n.s. 0.023 * 0.786 n.s. 1.377 n.s.

L2/3 vs L4 0.003 ** 0.851 n.s. 2.875 n.s. 3.629 n.s.
L2/3 vs L5 0.063 n.s. 4.567 n.s. 0.005 ** 0.544 n.s.
L2/3 vs L6 0.007 ** 0.568 n.s. 5.172 n.s. 4.918 n.s.
L4 vs L5 0.000 *** 3.612 n.s. 0.014 * 0.329 n.s.
L4 vs L6 0.000 *** 3.144 n.s. 2.777 n.s. 2.684 n.s.
L5 vs L6 0.717 n.s. 1.586 n.s. 0.234 n.s. 0.207 n.s.

L2/3 vs L4 0.042 * 0.012 * 0.002 ** 1.277 n.s.
L2/3 vs L5 0.000 *** 0.000 *** 0.001 *** 0.441 n.s.
L2/3 vs L6 0.000 *** 0.005 ** 0.001 *** 0.494 n.s.
L4 vs L5 2.606 n.s. 1.701 n.s. 4.900 n.s. 5.022 n.s.
L4 vs L6 3.876 n.s. 1.438 n.s. 1.134 n.s. 2.653 n.s.
L5 vs L6 3.347 n.s. 4.621 n.s. 0.558 n.s. 3.182 n.s.

E
L6 CT

Pyr Sst Pvalb Vip

Pvalb Vip

D
L5 ET

Pyr Sst Pvalb Vip

A

B
L4

Pyr Sst Pvalb Vip

C
L5 IT

Pyr Sst

L2/3
Pyr Sst Pvalb Vip
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Table 1.S8. Estimated population sizes in each V1 layer for each cell type within cortical layer. Data used for 
normalizing mean EPSQs in stacked barplots (figure 1.S8). Relative cortical layer thicknesses were used from Keller 
et al. 2018. (A) density of interneuron types from Xu & Callaway 201830. Pyramidal cell density was calculated by 
multiplying density of GABAergic cells (Xu & Callaway 2018) by 4, with the estimation that excitatory neurons in 
each layer outnumbered inhibitory cells approximately 4:1. Cell densities were multiplied by relative layer 
thicknesses to determine relative population sizes. (B) Relative population sizes of 3 interneuron populations within 
cortical layers, from Lee et al. 201029, used for normalizing input distributions for within-layer analysis (far right 
column in figure 1.8). Pyramidal cells assumed to outnumber inhibitory cells approximately 4:1 in each layer. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Pyr Sst Pvalb Vip
L2/3 3606.96 71.022 186.732 151.487
L4 3220 169.1 405.5 52.1
L5 4909.8 305.443 666.831 50.768
L6 3800 194.2 487.6 77.6

Sst Pvalb Vip
L2/3 0.2 0.3 0.2
L4 0.3 0.55 0.045
L5 0.45 0.45 0.0225
L6 0.45 0.45 0.045

Within-layer proportion
of all GABAergic cellsB

Cell population size (103 cells/mm3)
Adjusted for layer thickness A
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Table 1.S9. Linear mixed-effects model. P-value lookup tables for all tested comparisons for each mouse line. (A) 
Reference layer used for each mouse line and each recorded cell type. Reference layer was assigned to be the layer 
with the highest average EPSQ for that cell type (the layer that received the most synaptic input). Recorded cell 
EPSQs were compared between reference layer and all other layers.  (B-F). For each mouse line (input population at 
top)  p-value of model fit using fixed effect of recorded cell layer and random effect of slice (and by extension, 
mouse). For each pairwise layer comparison within cell type, p-value is listed in left column and significance is 
listed in the right (***p<.001, **p<.01, *p<.05, otherwise n.s.). Values are Bonferroni-corrected. 
 

 
 

 
 

Pyr Sst Pvalb Vip
L2/3 2/3 2/3 2/3 2/3
L4 2/3 4 2/3 2/3

L5 IT 2/3 4 2/3 4
L5 ET 6 6 6 5
L6 CT 4 6 6 5

Reference Layer
A

L2/3 vs L4 0.006 ** 0.000 *** 0.003 ** 0.165 n.s.
L2/3 vs L5 0.501 n.s. 0.000 *** 0.003 ** 0.000 ***
L2/3 vs L6 0.000 *** 0.000 *** 0.000 *** 0.000 ***
L4 vs L5
L4 vs L6
L5 vs L6

L2/3 vs L4 0.000 *** 0.033 * 0.262 n.s. 0.023 *
L2/3 vs L5 0.000 *** 0.000 *** 0.001 ***
L2/3 vs L6 0.000 *** 0.000 *** 0.003 **
L4 vs L5 0.068 n.s.
L4 vs L6 0.003 **
L5 vs L6

L2/3 vs L4 0.000 *** 0.348 n.s. 0.004 ** 0.685 n.s.
L2/3 vs L5 0.000 *** 0.153 n.s.
L2/3 vs L6 0.000 *** 0.000 ***
L4 vs L5 0.012 * 0.170 n.s.
L4 vs L6 0.003 ** 0.907 n.s.
L5 vs L6

L2/3 vs L4
L2/3 vs L5 0.017 *
L2/3 vs L6 0.000 *** 0.046 * 0.059 n.s.
L4 vs L5 0.064 n.s.
L4 vs L6 0.000 *** 0.222 n.s. 0.051 n.s.
L5 vs L6 0.003 ** 0.026 * 0.893 n.s. 0.112 n.s.

L2/3 vs L4 0.003 **
L2/3 vs L5 0.131 n.s.
L2/3 vs L6 0.040 * 0.001 ***
L4 vs L5 0.220 n.s. 0.090 n.s.
L4 vs L6 0.144 n.s. 0.204 n.s. 0.016 *
L5 vs L6 0.466 n.s. 0.047 * 0.197 n.s.

VipPvalbSstPyr
L2/3B

D

E

F

C

L6 CT
Pyr

Pyr Sst Pvalb Vip

Sst Pvalb Vip

L5 ET
Pyr Sst Pvalb Vip

L4
Pyr Sst Pvalb Vip

L5 IT
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Figure 1.S1. LED intensity drop off with distance. (A) Left, photo of setup, LED light source in bottom right 
corner. Illumination intensity for the region framed in purple was measured to determine extent to which 
illumination decreased over the surface of recorded slice. Contours represent 10% of max LED intensity as 
measured with photosensor (16mW in air). (B), estimated light intensity per unit area based on contour and 
maximum illumination intensity. 
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Figure 1.S2. Comparison of synaptic input distribution to each recorded cell type. The first column of stacked 
bars represents the proportion of input provided to each recorded cell type within each layer, calculated by summing 
the mean EPSQ for all 16 populations (4 recorded cell types across 4 layers) and dividing by the mean EPSQ for that 
cell type within a single layer. The 2nd column is the same data from the first column, normalized to cell population 
size in each layer (calculated from cell type density & layer thickness, see table 1.SX for values used). 3rd column: 
summed mean EPSQ of 4 cell types within layer, divided by mean EPSQ for each type. 4th column: estimated 
distribution of synaptic input within layer, determined by relative proportion of cell populations within that layer 
(see table 1.SX for values used). (A), input from L2/3; (B), input from L4; (C), input from L5 IT; (D), input from L5 
ET; (E), input from L6 CT. 
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Figure 1.S3. LED Stimulation frequencies ≤.2Hz do not affect EPSC Amplitude. 5 LED pulses were delivered 
to recorded cells at 5 different frequencies. Each point represents averaged peak amplitude for a single recorded cell 
for pulses 2-5 across a minimum of 10 trials. Responses are normalized to the amplitude observed after the first light 
pulse at that particular frequency. At .2Hz, peak amplitude did not significantly decrease across pulses; therefore, 
the frequency used in subsequent experiments was .2Hz (5s trials). Error bars denote s.e.m. 
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Figure 1.S4. LED Intensity does not affect response amplitude. Data from 4 different cells was collected after 
initial stimulation protocol was run. Each plotted cell’s data is from a different slice experiment. Each plot is data 
from a different cell, and each point represents recorded peak amplitude of EPSC in a single trial. Light levels were 
varied in pseudorandom order and responses were recorded. Light power (x-axis) corresponding to each light level 
was calculated post-hoc using a photodetector. No significant differences in peak amplitude were noted across light 
levels or trials for any of the recorded cells. Error bars denote s.e.m. 
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Figure 1.S5. Cells of the same type in the same slice experiment exhibit large variability in response 
amplitudes. Comparison of response amplitudes exhibited by cells of the same type, in the same recorded layer, of 
the same slice, ordered by mean response amplitude. Cell 1 peak (smaller response) is plotted on the x-axis, and cell 
2 peak is plotted on y. Dotted line is x = y; points deviating more strongly from line indicate higher variability in 
response. Axes are identical within each input population, highlighting variability in EPSCs across cell types. (A), 
input from L2/3; (B), input from L4; (C), input from L5 IT; (D), input from L5 ET; (E), input from L6 CT. Each 
column/color scheme indicates postsynaptic cell type. 
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Chapter 2. Transcriptomic Cell Type Specificity of Local Cortical Circuits 
 
 
 
 
Abstract 
 

The complex functions of the neocortex rely on networks of interconnected excitatory 

and inhibitory interneurons, each of which are composed of multiple neuron types. Prior studies 

have established rules of local connectivity between major subclasses of inhibitory and 

excitatory cortical neurons, but the advent of single-cell transcriptomic technologies has revealed 

a remarkable diversity in transcriptomic neuronal subtypes. Is there specificity of synaptic 

connections between cortical neurons classified at the level of transcriptomic subtypes, as might 

be expected if the different types mediate different functions? Here we present a novel method 

that ties together transcriptomic cell type and anatomical connectivity, “Single Transcriptome 

Assisted Rabies Tracing” (START). START combines monosynaptic rabies tracing and single-

nuclei RNA sequencing (snRNA-seq) to identify the transcriptomic cell types for 23,940 neurons 

providing monosynaptic inputs to defined populations of neurons. We employed START in 

conjunction with Cre driver mouse lines to transcriptomically characterize the monosynaptic 

inputs to 5 layer-specific excitatory cortical neuron populations in mouse V1. At the subclass 

level, we observed the results expected from prior studies that resolved neuronal subclasses 

based on antibody staining, Cre-expressing mouse lines, or morphological characterization. With 

improved neuronal subtype granularity achieved with START, we were able to demonstrate 

transcriptomic subtype specificity of inhibitory inputs to the different subclasses of excitatory 

neurons. These results establish a new set of local connectivity rules at the resolution of 

transcriptomic inhibitory cell types.  
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Introduction 
 

The neocortex is composed of an array of neuronal types that serve unique functional 

roles in sensory information processing and can be defined based on morphological, molecular, 

and physiological properties1. Recently, the use of transcriptomic classification in conjunction 

with morphological and electrophysiological cell characterization has highlighted the myriad 

ways in which neurons can be typified and the specificity of their unique functional 

characteristics 2–5. These expansive multi-omics datasets raise new questions about the level of 

granularity by which neurons are most accurately and effectively distinguished6. In addition to 

intrinsic properties, the functional contributions of neurons are determined by their excitatory 

and inhibitory inputs and outputs; therefore, to understand how cell type identity contributes to 

cortical function it is necessary to accurately characterize the precise ways that neurons connect 

to one another at the level of cell types. Prior work has revealed that the majority of synaptic 

connections in the neocortex are made between neighboring neurons that compose local 

microcircuits7 and the idea of a canonical microcircuit established by layer-specific patterns of 

excitatory connections predominates much of the literature8–10. The idea of canonical circuits is 

further reinforced by studies that have demonstrated cell-type specificity of cortical connections 

at the resolution of neuronal subclasses, e.g. cortical layers for excitatory neurons or inhibitory 

neurons expressing subclass marker proteins. Such studies suggest that parvalbumin (Pvalb) 

neurons primarily connect to pyramidal cells and each other, somatostatin (Sst) neurons to other 

inhibitory neurons, but not themselves, and vasoactive intestinal peptide (Vip) neurons to Sst 

interneurons11. Do principles of connectivity established at the level of neuronal classes and 

subclasses extend to the far greater numbers of neuronal subtypes revealed by single cell 
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transcriptomics?  And which, if any, of the different inhibitory neuron subtypes can be 

distinguished based on their inputs to different classes of excitatory neurons?   

Here we introduce a method, Single Transcriptome Assisted Rabies Tracing (START), 

which combines monosynaptic rabies virus (RV) tracing12–14 and single-nuclei RNA sequencing 

(snRNA-seq)2,15 to identify the transcriptomic cell types that provide monosynaptic inputs to 

defined populations of neurons. We employ START to characterize the synaptic connectivity of 

mouse V1 at the level transcriptomic neuronal subtypes defined by single cell gene expression. 

We conduct retrograde transsynaptic tracing to identify inputs to L2/3, L4, L5 intratelencephalic 

(IT), L5 extratelencephalic (ET), and L6 cortico-thalamic (CT) excitatory neurons. Using the 

transcriptome-wide profiles of input neurons we are able to classify them at much finer 

resolution (transcriptomic subtypes) compared to circuit tracing methods that rely on cell body 

locations, antibody staining or intersectional genetic approaches16,17. At the broader subclass 

level, START generates results consistent with established circuit tracing results, validating the 

utility of START as a circuit tracing tool that allows far more precise determination of input cell 

type identity–and by extension, circuit connectivity. Using START we were also able to uncover 

subtypes of Sst, Pvalb, Vip, and Lamp5 interneurons that provide selective input to five layer-

specific populations of excitatory neurons.  

 

Results 
 
Transcriptomic characterization of rabies labeled input cells  
 

To investigate subtype specific inputs to excitatory neurons in distinct cortical layers of 

mouse V1 we conducted monosynaptic rabies tracing across multiple layer-specific Cre-driver 

mouse lines 12 followed by snRNA-seq of rabies infected neurons that provided input to the Cre-
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expressing starter cells. To restrict initial glycoprotein-deleted RV (RVdG) infection to 

excitatory “starter neurons” in specific layers, we first injected a Cre-dependent helper adeno-

associated virus (AAV) into Sepw1-Cre, Scnn1a-Tg3-Cre, Tlx3-Cre, Npr3-IRES-Cre, and Ntsr1-

Cre mice to target L2/3, L4, L5 intratelencephalic (IT), L5 extratelencephalic (ET), and L6 

cortical thalamic (CT) excitatory neurons respectively 18. Pairing of AAV-DIO-TC66T-2A-oG 

with the Cre-driver mouse lines allows for the selective expression of a mutant TVA receptor, 

TVA66T, and optimized rabies glycoprotein (oG) in layer specific Cre+ neurons (Figure 2.1A). 

TVA is a receptor for the avian sarcoma leucosis virus envelope protein, EnvA, and is necessary 

for entry of pseudotyped EnvA+ RVdG into Cre+ cells. The use of mutant TVA66T, with 10% 

efficiency for viral entry, eliminates Cre-independent background labeling19, thus making it more 

suitable for tracing local monosynaptic inputs. (Control experiments verified the absence of leak 

expression and EnvA+ RVdG infection in the absence of Cre; see Methods). Expression of oG in 

Cre+ neurons allows for trans-complementation in EnvA+ RVdG infected neurons, also termed 

starter cells, allowing the virus to spread retrogradely into presynaptically connected inputs20. 

Importantly, because input neurons lack the glycoprotein required for further retrograde spread, 

labeling is monosynaptically restricted.  

Three weeks after helper virus injection, a variant of EnvA+ RVdG that expresses the 

mCherry fluorophore tagged with the histone H2B nuclear targeting sequence (EnvA+ RVdG-

H2B-mCherry) was injected and allowed to express for 10 days (Figure 1A). Following 

retrograde spread of RVdG into input neurons, V1 tissue was dissected, and individual rabies-

labeled nuclei sorted by flow cytometry (fluorescence-activated nuclear sorting - FANS) (Figure 

S1.1). Individual nuclei were subjected to snRNAseq using the 10X genomics V3.1 platform  
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Figure 2.1. Transcriptomic characterization of rabies-labeled input cells. 
(A) Monosynaptic rabies tracing of inputs to excitatory neurons in different cortical layers Schematic of experiment 
workflow. Monosynaptic rabies tracing was performed in Sepw1, Scnn1a, Tlx, Npr3, and Ntsr1 Cre driver mouse 
lines. Four mice per line were injected with AAV-DIO-TC66T-2A-oG in V1. Three weeks after helper virus 
injection, EnvA+ RVdG-H2B-mCherry was injected into the same region. 10 days after injection, V1 was dissected 
and mCherry+ nuclei were collected using FANS. snRNAseq of FANS-sorted nuclei was performed using the 10X 
Genomics platform. (B) Input neuron transcriptomic characterization. Levels of taxonomy used to transcriptomically 
identify input neurons (adapted from Cheng et al. 2022). (C) UMAP of 23,940 rabies-labeled nuclei color coded by 
the Cre-line tracing experiment they were collected from (left) or by subclass identity (right). Data from each line 
and tracing experiment were analyzed separately and then merged for visualization purposes. 
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(Figure 2.1A). A total of 23,940 nuclei were sequenced and passed quality control (See Methods) 

from at least 4 animals of each of the five genotypes (see Table 2.S1). 

To transcriptomically classify rabies-labeled input neurons according to established 

transcriptomic cortical cell types we used SingleR to transfer the taxonomy cell type labels from 

a reference dataset to the rabies-labeled input neurons. We used a transcriptomic reference 

dataset composed of uninfected nuclei collected from V1 with cell type annotations established 

according to the Allen Institute for Brain Science (AIBS) cell type taxonomy5,21 that has been 

previously shown to allow accurate characterization of rabies-infected cortical neurons22. 

SingleR was used to conduct supervised label transfer annotation of cell types for its 

robustness against cell type similarity and increased cell type number compared to other 

computational methods23,24. Input neurons were classified at the class level (glutamatergic, 

GABAergic, or non-neuronal), subclass level (e.g. L2/3, L4, L5 IT; Sst, Pvalb, Vip; etc.) and at 

the subtype level (e.g. Sst Chodl, Sst Esm1, etc.) (Figures 2.1B, 2.S2).   

 

Transcriptomic inputs to Excitatory neurons of mouse V1 at subclass resolution 

We begin by describing results in which input neurons are classified by their gene 

expression at the level of subclasses. Because numerous previous studies have described local 

cortical circuits at this level of resolution, we can compare our results to expectations from those 

studies before moving to our primary focus on descriptions at the much finer subtype resolution 

afforded by single cell transcriptomics, particularly for the highly diverse inhibitory neuron 

subtypes. In particular, previous studies have easily resolved laminar identities of excitatory 

neurons based on cell body locations, and inhibitory neuron subclasses based on antibody 

staining or use of subclass-specific Cre driver lines25–29. Detailed comparisons between prior  
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Figure 2.2. Transcriptomic Subclasses Providing Input to Distinct Excitatory Populations in Mouse V1. 
(A-J). Bar plots comparing proportions of inputs to layer-specific excitatory cell populations from rabies-labeled 
input neurons and inputs from neurons in an unbiased reference dataset. (A-B) Proportion of input from 
Glutamatergic (A) and GABAergic (B) cell classes to L2/3 Cre(+) starter cells in the SepW1-Cre mouse line. Red 
bars indicate proportion of input from rabies-labeled neurons of that subclass and blue bars are the proportions of 
inputs of the same subclass from the unbiased reference mouse V1. (C-J). Same as (A-B), with excitatory starter 
cell/output population in L4 using the Scnn1a-Cre mouse line (C-D), L5 IT using the Tlx3-Cre mouse line (E-F), L5 
ET using the Npr3-Cre line (G-H), and L6 CT using the Ntsr1-Cre line (I-J).  P values were determined by 
Wilcoxon rank-sum test and adjusted for multiple comparisons using Benjamini–Hochberg method. ns: p > 0.05, *: 
p <= 0.05, **: p <= 0.01, ***: p <= 0.001. Error bars indicate s.e.m. 
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studies and across our results are reserved for consideration in the supplemental results.  Here we 

note that all of our observations at the subclass level are consistent with expectations from prior 

knowledge and we highlight just a few of those observations.   

Figure 2.1 shows results of START experiments with input neurons assigned to their 

subclass identities. Input neurons are first separated into excitatory and inhibitory classes and 

then analyzed independently at the level of subclasses. Direct comparisons should not be made 

between results from different mouse lines due to systematic differences in the numbers of starter 

cells between mouse lines. Furthermore, while quantitative comparisons between the 

numbers/proportions of different input cell types are meaningful for inferring likely functional 

impact of each input population onto a given starter cell population, statistical differences are 

expected to be largely reflective of the different numbers of neurons of each type that are present 

in the cortex. For example, there are far more L4 excitatory neurons than other excitatory 

subclasses and far more Pvalb than other inhibitory subclasses. Therefore, to assess the 

prevalence with which different input cell types might selectively connect to each starter cell 

population we compared input cell type distributions to expectations from an “unbiased” 

reference data set.  

For each Cre-driver line, the proportions of excitatory or inhibitory input neurons were 

calculated and compared to the expected proportions from a mouse V1 snRNAseq reference data 

set in which an unbiased collection of neurons was evaluated. Statistical differences between the 

experimental samples (Figure 2.2, red bars) and the reference sample (Figure 2.2, blue bars) were 

evaluated using a Monte Carlo analysis, repeatedly sampling randomly a number of neurons 

from the reference set that matches the size of the relevant experimental sample and then 
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comparing the value from the experimental sample to the distributions from the random 

sampling (See Methods).  

At the subclass level the proportions of excitatory input neurons from each subclass vary 

between mouse lines, largely reflecting the known laminar specificity of the axonal projections 

from each cell type. For example, L4 IT neurons are over-represented in the inputs to L2/3 and 

underrepresented in the in the inputs to L5 ET and to L6 CT neurons, reflecting the strong 

feedforward nature of L4 à L2/3 circuits and the more extensive axonal arbors from L4 IT 

neurons into L2/3 than to deeper layers30,31. (Note that values from the starter cell layer reflect a 

mixture of both starter cells and input cells and should not be interpreted as a simple reflection of 

relative input strength, while comparisons between cell classes outside the starter cell layer are 

more meaningful.) In addition to evaluating interlaminar connectivity between excitatory 

neurons, prior studies have shown cell type specificity of L5 intralaminar connections, with L5IT 

neurons having a 3-fold higher probability of connecting to L5 ET neurons than for connections 

from L5ET to L5 IT neurons32,33.  Accordingly, results from L5ET starter cell tracing shows a 

highly significant enrichment of inputs from L5IT neurons (3.39-fold increase: 26.56% of 

glutamatergic inputs versus 7.845% in control dataset, P<.001), while inputs from L5ET cells 

onto L5 IT starter neurons are significantly impoverished (41.5% reduction: 2.029% of 

glutamatergic inputs versus 4.884% in control dataset, P<.001).  

In contrast to excitatory inputs, inhibitory inputs at the subclass level were remarkably 

similar across mouse lines. As a general rule, Pvalb inputs were over-represented while Vip and 

Sst were under-represented. This trend reflects the known propensity observed in paired 

recordings from brain slices for Pvalb basket cells to connect at very high rates to their 
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neighboring pyramidal neurons, while Sst cells connect with about 5-fold lower probability, and 

Vip cells preferentially target Sst cells rather than pyramidal neurons11,34.      

A benefit of mapping transcriptomic inputs to excitatory neurons is that we can compare 

the finding revealed using START to other methods that have been used to examine this circuitry 

across distinct cortical areas, albeit at coarser resolutions17,35–39. We conducted rabies tracing as 

described above using Sepw1-Cre to restrict starter cells to L2/3 excitatory neurons. After 

transcriptomically characterizing input cells, for each experimental animal (n=4, 1 male, 3 

females) we calculated the number of inputs belonging to distinct neuronal subclasses as a 

fraction of the total neuronal inputs. At this resolution, we can better compare the proportions of 

inputs to prior findings. Furthermore, to determine whether certain subclass and subtypes were 

over or underrepresented in inputs to cortical L2/3–L6 we compared the proportions obtained to 

a computed estimate of the prevalence of distinct cell types in wild-type control mouse V1. 

After transcriptomically characterizing input cells to L2/3 we first calculated the 

proportion of rabies-labeled inputs belonging to distinct neuronal subclasses as a percent of the 

total neuronal inputs, allowing us to determine what proportions of distinct subclasses provide 

input to L2/3. We found that L4 IT neurons make up about 40% of all neuronal input to L2/3, 

whereas L5 IT neurons make up about 20% of all neuronal inputs. Overall, these results align 

with previous work suggesting that most inputs are from L4 and L5 and very few from L626,27,40-

44. 

We then calculated the prevalence of specific cell subclasses in mouse V1 in the absence 

of circuit tracing.  To obtain a measure of the likely prevalence of cell types, we performed 

10,000 iterations of random sampling from a control dataset composed of nuclei collected from 

V1 from an uninjected wild-type mouse. The collected nuclei should be representative of the 
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amount or prevalence of subclasses found in mouse V1 (Figure 2.2). This second measure allows 

us to determine whether certain subclasses were enriched or underrepresented in inputs to L2/3 

compared to the unbiased sample. For example, even though L5IT neurons account for less than 

10% of neurons in the unbiased sample shown in blue, they make up 20% of neuronal inputs to 

L2/3, a more than 2-fold enrichment of this subclass in inputs to L2/3. 

On a broader scale, we found that excitatory L4 IT excitatory neurons were significantly 

overrepresented in rabies-labeled inputs to L2/3 compared to baseline prevalence (39.38% vs 

30.21% respectively, p = 0.002; Figure 2.2A), largely in agreement with previously reported 

connectivity36–38. Conflicting findings have been reported regarding excitatory projections from 

L5 to L2/3, with certain studies observing sparse connectivity37,45,46 and others reporting a high 

number of excitatory L5 projections to L2/336,39. We observed an overrepresentation of L5 IT 

neurons (22.56% vs 7.84%. p = 0.002; Figure 2.2A) in rabies-labeled inputs to L2/3. On the 

other hand, L5 ET and L5 near-projecting (NP) neurons were underrepresented (1.51% vs 

4.88%. p = 0.002 and 1.06% vs 2.44%, p = 0.003 respectively; Figure 2.2A).  Excitatory L6 CT, 

L6 IT, and L6b were all underrepresented in rabies-label input neurons (2.8% vs 16%, p = 0.002; 

1.64% vs 7.22%, p = 0.002; 0.31% vs 0.97%, p = 0.0048 respectively; Figure 2.2A).  

Descriptions of inputs from inhibitory cell subclasses to L2/3 pyramidal neurons have 

previously been reported; however, these approaches largely fail to separate the major inhibitory 

cell subclasses (Sst, Pvalb, Vip) on a finer scale17,36.  We therefore sought to comprehensively 

examine inhibitory inputs to L2/3 at the much more precise resolution conferred by 

transcriptomic characterization. Specifically, we investigated whether L2/3 excitatory neurons 

receive differential input from distinct inhibitory subtypes. We calculated the number of inputs 
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belonging to distinct inhibitory subtypes as a fraction of the total inputs from the corresponding 

subclass.  

Like our current understanding of L2/3 local connectivity, our knowledge of local inputs 

to L6 CT excitatory neurons is limited to broad classifications of inputs17,35,39. At the subclass 

level, we observed an overrepresentation of L5 IT neurons (22.83% vs 7.85%, p = 0.0023) and 

an underrepresentation of L4 IT (20.17% vs 30.21%, p = 0.0023) and most inhibitory neuron 

subclasses (Figure 2.3A). At the subtype level two Pvalb subtypes and one Sst subtype were 

enriched in inputs to L6 CT (Figure 2.3B and 2.3C). Both enriched Pvalb subtypes, Pvalb 

Sema3e Kank4 (18.68% vs 7.97%, p = 0.01) and Pvalb Gpr149 Islr (17.95% vs 9.53%, p = 0.03) 

have axons targeting deep cortical layers47. Conversely, Pvalb Tpbg, which was overrepresented 

in inputs to L2/3, was underrepresented in inputs to L6 CT (12.16% vs 20.7%, p = 0.03). The Sst 

Chodl subtype was the only Sst subtype significantly overrepresented in input to L6 CT (19.35% 

vs 1.68%, p = 0.005). The Sst Chodl subtype corresponds to long-range projecting non-

Martinotti inhibitory interneurons that are found primarily in deeper layers47–51. Multiple Sst 

subtypes had sparse representation in L6 CT inputs including: Sst Chrna2 Glra3, Sst Chrna2 

Ptgdr, Sst Hpse Cbln4, and Sst Tac2 Tacstd2.  

 

Inputs from Pvalb cell subtypes 

Parvalbumin-expressing cells represent one of the primary inhibitory cell subclasses in 

cortex. Because Pvalb basket neurons synapse primarily on the somata of their target cells, the 

laminar targets of basket cells with known laminar positions and layer-restricted axonal arbors 

can be predicted52,53. These properties correspond to some Pvalb subtypes, making the laminar 

excitatory neuron targets of such cells predictable from their morphologies alone. Using START  
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Figure 2.3. Transcriptomic Pvalb Subtypes Providing Input to Distinct Excitatory Populations in Mouse V1. 
(A-E). Bar plots comparing proportions of inputs to layer-specific excitatory cell populations (mouse Cre starter cell 
line) between rabies-labeled Pvalb-expressing neurons (red bars) and Pvalb-expressing neurons from an unbiased 
reference dataset (blue bars). Data are plotted by Pvalb transcriptomic subclass (T type, Allen Cell Types Database). 
Subclasses constituting <.5% of all GABAergic neurons were defined as rare cell types and omitted from analysis.  
P values were determined by Wilcoxon rank-sum test and adjusted for multiple comparisons using Benjamini–
Hochberg method.  *: p <= 0.05, **: p <= 0.01, ***: p <= 0.001. Error bars indicate s.e.m. (F-H). Reconstructions 
for 3 example filled cells belonging to Pvalb Tpbg (F), Pvalb Gpr149 Islr (G), and Pvalb Sema3e Kank4 (H) 
subclasses, adapted from the Allen Brain Map Cell Types Database. Dendrites are in dark green, and axons are cyan. 
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we can confirm the presence of these monosynaptic connections as well as reveal connectivity of  

other cell types. Quantification of layer-specific inputs from PV cells confirmed this hypothesis 

and further demonstrated that rabies does not spread retrogradely in the absence of synaptic 

input. Furthermore, we saw specificity of inputs from cell types that could not be predicted from 

overlap of axons and cell bodies. 

Within the Pvalb subclass, we found one subtype that was overrepresented and three 

subtypes that were underrepresented in its inputs to specific cortical layers. The Pvalb Tpbg 

subtype was significantly enriched compared to its prevalence in control mouse V1 (43.65% vs 

20.7%, p = 0.015; Figure 2.2B). Pvalb Tpbg interneurons predominantly reside in and send 

extensive axonal projections within L2/347. Pvalb Akr1c18 Ntf3, Pvalb Gpr149 Islr, and Pvalb 

Reln Tac1 were all underrepresented in Pvalb inputs to L2/3 (0% vs 5.99%, p = 0.015; 2.94% vs 

9.55%, p = 0.022; and 5.67% vs 15.07%, p = 0.015; Figure 2.2B). Pvalb Reln Tac1 has been 

found to correspond to fast-spiking cells with L5-dominant axon innervation. Similarly Pvalb 

Akr1c18 Ntf3 and Pvalb Gpr149 Islr send extensive axonal projections to deep layers, but 

largely avoid L2/347. When examining Pvalb inputs to L6CT we found two enriched subtypes, 

Sema3e Kank4 and Gpr149. These subtypes each account for about 20% of all Pvalb inputs, 

even though they are found at much lower proportions in unbiased (control) tissue. Pvalb Tpbg, a 

subtype enriched with enriched input to L2/3 excitatory neurons, is underrepresented in its inputs 

to L6 corticothalamic neurons, accounting for about 10% of inputs compared to 20% in the 

unbiased sample (Figure 2.3E). This result accords with a previous finding from Allen Institute 

illustrating an overrepresentation of Pvalb-expressing cells in inputs to L2/3.   

 

Inputs from SST subtypes 
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While layer-specific input may be inferred from morphological reconstructions of Pvalb 

neurons whose dendrites primarily target somata, it is more difficult to predict connectivity from 

anatomical overlap in somatostatin-expressing (SST) cells which typically synapse on distal 

regions of the recipient dendritic arbor54. START enables us to observe inputs from 

somatostatin-expressing neurons to layer-specific excitatory populations in the absence of 

anatomical data. Targeted recordings of Sst-expressing interneurons spanning cortical layers 

reveal differential patterns of functional connectivity and behavior-dependent activity changes, 

suggesting the presence of laminarly-defined Sst subtypes and subtype-specific circuits54–56. 

Within the Sst subclass, we found 2 subtypes that were overrepresented and two subtypes 

that were underrepresented in their inputs to L2/3. Sst Mme Fam114a1, one of the enriched Sst 

subtypes exhibiting more than a 2-fold difference between inputs to L2/3 and unbiased sample 

(19.26% vs 4.81%, p = 0.013; Figure 2.2C), has been found to send axons to L1 (Martinotti-

like), but additionally is characterized as having axonal projections that split evenly across two 

distinct layers47.  We found cells of this type were overrepresented in their input to superficial 

layers and underrepresented in their input to deep layers. Sst Esm1, the other overrepresented 

subtype (9.67% vs 1.9% of Sst neurons in unbiased sample, p = 0.048; Figure 2.4), is found 

primarily in L5 and interestingly sends projections primarily to deeper layers and have few 

projections to superficial layers47. Sst Chrna2 Glra3 and Sst Chrna2 Ptgdr were both 

underrepresented in Sst inputs (0% vs 7.89%, p = 0.039 and 0% vs 7.28%, p = 0.039; Figure 

2.4).  Although both subtypes that are underrepresented avoid axonal projections to L2/3, they do 

project to layer 1 where L2/3 neuron dendrites are found.  

If we compare our data to Patchseq data from the Allen Institute3,57, we can start to 

appreciate how our finding would have been difficult to arrive at if using morphological  
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Figure 2.4. Transcriptomic Sst Subtypes Providing Input to Distinct Excitatory Populations in Mouse V1. 
(A-E). Bar plots comparing proportions of inputs to layer-specific excitatory cell populations (Cre starter lines) 
between rabies-labeled Sst-expressing neurons (red bars) and Sst-expressing neurons from an unbiased reference 
dataset (blue bars). Data are plotted by Sst transcriptomic subtype (T type, Allen Cell Types Database). Subtypes 
containing <.5% of all GABAergic neurons in the control dataset were classified as rare and omitted from analysis 
(see Methods). P values were determined by Wilcoxon rank-sum test and adjusted for multiple comparisons using 
Benjamini–Hochberg method.  *: p <= 0.05, **: p <= 0.01, ***: p <= 0.001. Error bars indicate s.e.m. (F-H). 
Reconstructions for 3 example filled cells belonging to Sst Chodl (F), Sst Mme Fam114a1 (G), and Sst Hpse Cbln4 
(H) subclasses adapted from the Allen Brain Map Cell Types Database. Dendrites are in dark green, and axons are in 
cyan. 
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reconstructions alone. For example, while Sst Mme neurons (which are overrepresented in our 

experiment) have axons projecting to L2/3 they also have axons projecting to L5. Moreover, 

using START we can verify that Sst Mme axons in L2/3 are in fact providing input to L2/3 

excitatory neurons specifically, rather than to cells in other cortical layer that happen to have 

dendrites in layer 2/3 as might have been predicted from morphological reconstructions.  

Since L6 CT neurons have extensive dendrites in layer 558,59, they could have received 

input from any of these subtypes at that location. However, our data suggest L5-specific 

excitatory subtypes are not monosynaptically connected to L6 CT neurons. Interestingly, we 

found that the most prevalent subtype providing input to L6CT is the rare Sst Chodl type (Figure 

2.4C) which corresponds to the nitric oxide synthase positive, long-range projecting inhibitory 

interneurons that have been implicated in sleep regulation49. Sst Chodl is found in all layers and 

sends axons to all layers, thus the connection between this subtype and L6CT could not have 

been easily predicted without START. 

The Allen Institute has data on morphology and functional properties of distinct 

transcriptomic neurons through their Patchseq work that suggests that transcriptomically-defined 

clusters are more meaningful in cell type classification than morpho-electrical types47. When we 

compare our results with morphological reconstructions from distinct transcriptomic cell types 

from the Allen Institute, we find broad consistencies between datasets. For example, we found an 

overrepresentation of Pvalb Tpbg inputs to L2/3 pyramidal cells, in alignment with the Allen 

data showing that Tpbg neurons have axons projecting extensively to L2/347. On the contrary, 

Pvalb Akr1c18 neurons (an underrepresented subtype in our tracing experiments) have axons 

primarily in L5 and L6 and almost none in L2/3. Broadly, START generated results consistent 

with established circuit models, validating its utility as both a circuit-tracing tool and a means of  
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Figure 2.5. Transcriptomic Vip Subtypes Providing Input to Distinct Excitatory Populations in Mouse V1. 
(A-E). Bar plots comparing proportions of inputs to layer-specific excitatory cell populations (Cre starter lines) 
between rabies-labeled Vip-expressing neurons (red bars) and Vip-expressing neurons from an unbiased reference 
dataset (blue bars). Data are plotted by Vip transcriptomic subtype (T type, Allen Cell Types Database). Subtypes 
containing <.5% of all GABAergic neurons in the control dataset were classified as rare and omitted from analysis 
(see Methods). P values were determined by Wilcoxon rank-sum test and adjusted for multiple comparisons using 
Benjamini–Hochberg method.  *: p <= 0.05, **: p <= 0.01, ***: p <= 0.001. Error bars indicate s.e.m.(F-H). 
Reconstructions for 3 example filled cells belonging to Vip Ptprt Pkp2 (F), Vip Rspo1 Itga4 (G), and Vip Crispld2 
Kcne4 (H) subclasses, adapted from the Allen Brain Map Cell Types Database. Dendrites are in dark green, and 
axons are cyan. 
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Figure 2.6. Transcriptomic Lamp5 Subtypes Providing Input to Distinct Excitatory Populations in Mouse V1. 
(A-E). Bar plots comparing proportions of inputs to layer-specific excitatory cell populations (Cre starter lines) 
between rabies-labeled Lamp5-expressing neurons (red bars) and Lamp5-expressing neurons from an unbiased 
reference dataset (blue bars). Data are plotted by Lamp5 transcriptomic subtype (T type, Allen Cell Types 
Database). Subtypes containing <.5% of all GABAergic neurons in the control dataset were classified as rare and 
omitted from analysis (see Methods). P values were determined by Wilcoxon rank-sum test and adjusted for 
multiple comparisons using Benjamini–Hochberg method.  *: p <= 0.05, **: p <= 0.01, ***: p <= 0.001. Error bars 
indicate s.e.m. (F-H). Reconstructions for 3 example filled cells belonging to Lamp5 Ntn1 Npy2r (F), Lamp5 Plch2 
Dock5 (G), and Lamp5 Lsp1 (H) subclasses, adapted from the Allen Brain Map Cell Types Database. Dendrites are 
in dark green and axons in cyan. 
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delineating cell type based on their anatomical input. START thereby permits more precise 

determination of cell type identity in the context of its circuitry than can be achieved by 

anatomical tracing or transcriptomic characterization alone. 

 

Inputs from Vip and Lamp5 Subtypes 

 As Vip and Lamp5 neurons are much rarer and comprise a smaller subset of interneurons 

than Pvalb and Sst, we found fewer and less dramatic over- and underrepresentations of these 

subtypes in their laminar input distribution vs. the reference dataset. We found consistent 

underrepresentations of Vip Igfbp6 Car10, Igfbp6 Pltp, and Rspo1 Itga4 subtypes in their inputs 

to all 5 layer-specific pyramidal populations (Figure 2.5) while the Vip Ptprt Pkp2 subtype was 

significantly overrepresented in its inputs to middle cortical layers. Because Vip neurons provide 

substantial inputs to Sst neurons11, we suspect that the underrepresented subtypes may instead be 

providing intracortical input to other inhibitory classes instead. We also found that the Lamp5 

subtypes Fam19a1 Tmem182 and Plch2 Dock5 were significantly underrepresented in their 

inputs to all cortical layers except L2/3, the Lamp5 Lsp1 subtype was overrepresented in inputs 

provided across all cortical layers (Figure 2.6).  

 

Discussion 
 

The recent surge in novel transcriptomic technologies has enabled our ability to 

characterize neural cell types based on their gene expression patterns4,60–64, facilitating work 

towards the creation of a catalog of the cellular building blocks that make up the mammalian 

brain. However, cells do not function in isolation and our newfound understanding of neural 

diversity has generated new questions regarding connectivity principles at the level of 
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transcriptomic cell types. Here we present START, a new technical approach for coupling circuit 

connectivity tracing with transcriptomic classification of neural cells, and use START to 

investigate interlaminar synaptic connectivity of mouse V1. By conducting our analysis at 

multiple levels of cell type granularity (subclass and subtype) we were able to compare subclass 

level results to prior published work and establish START’s utility as a circuit tracing tool. More 

importantly, with the more precise neural characterization achievable with START we were able 

to uncover new circuit connectivity motifs between inhibitory subtypes and excitatory neurons in 

distinct layers.  

 Of course, gene expression alone is insufficient as a metric for delineating neuronal 

subtypes. Cells can have different patterns of gene expression but the same function, and cells 

assigned to the same transcriptomic cluster can often be further separated based on their 

anatomical projection patterns, functional connectivity, and intrinsic physiology1. Thus, in order 

to more comprehensively understand the nuances of cell type specification it is necessary to 

acknowledge and incorporate additional metrics of connectivity and physiology into genomic 

sequencing analysis. Despite these limitations, START serves as an important step toward the 

development of novel functional and behavioral studies exploring the contribution of genetically-

defined, cortical layer-specific inputs to fundamental circuitry underlying sensory information 

processing.  

 

Methods 
 

Mouse Transgenic Lines 

All experimental procedures were approved by the Salk Institute Animal Care and Use 

Committee. C57BL/6J mice were used as wild-type. GENSAT BAC transgenic Sepw1-Cre 
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NP39, Scnn1a-Tg3-Cre, Tlx3-Cre PL56, Npr3-IRES-Cre-neo, and Ntsr1-Cre GN220 mice have 

been previously described29,65,66. Transgenic mice were maintained on C57BL/6J backgrounds. 

Mice were housed with a 12-hour light and 12-hour dark cycle and ad libitum access to food and 

water. Both male and female mice were used for RNA sequencing experiments.  

 

Virus Preparation 

AAV8-DIO-TC66T-2A-oG (4.31E+13 GC/mL) and EnvA+RVdG-H2BmCherry 

(7.43E+07 GC/mL) were produced by the Salk GT3 Viral Core. Prior to injection, AAV8-DIO-

TC66T-2A-oG was diluted 1:10 in PBS for a final titer of 4.31E+12 GC/mL. 

 

Animal Surgery for Virus Injection 

For rabies input tracing transgenic mice received AAV helper injections at P49 – P60. 

Mice were initially anesthetized with 2% isoflurane and maintained at 1.5% isoflurane after 

placement on a stereotax (David Kopf Instruments, Model 940 series) for surgery and stereotaxic 

injections. A small craniotomy was made with a mounted drill over the primary visual cortex of 

the left hemisphere using the following coordinates: 3.4 mm posterior and 2.6 mm lateral relative 

to bregma. 100 nL of diluted AAV8-DIO-TC66T-2A-oG (4.31E+12 GC/mL, Addgene # 

178430) was injected into the center of V1 0.5–0.7 mm ventral from the pia using a pulled glass 

pipette with a tip size of 30 um connected to a 1ml syringe with 18G tubing adaptor and tubing. 

To prevent backflow, the pipette was left in the brain for 5 minutes after injection. Three weeks 

after AAV helper virus injection, 200 nL of EnvA+RVdG-H2BmCherry (7.43E+07 IU/ml) was 

injected into the same site in V1. After recovery, mice were given water with ibuprofen 
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(30mg/kg) and housed for 10 days before tissue harvest to allow for fluorescent protein 

expression. 

 

Brain Dissection and Single Nuclei Isolation 

Ten days after rabies injection, animals were euthanized with an overdose of isoflurane. 

Brains were extracted and immediately submerged in ice-cold slicing solution (2.5mM KCl, 

0.5mM CaCl2, 7mM MgCl2, 1.25mM NaH2PO4, 110mM sucrose, 10mM glucose and 25mM 

NaHCO3) that was bubbled with carbogen. Coronal brain slices (400um thick) were cut using 

VF-300 CompresstomeTM (Precisionary Instruments, Greenville, NC) and submerged in ice-cold 

slicing solution. Subregions of V1 containing mCherry+ nuclei in brain slices were micro-

dissected out under a fluorescent dissection microscope (Olympus SZX6) and transferred to 

microcentrifuge tubes and immediately frozen in dry ice, and subsequently stored at -80°C. The 

remaining brain slices after dissection were collected, fixed with ice-cold 4% PFA overnight, 

stained with DAPI, and scanned with a 10x objective to validate correct V1 dissection using an 

Olympus BX63 Microscope. 

Single nuclei preparations were performed following a published protocol (Lacar et al., 

2016) with modification. In summary, the frozen brain tissues were transferred to pre-chilled 

dounce homogenizers with 1ml NIM buffer (0.25M sucrose, 25mM KCl, 5mM MgCl2, 10mM 

Tris-HCl (pH7.4), 1mM DTT (Sigma 646563), 10ul of protease inhibitor (Sigma P8340), 1.5ul 

of RNasin Plus RNase inhibitor (Promega, N2611)), 0.1% Triton X-100, and 10 uM DAPI, and 

gently homogenized on ice with ice-cold pestles 10 - 15 times. The homogenate was transferred 

to pre-chilled microcentrifuge tubes and centrifuged at 1000 rcf for 8 min at 4°C to pellet the 

nuclei. The supernatant was aspirated, the pellet gently resuspended in ice-cold 1ml NIM buffer, 
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and again centrifuged at 1000 rcf for 8 min at 4°C. The pellet was then resuspended in 450ul of 

nuclei storage buffer (0.25M sucrose, 5mM MgCl2, 10mM Tris-HCl (pH7.4), 1mM DTT, 9ul of 

Protease inhibitor), and filtered through a 40μM cell strainer. The sample was incubated with 

50ul of nuclease-free BSA to prevent nuclei clumping. 

Fluorescence-activated nuclei sorting of single nuclei was performed using a FACS Aria 

Fusion sorter with a 70 μM nozzle at 22.5 PSI sheath pressure. DAPI+/mCherry+ rabies-infected 

nuclei were sorted into 0.2ml Eppendorf PCR tubes and immediately loaded onto the 10X 

Genomics Chromium Controller. Biological replicates were processed on different days. 

 

10x Chromium RNA-Sequencing 

For 10x processing, we used Chromium Next GEM single-cell 3’ Kit (v3.1 Dual Index) 

and Chromium Next GEM single-cell 3' LT Kit (v3.1 Dual Index) (10x Genomics, PN-1000127 

and PN-1000325). We followed the manufacturer’s instructions for single-cell capture, 

barcoding, reverse transcription, cDNA amplification, and library construction. We targeted 

sequencing depth of about 100,000 reads per cell. Pooled libraries were sequenced on Illumina 

NovaSeqTM 6000 Sequencing System (S4) and raw read (fastq) files were aligned to the mouse 

pre-mRNA reference transcriptome (mm10) using the 10x Genomics CellRanger pipeline 

(version 6.0.). Intronic reads were included in expression quantification using the include-introns 

parameter. 

 

RNA-seq data quality control and cell-type annotation  

Reference data used in this study includes 10x v3 single nucleus RNA-seq from primary 

visual cortex obtained from the Allen Institute for Brain Science (AIBS, GSE196771). Reference 
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10x v3 nuclei were assigned to previously published primary visual cortex cell type taxonomy5 

using a nearest centroid classifier based on a set of 563 markers that were detected in both 

datasets (expression > 0). To estimate the robustness of mapping, classification was repeated 100 

times, each time using 80% of randomly sampled markers, and the probability for each cell to 

map to every reference cluster was computed. R (version 4.1.1), Seurat (version 4.0)67,68 and 

SingleR (version 4.1)23 were used for snRNA-seq analysis. Doublets were identified using 

DoubletFinder69 and excluded from analysis. The percentage of mitochondrial transcripts for 

each nucleus was calculated and added as metadata to the Seurat object using percent.mito. 

Nuclei with less than 500 genes, more than 8000 genes, and greater than 0.5% of mitochondrial 

genes were excluded from analysis.  

SingleR was used for supervised labeled transfer of class, subclass, and subtype 

taxonomy from the reference dataset to rabies-labeled input neurons. To decrease supervised 

annotation performance susceptibility to the effects of large subtype numbers, cell type 

similarity, and rare cell type detection we employed pseudo-bulk aggregation of reference cells 

within specific subtype labels24. After log-normalization and principal components analysis, k-

means clustering within each subtype label is performed to create pseudo-bulk reference samples 

that preserve the label’s internal distribution. To classify rabies-labeled input neurons the 

Spearman correlation between each rabies-labeled input neuron’s expression profile and that of 

each reference sample is computed. This process is performed iteratively, rerunning the 

correlation analysis but using only the top cell types from the previous step until only one cell 

type annotation remains. At each iteration only the variable genes between the top cell types are 

used to differentiate between closely related cell types. Poor quality or ambiguous assignments 

were determined according to the per-cell delta score, which is the difference between the score 
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for the assigned label and the median across all labels for each cell. Low deltas indicate an 

uncertain assignment and high deltas score indicate a high confidence assignment. Cells with 

small deltas that were outliers compared to other annotated cells in that label were excluded from 

further analysis.  

We compared the proportion of rabies-labeled input neurons corresponding to distinct 

transcriptomic subtypes to the prevalence of those subtypes in wild-type control mouse V1. To 

obtain a comparable measure of the likely prevalence of any given subtype we first performed 

random sampling from the control dataset, where the number of cells sampled (n) = the average 

number of input cells obtained across mice within a Cre-mouse line (4 mice per line). 10,000 

iterations of random sampling of n cells were performed independently for each Cre-mouse line. 

Random sampling was performed against each Cre driver mouse line used, with sampling size 

equal to the average number of neurons (nuclei) obtained across animals from that line. We used 

this as a measure of cell type prevalence across cortex on both a subclass and subtype level. The 

prevalence of a given subtype was reported as the mean of the subtype proportion across all 

10,000 iterations. This mean was compared to the proportion mean obtained across 4 animals in 

each set of rabies tracing experiments. Statistical significance was assessed by Wilcoxon rank-

sum test with Benjamini–Hochberg correction for multiple comparison using R. Not significant 

(ns): P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001. 

 

Rare cell type classification and exclusion 

Cell subclasses with n<7 cells assigned were classified as “rare” subtypes; this is equivalent to 

.5% of all inhibitory neurons in our reference control dataset (see Table 2.S2).  
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Appendix 
 

Table 2.S1. Total nuclei isolated from each Cre-dependent mouse line. Mouse line shown in left column; a total 
of 21 mice were used across all experiments. Total cells from each line shown in right column. 

 
 
 
 
 
Table 2.S2. Cell counts from Allen Brian Atlas RNAseq Reference dataset. Subclasses shown in gray were non-
neuronal and therefore not included in analysis. Total cell counts listed in bottom rows. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Mouse Line # mice Excitatory Inhibitory Total # cells
SepW1 4 1713 217 1930
Scnn1a 4 11412 1005 12417
Tlx 4 10660 839 11499
Npr3 5 4393 433 4826
Ntsr1 4 4714 331 5045
Totals 21 32892 2825 35717

Excitatory Count Inhibitory Count Other* Count
L2/3 IT 1575 Lamp5 123 Astro 18
L4 IT 2857 Meis2 3 Endo 1
L5 IT 742 Pvalb 536 Microglia 41
L5 NP 232 Serpinf1 6 NA 14992
L5 PT 462 Sncg 15 Oligo 6
L6 CT 1510 Sst 414 OPC 8
L6 IT 681 Vip 208 VLMC 1
L6b 91 Total 1305 Total* 15067

Total 8150 *excluded from analysis

Reference Dataset:  Cell Counts by Subclass
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Table 2.S3. Total rabies-labeled cell counts for Glutamatergic and GABAergic cell subclasses. Glutamatergic / 
Excitatory input cell subclasses are listed in (A), and GABAergic / Inhibitory cell subclasses are in (B). Input cell 
subclass is listed in the first column; each row corresponds to rabies-labeled cells of each type providing input to 
each layer, organized by mouse line (cre-expressing, layer-specific population). First column is raw count; 2nd 
column is percentage of total excitatory (A) or inhibitory (B) rabies-labeled cells for that mouse line. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Input 
cell type

# rabies 
cells

% E Rabies 
cells

# rabies 
cells

% E Rabies 
cells

# rabies 
cells

% E Rabies 
cells

# rabies 
cells

% E Rabies 
cells

# rabies 
cells

% E Rabies 
cells

L2/3 IT 354 20.67 2713 23.77 2730 25.61 670 15.25 1013 21.49
L4 IT 781 45.59 4473 39.20 3744 35.12 1241 28.25 1039 22.04
L5 IT 445 25.98 2664 23.34 2500 23.45 1290 29.36 1118 23.72
L5 NP 21 1.23 140 1.23 198 1.86 96 2.19 157 3.33
L5 ET 28 1.63 190 1.66 236 2.21 516 11.75 165 3.50
L6 CT 52 3.04 918 8.04 909 8.53 402 9.15 816 17.31
L6 IT 27 1.58 270 2.37 310 2.91 141 3.21 361 7.66
L6b 5 0.29 44 0.39 33 0.31 37 0.84 45 0.95
Total 1713 100.00 11412 100.00 10660 100.00 4393 100.00 4714 100.00

Input 
cell type

# rabies 
cells

% I Rabies 
cells

# rabies 
cells

% I Rabies 
cells

# rabies 
cells

% I Rabies 
cells

# rabies 
cells

% I Rabies 
cells

# rabies 
cells

% I Rabies 
cells

Lamp5 14 6.45 76 7.56 54 6.44 26 6.00 21 6.34
Meis2 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00
Pvalb 118 54.38 607 60.40 517 61.62 287 66.28 209 63.14
Serpinf1 1 0.46 3 0.30 1 0.12 0 0.00 4 1.21
Sncg 2 0.92 3 0.30 2 0.24 2 0.46 1 0.30
Sst 68 31.34 215 21.39 161 19.19 78 18.01 53 16.01
Vip 14 6.45 101 10.05 104 12.40 40 9.24 43 12.99
Total 217 100.00 1005 100.00 839 100.00 433 100.00 331 100.00

A 

B SepW1 - L2/3 IT Scnn1a - L4 IT Tlx3 - L5 IT Npr3 - L5 ET Ntsr1 - L6 CT

Glutamatergic Subclasses

GABAergic Subclasses

SepW1 - L2/3 IT Scnn1a - L4 IT Tlx3 - L5 IT Npr3 - L5 ET Ntsr1 - L6 CT
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Table 2.S4. Total rabies-labeled cell counts for inhibitory subtypes. Inhibitory subtype listed in far left column, 
rabies-labeled cell counts organized by layer-specific cre cell population (mouse line, 2nd row). For each mouse line, 
left column is raw cell count; right column represents the percentage of all rabies-labeled cells belonging to that 
inhibitory subclass. (A), counts for Pvalb subtypes; (B), for Sst subtypes; (C), for Vip subtypes; (D), for Lamp5 
subtypes.  
 

 
 

 
 

 
 

 
 

Input subtype # rabies 
cells

% Pv 
Rabies cells

# rabies 
cells

% Pv 
Rabies cells

# rabies 
cells

% Pv 
Rabies cells

# rabies 
cells

% Pv 
Rabies cells

# rabies 
cells

% Pv 
Rabies cells

Pvalb Akr1c18 Ntf3 0 0.00 18 2.97 6 1.16 5 1.74 19 9.09
Pvalb Gpr149 Islr 4 3.39 89 14.66 94 18.18 115 40.07 32 15.31
Pvalb Reln Itm2a 57 48.31 300 49.42 242 46.81 91 31.71 67 32.06
Pvalb Reln Tac1 6 5.08 56 9.23 61 11.80 20 6.97 27 12.92
Pvalb Sema3e Kank4 5 4.24 22 3.62 22 4.26 6 2.09 34 16.27
Pvalb Tpbg 45 38.14 118 19.44 82 15.86 49 17.07 23 11.00
Other Pvalb 1 0.85 4 0.66 10 1.93 1 0.35 7 3.35
Total 118 100.00 607 100.00 517 100.00 287 100.00 209 100.00

A Pvalb Subtypes
SepW1 - L2/3 IT Scnn1a - L4 IT Tlx3 - L5 IT Npr3 - L5 ET Ntsr1 - L6 CT

Input cell type # rabies 
cells

% Sst 
Rabies cells

# rabies 
cells

% Sst 
Rabies cells

# rabies 
cells

% Sst 
Rabies cells

# rabies 
cells

% Sst 
Rabies cells

# rabies 
cells

% Sst 
Rabies cells

Sst Calb2 Pdlim5 14 20.59 42 19.53 32 19.88 14 17.95 6 11.32
Sst Chodl 0 0.00 7 3.26 5 3.11 6 7.69 7 13.21
Sst Chrna2 Glra3 0 0.00 9 4.19 4 2.48 2 2.56 1 1.89
Sst Chrna2 Ptgdr 0 0.00 1 0.47 1 0.62 0 0.00 0 0.00
Sst Esm1 5 7.35 13 6.05 10 6.21 2 2.56 9 16.98
Sst Hpse Cbln4 14 20.59 42 19.53 22 13.66 6 7.69 5 9.43
Sst Hpse Sema3c 1 1.47 3 1.40 3 1.86 1 1.28 0 0.00
Sst Mme Fam114a1 13 19.12 39 18.14 21 13.04 9 11.54 4 7.55
Sst Myh8 Fibin 1 1.47 2 0.93 5 3.11 2 2.56 4 7.55
Sst Rxfp1 Eya1 4 5.88 13 6.05 17 10.56 10 12.82 5 9.43
Sst Rxfp1 Prdm8 1 1.47 7 3.26 7 4.35 7 8.97 2 3.77
Sst Tac1 Htr1d 7 10.29 12 5.58 13 8.07 6 7.69 3 5.66
Sst Tac1 Tacr3 4 5.88 6 2.79 5 3.11 2 2.56 1 1.89
Sst Tac2 Tacstd2 2 2.94 10 4.65 6 3.73 8 10.26 1 1.89
Other Sst 2 2.94 9 4.19 10 6.21 3 3.85 5 9.43
Total 68 100.00 215 100.00 161 100.00 78 100.00 53 100.00

B Sst Subtypes
SepW1 - L2/3 IT Scnn1a - L4 IT Tlx3 - L5 IT Npr3 - L5 ET Ntsr1 - L6 CT

Input cell type # rabies 
cells

% Vip 
Rabies cells

# rabies 
cells

% Vip 
Rabies cells

# rabies 
cells

% Vip 
Rabies cells

# rabies 
cells

% Vip 
Rabies cells

# rabies 
cells

% Vip 
Rabies cells

Vip Chat Htr1f 3 21.43 17 16.83 16 15.38 6 15.00 3 6.98
Vip Crispld2 Kcne4 1 7.14 9 8.91 6 5.77 1 2.50 0 0.00
Vip Igfbp4 Mab21l1 2 14.29 16 15.84 12 11.54 5 12.50 7 16.28
Vip Igfbp6 Car10 0 0.00 2 1.98 2 1.92 0 0.00 2 4.65
Vip Igfbp6 Pltp 0 0.00 0 0.00 1 0.96 0 0.00 1 2.33
Vip Lect1 Oxtr 0 0.00 9 8.91 3 2.88 3 7.50 3 6.98
Vip Ptprt Pkp2 2 14.29 18 17.82 25 24.04 13 32.50 8 18.60
Vip Pygm C1ql1 0 0.00 6 5.94 5 4.81 3 7.50 1 2.33
Vip Rspo1 Itga4 1 7.14 4 3.96 5 4.81 2 5.00 0 0.00
Vip Rspo4 Rxfp1 Chat 4 28.57 14 13.86 28 26.92 6 15.00 17 39.53
Other Vip 1 7.14 6 5.94 1 0.96 1 2.50 1 2.33
Total 14 100.00 101 100.00 104 100.00 40 100.00 43 100.00

C Vip Subtypes
SepW1 - L2/3 IT Scnn1a - L4 IT Tlx3 - L5 IT Npr3 - L5 ET Ntsr1 - L6 CT

Input cell type # rabies 
cells

% Lamp5 
Rabies cells

# rabies 
cells

% Lamp5 
Rabies cells

# rabies 
cells

% Lamp5 
Rabies cells

# rabies 
cells

% Lamp5 
Rabies cells

# rabies 
cells

% Lamp5 
Rabies cells

Lamp5 Fam19a1 Tmem182 1 7.14 0 0.00 1 1.85 0 0.00 0 0.00
Lamp5 Lsp1 8 57.14 55 72.37 39 72.22 20 76.92 17 80.95
Lamp5 Ntn1 Npy2r 2 14.29 8 10.53 9 16.67 2 7.69 3 14.29
Lamp5 Plch2 Dock5 1 7.14 5 6.58 1 1.85 1 3.85 1 4.76
Other Lamp5 2 14.29 8 10.53 4 7.41 3 11.54 0 0.00
Total 14 100.00 76 100.00 54 100.00 26 100.00 21 100.00

D Lamp5 Subtypes
SepW1 - L2/3 IT Scnn1a - L4 IT Tlx - L5 IT Npr3 - L5 ET Ntsr1 - L6 CT
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Figure 2.S1. V1 tissue dissection and subsequent FANS gating strategy. 
(A). Example image of coronal brain slice from a monosynaptic rabies tracing experiment before V1 dissection. 
Dashed box indicates dissected region. Scale bar is 500um. (B-E). Detailed gating strategy of FAN sorting used for 
sorting mCherry+ rabies-labeled nuclei. (B) Gate selects for DAPI+ nuclei to exclude debris. (C) Gate to exclude 
cell doublets based on single nuclei morphology. (D) Gate to select for mCherry+ fluorescence. (E) Negative control 
sample. 
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Figure 2.S2. Transcriptomic Subtypes Providing Input to Inhibitory Neurons in Mouse V1. 
(A-D). Bar plots show proportion of inputs from subtypes of rabies-labeled neurons belonging to 4 distinct 
inhibitory subclasses, grouped by excitatory starter neuron populations (A), Input from the Pvalb subtypes to each 
cortical layer expressed as a percentage of input of all Pvalb inputs to the cre-expressing starter cell population. (B-
D). Same as in (A), for Sst, Vip, and Lamp5 subtypes respectively. Statistical differences in input to each subtype 
across Cre lines using Wilcoxon sign rank test were not significant after correcting for multiple comparisons. 
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Figure 2.S3. UMAP Visualization of Excitatory Cells by Input population. 
(A). Uniform manifold approximation (UMAP) visualization of 36,057 quality control (QC) filtered rabies-infected 
nuclei and 9,509 uninfected reference nuclei after anchor-based data integration colored by subclass annotations. 
Rabies-infected nuclei were obtained from 21 monosynaptic rabies tracing experiments across 5 different starter  
Cre mouse lines. (B) UMAP of nuclei passing QC colored by starter Cre mouse line of origin: Sepw1-Cre (n = 4, 
nuclei = 2,007), Scnn1a-Cre (n = 4, nuclei = 12,935), Tlx-Cre (n = 4, nuclei = 11,893), Npr3-Cre (n = 5, nuclei = 
3,999), Ntsr1-Cre (n = 4, nuclei = 5,223). (C) UMAPs highlighting nuclei (red) obtained from each mouse line. 
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Figure 2.S4. UMAP Visualization of Inhibitory Cells by Starter Cre mouse line.  
(A). Uniform manifold approximation (UMAP) visualization of 2825 quality control (QC) filtered rabies-infected 
nuclei from inhibitory cells across 5 different starter cell Cre mouse lines and 21 rabies-tracing experiments. Nuclei 
are colored by Starter Cre mouse line of origin. (B-F). UMAPs highlighting nuclei obtained from each starter Cre 
mouse line in red: Sepw1-Cre (n = 4, nuclei = 217), Scnn1a-Cre (n = 4, nuclei = 1,005), Tlx-Cre (n = 4, nuclei = 
839), Npr3-Cre (n = 5, nuclei = 433), Ntsr1-Cre (n = 4, nuclei = 331). (G) UMAP visualization colored by 
approximate subtype annotations. 
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Figure 2.S5. Prevalence of Inhibitory Cell Types in Mouse V1.  
(A-D). Dendrograms indicating the organization of Morphological, Electrophysiological and Transcriptomic (MET) 
cell types for Pvalb (A), Vip (B), Sst (C), and Lamp5 (D) neurons, obtained and adapted from the Allen Brain Map. 
Subtype names without a black outline and with an asterisk indicate rare cell subtypes, defined as those consisting of 
<.5% of all GABAergic neurons. Rare subtypes were excluded from main analyses (see Methods). Blue bars 
indicate relative frequency of each subtype within subclass of mouse V1 as determined by 10,000 iterations of 
random sampling from the control dataset. 
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