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Coherence in charge and energy transfer in molecular junctions

Alexander J. White,1, ∗ Uri Peskin,2, † and Michael Galperin1, ‡

1Department of Chemistry & Biochemistry, University of California San Diego, La Jolla, CA 92093, USA
2Schulich Faculty of Chemistry and the Lise Meitner Center for Computational Quantum Chemistry,

Technion-Israel Institute of Technology, Haifa 32000, Israel

We consider the effects of dephasing on field-induced coherent charge and energy transport in
molecular junctions. Within generic models we show that dephasing controls the relative intensities
of energy and charge fluxes, and that the dependence of the energy flux on the dephasing rate is
non-monotonic. We further demonstrate the possibility for laser-controlled charge-energy separation
in multi-terminal molecular junctions, a prerequisite for engineering low-heating stable nano-scale
devices.

PACS numbers: 85.65.+h 85.35.Ds 84.30.Jc 73.22.Lp

I. INTRODUCTION

Single molecules are promising candidates for integra-
tion into nano-scale devices. Based on the versatility in
structural, electronic, optical and mechanical properties
of molecules, molecular devices can be carefully designed
and controlled. The small size of molecules implies the
necessity of quantum mechanical treatment, and natu-
rally poses questions on the role of coherences in the
response properties of molecular devices. In molecular
junctions experimental observations were attributed to
interference effects in intra-molecular electron transfer1

and elastic transport through single molecules,2,3 or to
vibrationally induced decoherence.4

Coherent control in molecules originated in stud-
ies of quantum dynamics in response to laser pulse
excitations.5,6 Advances in optics combined with molec-
ular fabrication techniques in junctions resulted in a new
field termed molecular optoelectronics.7,8 Coherent con-
trol of transport in molecular junctions is one of the fo-
cuses of research in this field.9–14 Another focus is the dy-
namics of energy transfer between plasmonic and molec-
ular excitations.15–19 The importance of quantum co-
herence in energy transfer was demonstrated recently in
studies of the initial stages of photosynthesis.20–24

Theoretical studies in molecular electronics are mostly
focused on the role of coherence in elastic transport. In
particular, a molecular switch based on quantum interfer-
ence was proposed in Refs. 25,26, and molecular transis-
tors utilizing coherence to control transport through sin-
gle molecule junctions (usually containing a conjugated
π system) were discussed in Refs. 27–33. Inelastic pro-
cesses are usually considered as a source of decoherence,
which can both destroy34,35 or enhance35–38 transport
through molecular systems. Coherence induced by in-
elastic processes was observed experimentally39 and dis-
cussed in several theoretical studies.35,40,41 Finally, co-
herent and incoherent exciton transport in the Fenna-
Matthews-Olson complex was studied in a number of the-
oretical publications.42–46

In molecular optoelectronics8 it is customary to dis-
tinguish between charge and energy transfer processes

between the molecule and contacts (as well as inside the
molecular complex). For example, elastic electron trans-
port (single charges moving through the system) is at
the heart of charge transfer - surface enhanced Raman
spectroscopy (CT-SERS),47,48 while pure energy trans-
fer (transfer of excitation without charge transfer) ac-
counts for coupling between molecular excitations and
excitations of the leads (exciton-like or neutral pairings
of electron-like and hole-like excitations).17,49–53 Consid-
ering non-equilibrium transport through molecular junc-
tions, charge and energy transport processes happen si-
multaneously, and a rigorous description must therefore
account for this. The non-quadratic character of the en-
ergy transfer matrix elements complicates the theoretical
description and the corresponding theoretical considera-
tions usually rely on approximations.54,55 Recently we
proposed a pseudoparticle non-equilibrium Green’s func-
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FIG. 1: (Color online) A sketch of the models for coherently
controlled charge-energy (a) pump and (b) switch.
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tions (PP-NEGF) method as a tool capable to treat the
processes simultaneously and exactly.52

Contrary to previous studies where the effects of coher-
ence in either charge or energy transfer were discussed,
here we apply the PP-NEGF approach and consider the
importance of coherences in simultaneous charge and en-
ergy transport through molecular junctions. In particu-
lar, we demonstrate possibilities for laser-induced coher-
ent control of the relative magnitude of energy and charge
fluxes generated by a molecular pump. Inspired by the
known effect of charge and spin separation in molecu-
lar systems56–59 we also demonstrate a possibility to co-
herently control the spatial separation of charge and en-
ergy fluxes in properly designed multi-terminal molecular
junctions.

The different response of charge and energy flows
to an external field is derived from the different un-
derlying laser-matter interactions. Energy transport is
due to dipole coupling between molecular excitations to
electron-hole or plasmon excitations in the leads (usu-
ally treated as dipole-dipole interactions), while charge
transport is modeled as electron tunneling.49 Therefore,
matrix elements for energy and charge transport between
given chromophores can differ in magnitude or phase. In
simple cases the different matrix elements can be associ-
ated with different Rabi frequencies for charge and energy
transfer through the molecule, and when one of these
frequencies is in resonance with optically induced Rabi
oscillations, the corresponding flux (energy or charge) is
expected to be maximal. For realistic systems the task
of optimizing the external field parameters for a selected
process (amplitude and frequency) is more involved, but
nevertheless, we still claim that conditions can be defined
in which the field selectively enhances (or suppresses)
charge flux along a given path and energy flux along an-
other. As far as we know, this is the first time when the
possibility of such separation between charge and energy
fluxes is discussed.

In the following we consider explicitly only energy
transfer within the molecule. Heat transfer between the
molecule and the leads is not accounted for, assuming a
constant junction temperature. Note that both charge
transport (emission of energetic electrons) and energy
transport (emission of electron-hole pairs) can induce
heating in the leads, however these processes are external
to the molecule, and take place far from the junction.60

Thus, their effect on the transport at the molecular junc-
tion can be neglected. As a side note we mention that the
description of molecular excitation (energy transfer) we
consider is technically similar to modeling the propaga-
tion of vibrational excitation (phonon transport) when
expressed in the language of vibronic states. Thus our
findings may have implications also in the context of low
heating stable nano-scale devices.

Below, after introducing two generic models for
charge/energy pump and switch, we discuss a convenient
methodology for treating the combined intra-molecular
electron and energy transfer. Our numerical simulations

demonstrate different possibilities for laser control of co-
herent molecular energy and charge pumps, and for spa-
tial separation of charge and energy fluxes in molecular
junctions.

II. MODEL

We consider a network of Nm molecules, character-
ized by chromophores which are coupled to several reser-
voirs of electrons (or contacts, C) and thermal baths (B).
The contacts are assumed to be in equilibrium (no bias),
and the driving of the junctions is governed by a laser
field E(t) applied to one of the molecules. Each molec-
ular chromophore is represented by its highest occupied
(HOMO) and lowest unoccupied (LUMO) molecular or-
bitals (or ground, g, and excited, x, states). We consider
electron and energy transfer between neighboring chro-
mophores and between the chromophores and the baths.
We emphasize that our models focus on energy transport
through the molecule and does not account explicitly for
the thermalization process of access energy in the leads,
which happens far from the junction region.

Two systems are discussed: the first model corresponds
to a molecular charge and energy pump (Nm = 4, see
Fig. 1a), based on bridge-mediated (1 and 2) transfer
between a donor (0) and an acceptor (3). The donor
and acceptor are coupled to their own contacts and ther-
mal baths, and the donor is driven by an external laser
field. The bridge contains two molecules and the coher-
ent transport reflects interference between the two pos-
sible pathways. In order to induce decoherence, one of
the bridge molecules (1) is coupled to a local dephas-
ing source (Bd). This type of model is frequently used
in considerations of effects of decoherence on electron
transfer.34,36,40

The second model (Nm = 3, see Fig. 1b) corresponds
to a molecular switch with a donor (0) and two acceptors
(1 and 2), each coupled to its own contact and thermal
bath. As previously, the donor is driven by an external
laser field. We used this model in our previous study14

as a prototype of coherently controlled molecular switch.
Here we extend the consideration to the case of simulta-
neous energy and charge transfer.

The Hamiltonian of the system(s) is

Ĥ(t) = ĤM (t) +
∑
K

(
ĤK + V̂MK

)
(1)

where ĤM (t) and ĤK describe the molecular system M
and bath K (K is summed over all the baths in the

model), and V̂MK is the coupling between the two. The
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explicit expressions are

ĤM (t) =

Nm∑
m=0

∑
`=g,x

εm`n̂m` − µ0E0

(
d̂†0xd̂0ge

−iω0t +H.c.
)

+

Nm∑
m,m′=0

∑
`=g,x

tm`,m′`d̂
†
m`d̂m′` + Jm,m′D̂†mD̂m′ +H.c.


(2)

ĤCm
=
∑
κ∈Cm

εκn̂κ; ĤBm
=
∑
α∈Bm

ωαn̂α (3)

V̂MCm =
∑
κ∈Cm

∑
`=g,x

(
Vκ,m`ĉ

†
κd̂m` +H.c.

)
V̂MBm =

∑
α∈Bm

(
Uα,mâ

†
αD̂m +H.c.

) (4)

In the molecular pump model (Fig. 1a) local dephasing
is introduced by coupling the LUMO of molecule 1 to the
bath Bd

ĤBd
=
∑
β

ωβn̂β ; V̂MBd
= M

∑
β

(
b̂β + b̂†β

)
n̂1x (5)

In Eqs. (2)-(5) d̂†m` and ĉ†κ create electrons in level `
of molecule m, and state κ of contacts {Cm}, respec-

tively, and â†α and b̂†β create phonons in the thermal baths

{Bm} and Bd, respectively. n̂m` ≡ d̂†m`d̂m`, n̂κ ≡ ĉ†κĉκ,

n̂α ≡ â†αâα, and n̂β ≡ b̂†β b̂β are population operators.

D̂†m ≡ d̂†mxd̂mg is the operator of molecular excitation.
εm` and εκ are on-site electronic energies of level m` in
the molecules and state k in the contacts. ωα and ωβ are
elementary excitations in the thermal baths {Bm} and
Bd, respectively. µ0 is the transition dipole moment of
the donor, and E0 and ω0 are the amplitude of the driving
field and its frequency. tm`,m′` and Jm,m′ are the matrix
elements of charge and energy transfer between the chro-
mophores m and m′, where the pathways are indicated
by lines in Fig. 1. Finally, Vκ,m` and Uα,m represent
electron and energy exchange between the chromophores
and the baths. and M is the dephasing strength. We
note that coupling to the driving field is written in the
rotating wave approximation. Similar models for elec-
tron and energy (exciton) transport were considered in
the literature previously.49,54,55

A transformation to the rotating frame of the field14

ˆ̄H = i

(
∂

∂t
eŜ(t)

)
e−Ŝ(t) + eŜ(t)Ĥe−Ŝ(t), (6)

where

Ŝ(t) ≡ iω0t

2

Nm∑
m=1

(
n̂mx − n̂mg +

∑
κ∈Cm

n̂κ +
∑
α∈Bm

n̂α

)
(7)

represents the model in terms of effective time-

independent Hamiltonian ˆ̄H, which is given by Eqs. (2)-
(5) with εmg → εmg + ω0/2, εmx → εmx − ω0/2, and

µ0E0 exp(±iω0t) → µ0E0. As a result of the transfor-
mation one also has to consider different positions of
the electrochemical potentials in the contacts for the x
(shifted by ω0/2 downward) and the g (shifted by ω0/2
upward) molecular orbitals (see Appendix A for details).
Note that the time-independent formulation is possible
only in the case of relatively weak molecule-baths cou-
plings, when effective second order is sufficient and bath-
induced cross-correlations between ground and excited
molecular levels can be disregarded56,61–63.

As discussed in our previous publication52 the pseu-
doparticle nonequilibrium Green function (PP-NEGF)
formalism is especially convenient for studies where com-
bined electron and energy transfers play an important
role. The PP-NEGF treats all the interactions in the
molecule exactly, by representing the molecular part of
the Hamiltonian in the basis of many-body states of an
isolated molecule. Here we employ the PP-NEGF to the
models (2)-(5). The pseudoparticles, introduced in an
extended Hilbert space, correspond to the many-body
states {|S〉} of the molecular system. The physical sub-

space is defined by the constraint
∑
S p̂
†
S p̂S = 1, where

p̂†S (p̂S) is the operator of creation (annihilation) of the
many-body state |S〉. In the extended Hilbert space the
usual rules of quantum field theory are applicable. In
particular, the pseudoparticle Green function (GF) on
the Keldysh contour

GSS′(τ, τ ′) ≡ −i〈Tc p̂S(τ) p̂S′(τ ′)〉 (8)

satisfies the Dyson equation. A self-consistent procedure
for numerical evaluation of the projections of the GF can
be formulated in the physical subspace (see e.g. Ref. 64
for details). After the procedure converges, the resulting
projections of the GF can be used to calculate charge,
Icm, and energy, IEm, currents at the interface between
the molecular system and the baths Cm and Bm, respec-
tively. Below we perform analysis within the non-crossing
approximation (see e.g. Ref. 64 for details). The approx-
imation works well for weak molecule-baths coupling,
when the parameters describing coupling to the baths
are small relative to all other relevant energy scales in the
system. In our case the latter are the HOMO-LUMO gap
and intra-molecular hopping parameters. Weak coupling
to baths makes the processes of molecule-bath interac-
tions rare, thus justifying a non-crossing approximation,
i.e. treating the processes sequentially. At steady-state,
this leads to the following explicit expressions for the
fluxes (see Appendix B for the derivation)52,64

Icm = − e

πh

∑
S1,S2
S3,S4

Re

∫ +∞

−∞
dE

∫ +∞

−∞
dε ζ2G

<
24(E)

(
ΣCm,<

12,34 (ε)Gr31(E + ε) + ΣCm,>
43,21 (ε)Gr31(E − ε)

)
(9)
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FIG. 2: (Color online) Molecular pump (Fig. 1a). Shown
are the charge (Ic3 , Eq.(9) - solid line, blue), and energy (IE3 ,
Eq.(10) - dashed line, red) fluxes on the right interface as
functions of dephasing rate γBd , Eq.(15). See text for param-
eters.

IEm =
1

πh

∑
S1,S2
S3,S4

Re

∫ +∞

−∞
dE

∫ ∞
0

dω ω ζ2G
<
24(E)

(
ΠBm,<

12,34 (ω)Gr31(E + ω) + ΠBm,>
43,21 (ω)Gr31(E − ω)

)
(10)

where G
r(<)
pq (E) ≡ G

r(<)
SpSq

(E) is the Fourier transform of

the retarded (lesser) projection of the GF (8), ζp = 1

(−1) for the bosonic (fermonic) state |Sp〉,64 and ΣCm,≷

(ΠBm,≷) are greater/lesser projections of the molecular
system self-energy due to coupling to bath Cm (Bm)

Σ
Cm,≷
12,34 (ε) ≡∓ i

∑
m`,m′`′

ξm`12 ΓCm

`

∗
ξm

′`′

34 F
≷
Cm

(ε) (11)

Π
Bm,≷
12,34 (ω) ≡− i

∑
m,m′

χm12ΩBm
∗
χm

′

34 F
≷
Bm

(ω) (12)

Here F>Cm
(ε) ≡ 1− fCm

(ε), F<Cm
(ε) ≡ fCm

(ε), F>Bm
(ω) ≡

1+NBm
(ω) F<Bm

(ω) ≡ NBm
(ω); fCm

(ε) and NBm
(ω) are

Fermi-Dirac and Bose-Einstein distributions,

ΓCm

` ≡2π
∑
κ∈Cm

|Vκ,m`|2δ(ε− εκ) (13)

ΩBm ≡2π
∑
α∈Bm

|Uα,m|2δ(ω − ωα) (14)

are dissipation rates due to coupling to baths Cm and

Bm, ξm`pq ≡ 〈Sp|d̂
†
m`|Sq〉 and χmpq ≡ 〈Sp|D̂†m|Sq〉.

III. NUMERICAL RESULTS

Here we consider charge, Eq.(9), and energy, Eq.(10),
fluxes in the molecular pump and switch models (Figs. 1a

and b), Eqs. (2)-(5). Unless stated otherwise the calcu-
lations are performed for the following ‘standard’ set of
parameters: T = 300 K, ε0g = −1 eV, ε0x = 1 eV,
ω0 = 2 eV, tmg,m′g = 0, tmx,m′x = Jm,m′ = 10 meV,

ΓCm

` = ΩBm = 2.5 meV (m,m′ ∈ {1, . . . , Nm}). The
Fermi energy is taken at the origin EF = 0 and the cal-
culations are performed on an adaptive energy grid.

We note that these model parameters are chosen to be
in a physically relevant range. In particular, the molecu-
lar HOMO-LUMO gaps, εmx − εmg, are assigned typical
values of 2 eV, which is accessible by lasers in the near
infrared part of the spectrum. The escape rates ΓCm are
chosen in accordance with experimental data on lifetime
for the decay of an excess electron on molecule near metal
surface.65 These parameters lead to charge fluxes on the
order of nA and heat fluxes on the order of nW, both
are well within the measurable region (see e.g. Refs. 66
and 67 for measurable charge and heat flux estimates,
respectively).

A. Molecular pump

First we consider the charge-energy pump model. In
the absence of dephasing at the bridge the transport of
both charge and energy through the molecule is coher-
ent, and depends on interference between two indepen-
dent paths from the donor (0) to the acceptor (3) through
molecules 1 and 2 (see Fig. 1a). For the case of identi-
cal (degenerate) chromophores as considered here, the
interference is controlled by the relative magnitudes and
phases of the coupling matrix elements (the “J”s and
the “t”s) along the different paths. In the particular de-
sign considered in Fig. 1a, destructive interference does
not allow charge flux through the system, whereas en-
ergy flux is favored in this case due to constructive inter-
ference. The spatial separation between the two bridge
chromophores allows one to selectively control the trans-
port by coupling one of the chromophores to a local
source of dephasing. The latter is introduced by cou-
pling the LUMO of one of the bridge chromophores (1)
to a bath (Bd, Eq.(5)) of harmonic oscillators, assumed to
be in their ground state. To restrict the effect of this per-
turbation to pure dephasing, a limit of ωβ → 0 is taken
(such that energy exchange with this particular bath is
excluded). This results in a self-energy (see Appendix C
for details)

Σ
Bd,≷
12,34 ≡ −iη1x12 γBd

∗
η1x34 (15)

where γBd ≡ 2πM2ρBd
is the dephasing rate, ρBd

is den-
sity of modes in the bath Bd, and η1xpq ≡ 〈Sp|n̂1x|Sq〉.
Note that the resulting expression is similar to the
Buttiker probe model, which is widely used for intro-
ducing dephasing.

Fig. 2 demonstrates the effect of increasing the dephas-
ing rate on the two fluxes. As expected, the electric cur-
rent (solid line) increases when destructive interference is
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FIG. 3: (Color online) Molecular switch (Fig. 1b). Shown
are charge (Ic1 - solid line, blue; Ic2 - dotted line, dark blue;
Eq.(9)), and energy (IE1 - dashed line, red; IE2 - dash-dotted
line, magenta; Eq.(10)) fluxes as functions of (a) the driving
amplitude µ0E0 and (b) frequency ω0, Eq.(2). See text for
parameters.

suppressed. The energy flux (dashed line) shows a non-
monotonic behavior. An initial decrease in the flux with
increasing dephasing rate, related to the suppression of
constructive interference, is followed by an unexpected
increase at higher dephasing rates. We attribute this be-
havior to competition between energy and charge transfer
processes at molecule 1 for the same electronic population
of its LUMO. Indeed, for weak dephasing, the charge de-
localization among the LUMOs of chromophores 0, 1, and
3, is expected to hinder energy transfer between those
molecules. Transition from coherent to hopping mecha-
nism of charge transfer takes place at rates of dephasing
γBd ∼ t1x,0x (t1x,3x), leading to localization of electronic
population at the bridge site 1x and (as a result) to an
increase in energy flux. It is interesting to note that
controlling the dephasing can tune the molecular device
between energy and charge pumping regimes.

B. Molecular switch

Having introduced the possibility of control over charge
and energy fluxes, which are present simultaneously, we
turn to examine the possibility of charge-energy sepa-
ration in coherent ransport through molecular devices.
Note that effects of quantum coherence were observed ex-
perimentally (separately) for charge and energy (exciton)
transport in molecular junctions. In some cases, such as
in CT-SERS, charge and energy transfer are mixed coher-
ently to define the overall optical response of a junction.
Our consideration below suggests another possibility of
observing coherence induced effects in charge and energy
(exciton) transport in molecular junctions.

We consider a model of a molecular switch (1b), where
a single donor, driven by an external field, is coupled
to two different acceptors. The versatility of molecu-
lar chromophores allows the design of different acceptors
with different orbital energies and different coupling ma-
trix elements to the donor. Therefore, coherent trans-
port from the donor to each acceptor would be associ-
ated with characteristic Rabi frequencies, defined by the
t and J hopping parameters for exchanging charge and
energy with the donor. Our aim is to define conditions in
which charge and energy fluxes are directed to different
acceptors.

Fig. 3a demonstrates a possibility of charge-energy sep-
aration in a molecular switch. The calculation is per-
formed for T = 10 K, ε1g = −1.25 eV, ε1x = 1.05 eV,
ε2g = −0.95 eV, ε2x = 1.15 eV, and ΩBm = 10 meV.
For these parameters at µ0E0 ∼ 50 meV charge flux is
directed to acceptor 1 (solid line), while energy flux -
to acceptor 2 (dash-dotted line). By tuning the ampli-
tude of the laser field so that µ0E0 ∼ 150 meV the di-
rection of the fluxes is switched. Fig. 3b demonstrates
the possibility of control by the driving field frequency.
Here ε1g = −1.1 eV, ε1x = 1.05 eV, ε2g = −0.9 eV,
ε2x = 1.15 eV, and µ0E0 = 10 meV. As one can see, also
in this case charge and energy fluxes are picked at differ-
ent field frequencies which facilitates their separation.

Notice that the results of Fig. 3, obtained by the PP-
NEGF scheme can be regarded as a numerically exact so-
lution of the simultaneous charge/energy transport prob-
lem. Indeed, the present calculation accounts exactly
for the many-body problem within the molecular space,
and given the (realistically) small molecule-contacts cou-
pling parameters considered here, the non-crossing ap-
proximation yields the correct result for the effects of the
molecule-leads interaction Note that simpler methodolo-
gies, such as Redfield-based quantum master equation
techniques in principle can also account exactly for the
many body problem within the molecular space, but may
be inapplicable at the physically relevant low tempera-
ture regime (kBT ≤ Γ),68–70 or when degenarate many-
body eigenstates are present in the system.71

In order to gain a qualitative understanding of the
physics behind the observed charge-energy separation,
simpler methodologies may be useful. We refer to a re-
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duced model of a molecular dimer, represented as two
TLS connected by electron, t, and exciton, J , hopping
matrix elements. One TLS represents the donor chro-
mophor of the molecular switch and the other represents
an acceptor, corresponding, e.g., to the lower pathway
of Fig. 1b. The Fock space of this dimer is spanned by
many-body states accounting for all possible populations
of the four single particle levels. Within the scattering
approach, the total fluxes are obtained as integrals over
energy-dependent transmission probabilities with weight-
ing factors defined by populations in the baths. The scat-
tering amplitudes for charge and energy (exciton) trans-
port across the dimer are defined by sequences of elec-
tron transfer steps, as, e.g., the ones shown in Fig. 4a
(relevant many-body states in the two-electron charg-
ing block of the system are enumerated in Fig. 4b), and
the corresponding transfer probabilities at energy E are
therefore proportional to T c(E) = |Gr16(E)|2 for charge
transfer and TE(E) = |Gr13(E)|2 for energy transfer, re-
spectively. Here GrS1S2

(E) is the matrix element of the
retarded Green function. For simplicity we take the re-
solvent as a rough estimate of the corresponding retarded

Green function Gr(E) = [E− H̄
(2)
M + iη]−1, with η taken

as 1 meV. The dependence of the transfer probabilities
on the energy and on the model parameters is therefore
defined by the spectrum of the many body dimer Hamil-
tonian which defines the resolvent poles. Representation
of the dimer Hamiltonian in the basis defined in Fig. 4a,
reads,

H̄
(2)
M =


ε0g + ε2g + ω0 −µ0E0 0 0 0 0
−µ0E0 ε0x + ε2g −J 0 0 t

0 −J ε0g + ε2x µ0E0 t 0
0 0 µ0E0 ε0x + ε2x − ω0 0 0
0 0 t 0 ε0g + ε0x 0
0 t 0 0 0 ε2g + ε2x

 (16)

Maps of the charge, T c, and energy (exciton), TE , trans-
mission coefficients as functions of the energy E and the
external driving field parameters are shown in Fig. 4c
for the driving field amplitude µ0E0, and Fig. 4d for the
field frequency ω0. The other parameters of the calcula-

tion are the same as in Fig. 3.

Two points are noteworthy: 1. T c and TE have their
maxima at different values of the external driving param-
eters, which is the basis for the charge-energy separation
discussed above; 2. The energy transmission coefficient,
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TE , has two maxima as a function of the driving field
frequency ω0 (see right panel in Fig. 4d), which is the
reason for a multiple-peak structure of the energy flux
presented in Fig. 3b. We reemphasize that such qualita-
tive considerations are helpful, and are brought here as
an interpretation to, but not instead of, the numerically
exact results. Similarly, formulating conditions for maxi-
mal fluxes, based on resonances between Rabi frequencies
in the field-free system and Rabi frequency induced by
the field (as was discussed in Ref. 14 for charge trans-
port) can support the numerical analysis, but provides
only qualitative estimates.

IV. CONCLUSION

We studied the effects of coherence on electron and
energy fluxes in molecular junctions. First we discussed
the effect of dephasing on coherent transport in a bridge
model with two interfering pathways (see Fig. 1a). The
molecular bridge was designed to minimize charge flux
through the system due to destructive interference, and
to maximize energy flux due to constructive interference
between the different paths. Inducing dephasing destroys
coherence in the system which leads to the appearance
of charge flux and decrease in energy transfer. Further
increase of the dephasing rate (to the order of inter-
molecular electronic hopping parameter) unexpectedly
results in an increase of the energy transfer. We argued
that the effect is due to competition between charge and
energy transport on the same electronic population in
the LUMO of the bridge molecule. At strong dephasing,
where the electron transport mechanism changes from
coherent to hopping, charge localization at the molecu-
lar LUMO increases the efficiency of sequential energy
transfer through the junction.

After demonstrating a possibility of coherent control
over the two fluxes, we discussed the possibility of charge-
energy separation in a molecular switch (see Fig 1b). In
particular, we showed that by tuning the laser field pa-
rameters, the fluxes can be directed to different accep-
tors. Moreover, the directions of energy and charge fluxes
can be reversed by adjusting the field amplitude and/or
frequency.

The two different models demonstrate the controllabil-
ity of charge and energy transport in junctions, in which
coherences play a crucial role. The theoretical demon-
stration of charge-energy separation in a junction is a
first step in the direction of engineering low-heating sta-
ble molecular nano-scale devices.
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Appendix A: Transformation to the rotating frame
of the field

Here we discuss the transformation to the rotating
frame of the field, Eq. (6), and the formulation of the
effective time-independent model. Applying the trans-
formation to the rotating frame

Â→ eŜ(t)Âe−Ŝ(t), (A1)

with Ŝ(t) defined in Eq. (7), to the quasi-particle excita-
tion operators yields

d̂mg → d̂mge
−iω0t/2, d̂mx → d̂mxe

iω0t/2,

ĉκ → ĉκe
iω0t/2, âα → âαe

−iω0t/2
(A2)

Together with additional terms due to the time-
dependent correction, (first term on the right side of
Eq. (6))

ω0

2

Nm∑
m=1

[
n̂mg − n̂mx −

∑
κ∈Cm

n̂κ −
∑
α∈Bm

n̂α

]
(A3)

this leads to the effective Hamiltonian of the form (com-
pare with Eqs. (2)-(4))

ˆ̄HM =

Nm∑
m=0

∑
`=g,x

ε̄m`n̂m` − µ0E0

(
d̂†0xd̂0g +H.c.

)

+

Nm∑
m,m′=0

∑
`=g,x

tm`,m′`d̂
†
m`d̂m′` + Jm,m′D̂†mD̂m′ +H.c.


(A4)

ˆ̄HCm
=
∑
κ∈Cm

(
εκ − ω0

2

)
n̂κ

ˆ̄HBm
=
∑
α∈Bm

(
ωα − ω0

2

)
n̂α

(A5)

ˆ̄VMCm
=
∑
κ∈Cm

(
Vκ,mg ĉ

†
κd̂mge

−iω0t + ĉ†κd̂mx +H.c.
)

ˆ̄VMBm =
∑
α∈Bm

(
Uα,mâ

†
αD̂me

iω0t/2 +H.c.
)

(A6)

where ε̄mg ≡ εmg + ω0/2 and ε̄mx ≡ εmx − ω0/2.
Since coupling to the baths is treated within the effec-

tive second order, i.e. the irreducible self-energy is pro-
portional to the second order in molecule-bath coupling,
the time-dependent terms in the couplings, Eqs. (A6),
will (partially) compensate for the shift of excitation en-
ergies in the bath, Eqs. (A5). In particular, the com-
pensation will yield an unaltered expression for the self-
energies due to the coupling to the bosonic baths Bm.
Expressions for the self-energies due to the coupling to
the fermonic baths Cm will have the state energies of the
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baths shifted by ω0/2 upwards (downwards) for the g (x)
level of the molecule. If the HOMO-LUMO gap εmx−εmg
is big relative to the electron escape rate Γ (a common
scenario in molecular junctions, where εmx− εmg ∼ 2 eV
and Γ ∼ 0.1 eV), one can describe the molecule-contacts
coupling at an interface Cm as coupling to two indepen-
dent baths: one with the chemical potential µCm + ω0/2
representing coupling of the HOMO, the other with the
chemical potential µCm − ω0/2 representing coupling of
the LUMO. Such consideration results in an effective
time-independent Hamiltonian for the originally time-
dependent problem.

Appendix B: Charge and energy fluxes in the NCA
within PP-NEGF

Here we discuss the derivation of Eqs. (9) and (10).
The starting points are expressions for charge and en-
ergy (phonon-assisted) fluxes within the non-equilibrium
Green functions (NEGF) technique. At steady-state the
fluxes at the interface between molecule and baths Cm
or Bm, respectively, are72,73

Icm =
e

~

∫ +∞

−∞

dε

2π

∑
m`,m′`′

(B1)

[
ΣCm,<
m`,m′`′(ε)G

>
m′`′,m`(ε)− ΣCm,>

m`,m′`′(ε)G
<
m′`′,m`(ε)

]
IEm =− 1

~

∫ ∞
0

dω

2π
ω
∑
m,m′

(B2)

[
ΠBm,<
m,m′ (ω)D>

m′,m(ω)−ΠBm,>
m,m′ (ω)D<

m′,m(ω)
]

where G≷ and D≷ are the greater/lesser projections of
the fermion and boson Green functions, respectively, de-
fined on the Keldysh contour as

Gm`,m′`′(τ, τ
′) ≡− i〈Tc d̂m`(τ) d̂†m′`′(τ

′)〉 (B3)

Dm,m′(τ, τ ′) ≡− i〈Tc D̂m(τ) D̂†m′(τ
′)〉 (B4)

Here τ and τ ′ are the contour variables, Tc is the contour

ordering operator, and operators d̂m` and D̂m are intro-
duced below Eq. 5. ΣCm and ΠBm are self-energies due
to the coupling to fermonic bath Cm and bosonic bath
Bm, respectively. Explicit expressions are72,73

ΣCm,<
m`,m′`′(ε) =iΓCm

m`,m′`′(ε) fCm
(ε) (B5)

ΣCm,>
m`,m′`′(ε) =− iΓm`,m′`′(ε)[1− fCm

(ε)] (B6)

ΠBm,<
m,m′ (ω) =− iΩBm

m,m′(ω)NBm
(ω) (B7)

ΠBm,>
m,m′ (ω) =− iΩBm

m,m′(ω)[1 +NBm(ω)] (B8)

Here fCm
(ε) and NBm

(ω) are the Fermi-Dirac and Bose-
Einstein thermal distributions in the baths Cm and Bm,

respectively, and

ΓCm

m`,m′`′(ε) ≡
∑
κ∈Cm

Vm`,κVκ,m′`′δ(ε− εκ) (B9)

ΩBm

m,m′(ω) ≡
∑
α∈Bm

Um,αUα,m′δ(ω − ωα) (B10)

are the dephasing matrices due to coupling to the baths.
Note that in the paper we assume the wide-band approx-
imation for both matrices74,75 (see Eqs. (13) and (14)).

Spectral decomposition of the quasi-particle Fermi,

d̂†m`, and Bose, D̂†m, excitation operators yields the con-
nection to the pseudoparticle creation and annihilation

operators, p̂†S and p̂S ,

d̂†m` =
∑
S1,S2

ξm`12 p̂
†
S1
p̂S2

(B11)

D̂†m =
∑
S1,S2

χm12p̂
†
S1
p̂S2 (B12)

where ξm`pq and χmpq are introduced below Eqs. (13) and
(14), and |S1〉 and |S2〉 are molecular many-body states.
Substituting Eqs. (B11) and (B12) into the lesser and
greater projections of the definitions of the Green func-
tions, Eqs. (B3) and (B4), and using properties of the
non-crossing approximation76, leads to the connection
between the quasi- and pseudo-particles Green functions

G<m`,m′`′(t, t
′) = −i

∑
S1,S2
S3,S4

ζ2
∗
ξm`21 ξ

m′`′

43 G>31(t′, t)G<24(t, t′)

(B13)

G>m`,m′`′(t, t
′) = i

∑
S1,S2
S3,S4

ζ2
∗
ξm`34 ξ

m′`′

12 G>31(t, t′)G<24(t′, t)

(B14)

D<
m,m′(t, t′) = i

∑
S1,S2
S3,S4

ζ2
∗
χm21 χ

m′

43 G
>
31(t′, t)G<24(t, t′)

(B15)

D>
m,m′(t, t′) = i

∑
S1,S2
S3,S4

ζ2
∗
χm34 χ

m′

12 G
>
31(t, t′)G<24(t′, t)

(B16)

where the PP-NEGF Green function is defined in Eq. (8),
and ζp is introduced below Eq. (10).

Finally, using the connection between the greater and
retarded pseudoparticle Green functions76

2i ImGr12(t, t′) = G>12(t, t′), (B17)

and substituting the Fourier transformed representations
of the quasi-particles Green functions, Eqs. (B13)-(B16),
into the NEGF expressions for the fluxes, Eqs. (B1) and
(B2), leads to Eqs. (9) and (10).
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Appendix C: Dephasing within the PP-NEGF
formalism

It is customary to introduce dephasing via coupling
to a bath of harmonic oscillators.77 In the paper we uti-
lize the bath Bd, coupled to the LUMO of molecule 1
in the molecular pump model (see Fig. 1a) as the source
of dephasing in the system. The greater and lesser self-
energies due to this coupling are given within the PP-
NEGF formalism by the expression64,75

ΣBd,<
12,34(ω) =− iη1x12 γBd

∗
η1x34 (C1)

(θ(ω)NBd
(ω) + θ(−ω)[1 +NBd

(−ω)])

ΣBd,>
12,34(ω) =− iη1x12 γBd

∗
η1x34 (C2)

(θ(ω)[1 +NBd
(ω)] + θ(−ω)NBd

(−ω))

where θ(x) is the Heaviside step-function, and γBd and
η1xpg are introduced below Eq. (15).

Finite frequencies of the oscillators in the bath induce
energy flow in the system. In addition to dephasing,
this may cause inelastic effects in both charge and en-
ergy fluxes. To avoid this scenario we assume that the
bath oscillators have zero frequency and all in the ground
state. From the physical point of view, this assumption
is valid when the relevant energy scales in the system (for
example, the HOMO-LUMO gap) are much bigger than
the frequencies of vibrations in the environment. Taking
the limit of ωα → 0 under the restriction NBd

(ω) = 0
leads to Eq. (15).

∗ Electronic address: ajw009@ucsd.edu
† Electronic address: uri@tx.technion.ac.il
‡ Electronic address: migalperin@ucsd.edu
1 C. Patoux, C. Coudret, J.-P. Launay, C. Joachim, and

A. Gourdon, Inorg. Chem. 36, 5037 (1997).
2 M. Mayor, H. B. Weber, J. Reichert, M. Elbing, C. von

Hänisch, D. Beckmann, and M. Fischer, Angew. Chem.
Int. Edit. 47, 5834 (2003).

3 H. Vazquez, R. Skouta, S. Schneebeli, M. Kamenetska,
R. Breslow, L. Venkataraman, and M. Hybertsen, Nature
Nanotech. 7, 663 (2012).
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10, 085005 (2008).

14 U. Peskin and M. Galperin, J. Chem. Phys. 136, 044107
(2012).

15 A. Ridolfo, O. Di Stefano, N. Fina, R. Saija, and
S. Savasta, Phys. Rev. Lett. 105, 263601 (2010).

16 S. M. Morton and L. Jensen, J. Chem. Phys. 135, 134103
(2011).

17 A. Manjavacas, F. J. G. d. Abajo, and P. Nordlander, Nano
Lett. 11, 2318 (2011).

18 A. Salomon, R. J. Gordon, Y. Prior, T. Seideman, and
M. Sukharev, Phys. Rev. Lett. 109, 073002 (2012).

19 Y. Gao and D. Neuhauser, J. Chem. Phys. 137, 074113
(2012).

20 H. Lee, Y.-C. Cheng, and G. R. Fleming, Science 316,
1462 (2007).

21 G. S. Engel, T. R. Calhoun, E. L. Read, T.-K. Ahn,
T. Mancal, Y.-C. Cheng, R. E. Blankenship, and G. R.
Fleming, Nature 446, 782 (2007).

22 G. Panitchayangkoon, D. Hayes, K. A. Fransted, J. R.
Caram, E. Harel, J. Wen, R. E. Blankenship, and G. S.
Engel, Proc. Nat. Acad. Sci. 107, 12766 (2010).

23 A. Ishizaki, T. R. Calhoun, G. S. Schlau-Cohen, and G. R.
Fleming, Phys. Chem. Chem. Phys. 12, 7319 (2010).

24 R. Hildner, D. Brinks, and N. F. van Hulst, Nature Phys.
7, 172 (2011).

25 R. Baer and D. Neuhauser, J. Am. Chem. Soc. 124, 4200
(2002).

26 R. Baer and D. Neuhauser, Chem. Phys. 281, 353 (2002).
27 D. M. Cardamone, C. A. Stafford, and S. Mazumdar, Nano

Lett. 6, 2422 (2006).
28 C. A. Stafford, D. M. Cardamone, and S. Mazumdar, Nan-

otechnology 18, 424014 (2007).
29 D. Brisker, I. Cherkes, C. Gnodtke, D. Jarukanont,

S. Klaiman, W. Koch, S. Weissman, R. Volkovich, M. C.
Toroker, and U. Peskin, Mol. Phys. 106, 281 (2008).

30 Z. Qian, R. Li, X. Zhao, S. Hou, and S. Sanvito, Phys.
Rev. B 78, 113301 (2008).

31 S.-H. Ke, W. Yang, and H. U. Baranger, Nano Lett. 8,
3257 (2008).

32 T. Hansen, G. C. Solomon, D. Q. Andrews, and M. A.
Ratner, J. Chem. Phys. 131, 194704 (2009).
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