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THE RELATIVE NUMBERS OF LONG-WAVELENGTH- 
SENSITIVE TO MIDDLE-WAVELENGTH-SENSITIVE CONES 

IN THE HUMAN FOVEA CENTRALIS 

CAROL M. CICERONE and JANICE L. NERGER 

Department of Psychology, CB345, University of Colorado, Boulder, CO 80309, U.S.A. 

(Received 9 February 1988; in revised form 13 May 1988) 

Abstrset-The determination of the relative numbers of different cone types in the human retina is 
fundamental to our understanding of visual sensitivity and color vision; yet direct measurements which 
provide this basic information have not previously been made for ail cone types. Here we present a model 
which links the detection of a test light of small dimension to the number of cones contributing to detecfon 
of the light. We selectively isolated either the long-wavelength-sensitive (L) or the middle-wavelength- 
sensitive (M) cones, by choosing combinations of wavelengths of adapting backgrounds and tests to favor 
detection by the cone class of interest. Our model was applied to the detection functions measured for 
six color normal observers to obtain estimates of the relative numbers of L to M cones. Our estimates 
ranged between 1.46 and 2.36 for our observers with a mean value near two L cones for every M cone 
in human fovea centralis. 

Cones Human fovea centralis Relative numbers of L to M cones 

~RODU~ON 

The determination of the relative numbers of 
different cone types in the retina is fundamental 
to our understanding of human visual sensi- 
tivity and color vision, and this information 
would be required for any quantitative models 
of human vision. Direct measurements which 
provide this basic information have not been 
previously made for all cone types. 

There continues to be a gratifying con- 
vergence of psychophysically derived evidence 
from humans ~Williams et al., 1981) and ana- 
tomically derived evidence from baboon (Marc 
and Sperling, 1977), macaque (deMonasterio et 
al., 1985), and human (Ahnelt et al., 1987) on 
the numerosity and distribution of the short- 
wavelength-sensitive (S) cones in the primate 
retina. 

In the cases of the long-wavelength-sensitive 
(L) and middle-wavelength-sensitive (M) cones, 
there are no previous direct psychophysical 
measurements from which the relative numbers 
of L and M cones can be derived, and estimates 
based on various indirect means vary widely. To 
our knowledge, DeVries (1946, 1948) was the 
first to suggest that the individual variability in 
luminosity functions could be related to individ- 
ual variability in the relative numbers of 
different cone types. Rushton and Baker (1964) 
subsequently reported that retinal densitometric 

measurements yielding the density of M and L 
cone pigments could be correlated to the flicker 
photometric matches between red and green 
lights made by their observers. Rushton and 
Baker’s estimates, based on densitometric 
measurements, of the relative numbers of L to 
M cones in normal trichromatic observers 
spanned a wide range of three times more L as 
compared to M cones to one third as many L 
as compared to h4 cones. Another approach has 
been based on estimates deriving from curve fits 
required to make various sets of psychophysical 
data consistent one to another. Examples of this 
kind of analysis include Walraven’s (1974) and 
Smith and Pokorny’s (1975) estimates based on 
fits of the cone primaries to the luminosity 
function; Vos and Walraven’s (1971) estimate 
based on compa~sons of Weber fractions for 
the different Stiles n mechanisms; and Wal- 
raven’s (1974) estimate based on the relative 
heights of the spectral sensitivity functions of 
the cone primaries. These methods yield esti- 
mates of the relative numbers of L to J# cones 
which vary between 1.6 and 2.0. There are as 
yet no morphological criteria whereby L and M 
cones can be distinguished. Marc and Sperling 
(1977) used a histochemical assay to estimate 
that there were fewer L cones than M cones (in 
a ratio of 1:2) in the baboon retina. This 
estimate falls near one end of Rushton and 
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Baker’s range but is quite the reverse of the 
indirect estimates based on other human psy- 
chophysical results, as have been reviewed 
above. 

In our study we attempted a more direct 
psychophysical approach. When a tiny light on 
the order of 1 min arc is viewed by the fovea, its 
color appearance cannot always be predicted 
from the color appearance of a large patch of 
the same wavelength. Krauskopf (1964) re- 
ported that a 580 nm light subtending 1 min of 
visual angle did not have a stable color appear- 
ance from flash to flash but could appear red, 
green, yellow or white. Indeed, a range of 
wavelengths when presented as tiny, brief 0 @b N,_= 40 

flashes show this instability of color appearance 
from flash to flash (Walraven, 1962; Krauskopf, 0 NM= 21 

1978). We presented wavelengths between 520 
and 660 nm as stimuli of 1 min of visual angle 
and for 50 msec duration. All lights were set to 
a level so that they could be detected approx. 
70% of the time. Figure 1 shows a plot of the 
proportion of time a light of a given wavelength 
was seen as red or green for two of our observ- 
ers. (Lights seen as yellow or white have been 
excluded from this plot.) For most of these 
wavelengths, the color appearance of a light is 
sometimes judged to be red and at other times 
green. Only at the ends of this range is any light 

PL(x) > PM (xl FOR ALL VALUES OF II 

Fig. 2. This hypothetical patch of cones in human fovea 
centralis is shown to contain 40 L cones (stippled) and 21 
M cones (open). For such a mosaic it is readily seen that the 
probability of detecting a test spot falling on this patch 
would be greater if detection is mediated solely by the L 
cones as compared to that mediated solely by the M cones. 

exclusively called either red and never green or 
green and never red. 

: 
0 . 
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wavelength (nm) 

Fig. 1. Test lights subtending a visual angle of I min were 
presented in fovea centralis of observers CC and JN. All 
lights were set at an intensity to be seen approx. 70% of the 
time. The percentage of these lights seen as green (solid 
symbols) or as red (open symbols) is plotted as a function 
of wavelength of the light. For any given wavelength, these 
two percentages as plotted may not sum to 100, since those 
test flashes which were seen as yellow or white are not 
included, The test wavelengths ranged between 520 and 
660 nm. Except for the ends of this range, most wavelengths 

appeared red on some trials and green on others. 

Our interpretation of these observations goes 
as follows: Since the lights were tiny, each flash 
illuminated only a few cones, presumably 
slightly different ones from flash to flash, lead- 
ing to the differences in color appearance. These 
results are only suggestive. In order to exploit 
these observations so as to obtain estimates of 
the relative numbers of L to M cones, we 
developed a model which describes how the 
relative numerosity of a particular cone type 
affects the function measuring the probability of 
detection based on that cone type. In essence, 
the model relates the steepness of the detection 
function to the numbers of cones contributing 
to the detection of the test spot. The idea behind 
our model is illustrated in Fig. 2, which shows 
a hypothetical cone mosaic. For the purpose of 
the argument, this patch of cones is shown to 
contain roughly twice as many L as compared 
to M cones. For such a mosaic, it is easily seen 
that the probability of detection is greater if 
detection is mediated solely by L cones as 
compared to that mediated solely by M cones. 
We measured the probability of detection as a 
function of the intensity of such tiny lights upon 
either an L or iU cone isolating background, 
according to the method of Stiles (1978). This 
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allowed us to estimate the relative nmbers Of I., narrowband test, subtending l deg of visual 
to M cones in fovea centralis of six t~chromatic angle, were modulated sinusoidally out of phase 
color normal observers using three estimation by means of a rotating polarizer spinning be- 
procedures, each requiring additional elabor- tween two fixed out-of-phase polarizers and the 
ations of our basic model. A brief report of the light source. Neutral density filters and a wedge 
results for two of these six observers has been allowed the radiance of the test to be varied. The 
previously presented (Cicerone and Nerger, wavelength of the test was varied using inter- 
1985). ference filters (Ditric Optics). 

METHODS 

A standard radiometer/photometer (EC & G, 
450) was used for all calibrations. 

Observers Procedures 

Three females (CC, JN and W) and three 
males (EM, HA, and YP) served as observers. 
These observers were tested on anomaloscope 
matches and smali field color matches, which 
confirmed that they were color normal tri- 
chromats. All observers, except one female (W) 
and one male (HA), were emmetropic. Subjects 
W and HA were each mildly myopic (less than 
1.5 D correction) in the right eye which was used 
for these experiments, Optical corrections were 
applied for these two observers. 

Apparatus 

Two channels of a four-channel Maxwellian- 
view apparatus were employed for most of these 
experiments. One channel provided the back- 
ground field which subtended 12 deg of visual 
angle. Interference filters (Ditric Optics) were 
used to change the wavelength of the back- 
ground field. Placed in this channel was a glass 
plate with four small, opaque fixation dots 
arranged as the corners of a square whose 
diagonal extent spanned 3 deg of visual angle. 
The second channel provided the test field which 
appeared as a flash of 50 msec duration in the 
center of the array of fixation points. Precision 
pinhole apertures (Newport Corporation, PH 
series) of 25, 50 and 100,um were used in this 
channel to provide test sizes of 0.5, 1.0 and 
2.0 min arc in visual angle, respectively. The 
wavelength of the test was controlled by a 
monochromator (Instruments SA, H-20V). The 
radiance of light in the two channels was varied 
by means of neutral density filters and wedges. 
All optical components, as well as the bite bar, 
were firmly anchored to an optical table (New- 
port Corporation, MS series). The control of the 
experiment was aided by a computer (Apple 
IIE). 

retention of small covered tests upon c~~Qred 
backgrounds. The observer was dark adapted 
for 15 min. This was followed by a 5-min period 
of adaptation to the background light. The 
radiance of the background light was chosen to 
elevate the threshold for the test by 0.5 log unit 
above its dark-adapted value. The subject’s task 
was to detect the tiny test light. The subject was 
instructed to initiate each trial by pressing a 
button when ready and confident of accurate 
fixation. After the test light had been presented, 
the subject indicated whether the light was seen 
or not. Stimuli were presented in blocks of 20 
trials with the stimulus intensity chosen ran- 
domly for each block. 

For the main experiments, two conditions 
were presented in each experimental session. In 
one condition the test wavelength was of 520 nm 
and the background wavelength was of 640 run 
to provide the conditions favoring &f cone 
detection. In the second condition, the test 
wavelength was 640 nm with a background of 
520 nm, favoring detection by the .L, cones. The 
choices of wavelengths for tests and back- 
grounds were guided by the work of Stiles 
(1978) and by the results of the experiments of 
Fig. 1. The order of presentation of these condi- 
tions was randomized from session to session. 
Different combinations of test and background 
wavelengths, as noted below, were employed for 
the control conditions. 

The two other channels of the Maxwellian- 
view apparatus were employed for mea- 
surements of heterochromatic flicker photome- 
try. The broadband standard and the 

Heterochromatic flicker photometry. The ob- 
server was dark adapted for 15 min. The ob- 
server fixated a 1 deg test spot composed of a 
broadband standard and a light of variable 
wavefength flickered at 15 Hz in sinusoidal 
counterphase. Stimuli were presented according 
to a random staircase procedure with the radi- 
ance of the variable wavelength set by the 
expe~menter. On any trial, the observer indi- 
cated whether flicker was present or absent, 

Determinations of the best--tting theoretical 
sanctions. Determinations of the best-fitting the- 
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oretical functions for our measurements were 
made by a least-squares method (“zxssq” sub- 
routine from the IMSL Mathematical Library). 

RESULTS 

Isolation of L and M cones and measurement of 
the detection functions 

Since our reasoning was directly dependent 
on comparisons of the slopes of the detection 
functions and required that our background 
lights had adequately isolated the L and M 
cones, we first checked that the shapes of the 
detection functions remained stable with 
changes in the adaptation level in a range about 
our standard value. Any changes in slope with 
small changes in the intensity level of the adapt- 
ing light could result for at least two reasons. 
First, if a test and background combination we 
had chosen had not adequately isolated the cone 
mechanism of choice so that both L and M 
cones were contributing to the detection, then as 
the adaptation level was increased, we should 
have measured a decline in the slope of the 
detection function as greater isolation was 
achieved. Second, if our adapting backgrounds 
had significantly desensitized both L and M 

cc 4- 
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cones, and not only the intended cone class, 
then as the intensity of the background was 
increased, the numbers of cones contributing to 
detection should have declined, again producing 
a decline in the slope of the detection function 
with increasing intensity. Even if neither of these 
factors had played a role, if for any reason the 
slope of the detection function was affected by 
small changes in the adapting level, then our 
model linking the slope of the detection function 
to the number of cones contributing to detection 
would be less viable as a means for estimating 
the relative numbers of different cone types. We 
therefore measured the probability of detection 
as a function of the radiance of our test lights 
for three different levels, above and below our 
standard value, of the background light. These 
elevated thresholds 0.2, 0.5 and 0.8 log unit 
above the dark-adapted value. As Fig. 3 shows 
for observer CC, the slopes of the functions 
were virtually identical when measured under L 
or M cone isolation conditions. This set of 
experiments was also conducted for observer 
JN, whose results are also shown here. 

Another test of the adequacy of our chosen 
stimulus conditions was conducted in the fol- 
lowing way. We measured detection thresholds 
using a 575 nm test presented upon either the 
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Fig. 3. Shown are measurements of the probability of detection as a function of the radiance of the test 
lights under A4 (solid symbols) and L (open symbols) cone isolation conditions. The adapting backgrounds 
were chosen to elevate thresholds for the test 0.2 (squares), 0.5 (circles), and 0.8 (triangles) log unit above 
the dark-adapted value. The slopes of the detection functions are seen not to change for this range of 

adaptation. 
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red background used for isolation of M cones or 
upon the green background used for isolation of 
L cones. If the choice of test wavelengths 
affected the detection functions significantly 
(perhaps due to chromatic aberration of the eye, 
for example) then changing the test wavelength 
would be expected to change the slope of 
the detection function. If, however, the chosen 
backgrounds provided adequate isolation of 
each cone type, and optical and other preretinal 
factors did not come into play in any significant 
way, then the detection functions should not 
depend on the specific wavelength of the test. 
Figure 4 shows that when a test was detected 
upon the red background chosen to isolate M 
cones, the detection function measured with a 
575 nm test was nearly identical to that mea- 
sured with a 520nm test. Also, when detection 
was measured with a green background de- 
signed to isolate L cones, the 575 nm and the 
640 nm tests provided closely similar results. A 
more quantitative comparison based on the 
method, described below, of finding the best- 

test . 520~11 

5 
F 

E 0 
= 
cl 

s 

0 0.2 0.4 0.6 0.6 1.0 1.2 
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Fig. 4. Detection functions were measured using a 575 nm 
test presented upon either the red background used for 
isolation of M cones (solid triangles) or upon the green 
background used for isolation of the L cones (open tri- 
angles). These functions are compared to the results using 
our standard 520nm test upon the red background (solid 
circles) and the 640 nm test upon the green background 
(open circles). The detection functions measured upon the 
red background are similar whether the test light was 
of wavelength 520 or 575 nm. The detection functions 
measured upon the green background are similar for test 
lights of wavelength 640 or 575 nm. The smooth curves are 
the theoretical functions chosen to best fit the measurements 
from the standard conditions (circles) and are identical to 

those shown in Fig. 7. 

fitting theoretical functions for the mea- 
surements of Fig. 4 confirmed that the particu- 
lar choices of the wavelengths of the test lights 
did not bias our results. Details of this com- 
parison are deferred until after the description 
of the complete model. 

A remaining concern was that the few Scones 
observed in central fovea by anatomical pro- 
cedures (Ahnelt et al., 1987) may contribute to 
detection under our M cone isolation condi- 
tions, for which the test light is of wavelength 
520 nm. If this were the case, we would over- 
estimate the number of M cones, but the ex- 
pected error in any case is small, since no more 
than 1 in 20 cones in fovea centralis is an S cone. 
The involvement of S cones in the detection of 
the 520 nm test is unlikely since under the 
conditions of our experiment, S cone sensitivity 
to the 520 nm test is two orders of magnitude 
less than that of M cones. Furthermore, the 
experiments conducted with either a 575 nm or 
a 520nm test upon a red background provide 
evidence against the involvement of S cones, 
since the shapes of the detection functions in 
these two conditions are nearly identical. S 
cones are almost surely not involved in de- 
tection of the 575 nm test, and the virtual iden- 
tity of the detection functions lends credibility 
to the assumption that they are not involved in 
our standard M cone isolation conditions using 
a 520 nm test. 

Estimates based on test sizes yielding matching 
detection functions 

Our first estimation procedure followed the 
logic illustrated in Fig. 2. If a test light is 
increased in size, then the number of cones 
contributing to the detection of the test light 
should increase accordingly. When the detection 
function obtained under M cone isolation con- 
ditions matches that obtained under L cone 
isolation conditions, then the numbers of cones 
contributing to the detection of the test lights 
must be equal. If the match is attained when the 
test lights are of equal size, this must imply that 
the relative numbers of L and M cones are 
equal. If the match in detection functions is 
attained for unequal sizes, however, then the 
smaller test size must be associated with the 
more numerous population. Since the cones are 
of finite size, a simple comparison of the areas 
of the matching test lights will not yield an 
accurate estimate of the relative numbers. In- 
stead, the dimensions of the cones need to be 
considered in the estimation. For this purpose, 
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TEST SIZE 0.5’ I .O’ 2.0’ functions match when L cones are detecting a 

I-min test and M cones are detecting a 2-min 
test. Here we can only specify a range of pos- 
sible values, since there is uncertainty in the 
exact numbers of cones illuminated by the test 
lights as noted above. For observers EM and 
VV the deteetion functions for L cones mea- 

TOTAL HUM Bf R 
OF CONES 2-3 5-7 14-16 
ll&W#NBTED 

:UM&& OF 2 

NUMBER OF 
M CONES t 

% 4-5 9-11 

2 4-5 

L CONE ISOLATION, I’ TEST= M CONE IJOLATION. 2’ MST 

sured with a 1 min test is steeper than that for 
,w cones measured with a 2 min test; therefore, 
the ratio of L to M cones for these observers 
must be greater than for CC or JN. The results 
for observer HA indicate a ratio less than or 
possibly equal to two. Observer YP’s results are 
consistent with the lowest proportion of C to jM 

- NUMBER DF M CONES 

NUWER OF L CONES ~ 2 cones (less than two), since the difference be- 
tween the detection functions measured under 

Fig. 5. Iffustrated here is the logic behind the experiments M and L cone isolation with the same size test 
described in this section. In our idealized cone mosaic, the 
separation between cone centers is unifa~liy 0.5min arc, 

of I min in diameter is smallest for this observer. 

the cones are hexagonally packed, and there are roughly 
twice as many L cones (stippled) as M cones (open). The 

E~~i~~~~~ based on ~~~~~~~~~~s of ;he .skyxs af 

retinal image of the variously sized tests are transformed by 
the detection firPctim.x 

an optical spread function to produce the retinal images as In order to refine our estimation procedure 
shown. ff the detection function measure with a test 1 min 
in diameter under L cone isolation conditions matches that 

we extended our model to require that a test 

measured with a 2 min test under M cone isolation condi- 
Rash which delivers an average number of 

tions, then the same number of cones must be contributing quanta (x) will be detected if any one of the 
to detection of each of these tests. An estimate of the relative number (N) of illuminated cones attains a 
numbers of L to &f cones is obtained as the ratio of tke total. specified quantum catch. Then, the probab~i~ty 

numbers of cones ~l~urn~nated by these tests. of detection (P) can be expressed in terms of Q, 
the probability that any one cone has not caught 

we used anatomical results on the total numbers the required number of quanta, as follows: 
of cones in the human fovea centralis (Os- 
terberg, 1935; Miller, 19’79; Curcio et al., 1987). 

P(x) = 1 - Q(X),‘_ (1) 

Using a mosaic with 0.6 min arc separation What this equation expresses is that a test will 

between cone centers, we can estimate the total be detected if any one of the N cones iIluminated 

number of cones illuminated by a test of any by the flash catches the required number of 

given size. As illustrated in Fig, 5, the corre- quanta. The slope of the function can be ex- 

sponding retinal image, obtained by con- pressed as: 

volution of the test aperture with the optical 
spread function of ~rnpbe~~ and Gubisch 

dP(x) = -NQ(x)” .” ’ d&(x)+ 

(1966), when placed on the mosaic allows one to These equations can be separately written for L 
estimate the total number of cones illuminated. and .&I cone detection under our isolation pro- 
The relative numbers of L, cones as compared to cedures. Then, under the assumption that the 
k$ cones can be obtained as the ratio of total value of Q is the same for L and M cones for 
numbers of cones ill~mjnated under L and M a fixed value of the variable X, we can express 
cone isolation conditions for which the de- the ratio of the number of L cones (NJ to the 
tection functions are identical. In the example of number of iw cones (NM) as follows: 
Fig, 5 detection under L cone isolation with a 
test size of 1 min arc matches that under M cone ~~~~~ = (d~~~d~~)(~ - P,)l(J - PL). (2) 

isolation measured with a test of 2 min arc. We have achieved an expression for the relative 
Associated with these test sizes are cone counts numbers of L to M cones which is dependent 
of 5-7 and 14-16, respectively, yielding a ratio upon the slapes of the detection functions and 
near 2. the probabilities of detection. The probabilities 

We conducted this experiment for aI1 six of of detection are exactly what we meas~ed, and 
our observers (Fig, 6). The estimate for observ- the stopes of the detection functions can be 
ers CC and JN was 2.0-2.3 since the detection 

_ 
obtained as two-point estimates for a number of 
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Fig. 6. Shown here are results for experiments designed to determine the test sizes yielding matching 
detection functions under M and L cone isolation unctions. The test size used under L cone isolation 
conditions was 1 mm in diameter (open circles). Under M cone isolation conditions, measurements were 
made with tests of diameter of 0.5 min (solid triangles), 1 min (solid circles) or 2 min (solid S~U~RS). A 

match between the detection functions measured with a 2 min test under M cone isolation and a 1 mm 
test under L cone isolation is produced for observers CC and JN, indicating an equal number of cones 
contributing to detection of the tests in these two conditions. As explained in the text, this result is 
consistent with a fovea1 mosaic containing between 2.0 and 2.3 L cones for each M cone. Results for 
observers EM and W indicate that more L cones contribute to the detection of a 1 mm test as compared 
to the number of M cones contributing to a 2 min test, by comparison of the respective detection functions, 
indicating an L to M ratio greater than 2. Observer HA’s results indicate a ratio less than or equal to 
2. Observer YP’s results are consistent with the lowest proportion of L to M cones (less than 2) since the 
difference between the detection functions measured under M and L cone isolation with the same size test 

of 1 min diameter is smallest for this observer. 

values of the variable X. These two-point esti- 
mates are reasonable estimates of the slope of 
the function in its nearly linear portion. The 
values for the L to M cone ratio obtained by 
means of equation (2) for a number of values of 
the variable x (in the nearly linear portion of the 
detection function) were averaged to obtain our 
second estimate. The values obtained for each of 
our observers were as follows: 2.06 for CC; 2.01 
for JN; 1.41 for YP; 2.24 for EM; 2.16 for W; 
and 2.08 for HA. 

Estimates based on the best-fitting theoretical 
functions 

We added further definition to our model by 
assuming that the absorption of quanta in any 
cone follows a Poisson process (Hecht et al., 

1942; Brindley, 1963; Marriott, 1963). This al- 
lowed us to specify that: 

Q(x) = C(e-*x&/k!), (3) 

where the summation runs from k = 0 to 
k = (m - 1) and m is the required number of 
quanta to activate a cone. Our choice of the 
value of 172 was guided by the results of Marriott 
(1963) which set a lower bound of 5 for this 
number. Our measurements were best fit by a 
choice of M equal to 6. Equation (3) in com- 
bination with the basic model expressed in 
equation (1) allowed us to find best-fitting 
theoretical functions for our measured detection 
functions. The best-fitting functions as com- 
pared to our measurements are shown in Fig. 7 
for our six observers. The values of NL and IV,,, 
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Fig. 7. The ~st-fitting theoretical functions (smooth curves) derived from equation (3) ailowed us to 
obtain estimates of the numbers of canes ~ont~buting to detection of a test of 1 min in diameter under 
L and M cone isolation conditions. The results for M cone isolation conditions are plotted as closed 
symbols, for L cone isolation as open symbols. The error bars indicate the between-day SEM. The 
numbers of estimated L cones (I?&) and M cones (Nkf) are shown next to the associated detection function. 

associated with these ~st-~tting functions gives 
us another way to estimate the relative numbers 
of L and M cones, The values we obtained for 
each of our observers were as foflows: 2.07 for 
CC; 1.99 for JN; 1.51 for YP; 2.47 for EM; 2.39 
for W; and 1.90 for HA. 

The values obtained by means of each of the 
estimation procedures for each of our observers 
are listed in Table 1. 

We estimated the total number of cones illu- 
minated by our test of 1 min of visual angle by 
summing our estimates of the numbers of L and 
M cones. These values are shown in Table 2 for 
each of our six color normal observers. By 
comparison, anatomical results provide an esti- 
mated range of five to seven cones, likely to be 

illuminated by the retinal image of a test spot of 
1 min in diameter. The retinal image corm- 
sponding to this 1 min test was estimated as 
before by ass~ing the optieal spread function 
of Campbell and Gubisch (1966). The density of 
cones in fovea centralis for each of our six 
observers was then calculated. Figure 8 shows 
the mean cone density obtained for our six color 
normal observers as compared to the anatomi- 
cally derived estimates of Osterberg (1935), 
Miller (1979), and Curcio et af. (1987). We have 
also applied these methods to obtain cone den- 
sity in fovea centralis of dichromatic observers 
(Cicerone and Nerger, 1986). The mean values 
obtained for these dichromatic observers are 
also plotted in Fig. 8. Xn addition, for CC, 
estimates of total numbers of L and M cones in 
Iocations at OS, 1 .O, 2.0 and 4.0 deg eccentricity 

Table 1. Relative numbers of L to M cones In fovea eentralis 

Observers 
Estimates based on: CC JN YP EM VV HA 

Test sizes giving matching 
detection fufictions 2.0-2.3 2.0-2.3 42.0 S-z.0 > 2.0 62.0 

Ratio of slopes of 
detection functions 2.06 2.01 1.41 2.24 2.16 2.08 

Rest-fitting theoretical 
functions 2‘07 1.99 1.51 2.47 2.39 1.90 
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Fig. 8. The total number of cones illuminated by our test of 1 min diameter can be estimated as the sum 
of the numbers of L and M cones obtained by our previous estimates. The density of cones in fovea 
centralis can then be easily calculated. Plotted here are the anatomical results of Osterberg (straight and 
dashed lines), Miller (open triangle) and Curcio et al. (open circle) as compared to the results of our study. 
Shown here are the mean values obtained from our sample of six trichromatic observers (solid square) 
and from a sample of six dichromats (solid triangle), as well as the values for trichromat CC (solid circle) 
for whom we obtained estimates in fovea centralis and at eccentricities of 0.5, 1.0, 2.0 and 4.0deg. 

were obtained. Measurements were made as 
before but with a 580 nm test upon a blue-green 
background, chosen to favor detection by L as 
well as M cones, and to eliminate the rods and 
S cones from contributing to detection. Esti- 
mates of total numbers of L and A4 cones were 
obtained by means of the best-fitting theoretical 
function as detailed above. Results are plotted 
in Fig. 8 without correcting for S cones. Overall 
the comparisons to the anatomical results are 
reassuring, and lead us to be confident of our 
estimation procedures. 

Predicted spectral eficiency functions 

Shown in Fig. 9 are comparisons of the 
spectral efficiency functions measured by het- 

Table 2. Number of cones in fovea centralis contributing to 
detection of a 1 min test spot 

Observers 

cc 
JN 
YP 
EM 
w 
HA 

Test I/background 1 Total cones 
5201640 640/520 (L+W 

I .96 4.05 6.01 
1.91 3.80 5.71 
2.54 3.83 6.37 
1.77 4.37 6.14 
1.87 4.46 6.33 
1.86 3.54 5.40 

erochromatic flicker photometry for three ob- 
servers. Deuteranope LH’s results are compared 
to the Smith and Pokorny (1972) fundamental 
L function, protanope KG’s results to the M 
function, and trichromat CC’s results to the sum 
of the L and it4 functions, in the proportion 2.07 
to 1.00, as dictated by our estimates of the 
relative numbers of these cone types in the fovea 
for this observer. The generally accepted model 
is that the flicker photometric value of a light is 
given by the weighted sum of the signals from 
the L and A4 cones (e.g. Eisner and MacLeod, 
1981). Here we have applied weighting factors 
which solely reflect our estimate of the relative 
numbers of L to M cones, ignoring such pos- 
sible factors as differences in the gain of the 
neural pathways of the different cone types. The 
fits of the measurements to the predicted func- 
tions are shown to be satisfactory for these 
observers. 

DISCUSSION 

We have obtained estimates of the numerosity 
of L as compared to A4 cones in six color normal 
trichromatic observers. These estimates ranged 
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Pig. 9. The spectral efficiency functions for trichromat CC 
(open circles), deuteranopc LH (solid triangles), and pro- 
tanope KG (solid circles) were measured by the method of 
heter~hromatic flicker photome~. The dashed line is the 
Smith and Pokoruy iw fundamental, the dot-dashed line is 
the L fundamental, and the smooth curve is the linear sum 
of L and M fundamentals in proportion 2.07 to 1.00, 
reflecting our estimate of the relative numbers of L to h4 
cones for observer CC. Error bars indicate the between-day 

SEM. 

between a factor of 1.46 to 2.36 more L as 
compared to AI cones in human fovea centralis. 
The range of values we obtained overlaps the 
range of earlier estimates based on modeling 
procedures designed to make various psycho- 
physical data sets consistent one to another 
(Vos and Walraven, 1971; Walraven, 1974; 
Smith and Pokomy, 1975), and our mean value 
is virtually identical to the ratio proposed by 
Vos and Walraven (1971) and Walraven (1974). 
We have sought to verify our estimates by 
comparing the total numbers of L and M cones 
we obtained to anatomical estimates of the total 
numbers and densities of the cones in human 
fovea (Fig. 8). This comp~son in the fovea, as 
well as at a number of eccentric locations, shows 
a close correspondence between our psycho- 
physical results and the anatomical results of 
others (Osterberg, 1935; Miller, 1979; Curcio et 
al., 1987). 

The generally accepted model for spectral 
efficiency which linearly combines the quantum 
catches in L and M cones was applied in its 

simplest form, using only the proportion of L to 
M cones as weighting factors, to predict the 
function as measured by heterochromatic flicker 
photometry for one color normal observer 
(Fig. 9). We showed a reasonable match be- 
tween the predicted functions and measure- 
ments, thus lending credibility to this model for 

flicker photometric sensitivity, as well as to our 
estimates of the relative numbers of L and M 

cones. 

Our conclusions are dependent on the extent 
to which we have succeeded in adequately iso- 
lating the L or N cones in each of our con- 
ditions so that detection is not contaminated by 
contributions from quanta caught in other than 
the intended cone type. The experiments of 
Fig. 3 provide experimental evidence that this 
was achieved, inasmuch as the slopes of the 
detection functions were stable for a range of 
adapting intensities around the value we used. 
On the contrary, if proper isolation had not 
been attained, then as the intensity of, say, the 
red background was increased, more L cones 
should have been eliminated from contributing 
to detection, and the slopes of the detection 
functions would be expected to decline. 

We also conducted the following control ex- 
periment (Fig. 4) to buttress this argument. We 
measured detection functions using a 575 nm 
test light upon either the green background used 
for isolation of L cones or upon the red back- 
ground used for isolation of M cones. If the 
backgrounds we had chosen adequately isolated 
L and M cones, then the slopes of the detection 
functions measured with a 575 nm test should be 
determined by the wavelength of the back- 
ground and would be expected to match those 
measured with the red and green tests, respeet- 
ively. Indeed, this was our result. When the 
method using best-fitting theoretical functions 
was applied to the detection functions of Fig. 4, 
the following values were obtained as estimates 
of the number of cones contributing to de- 
tection: upon an A4 cone isolating background 
of 640 nm, the estimated number of cones con- 
tributing to the detection of a test of 1 min 
diameter was 1.96 if its wavelength was 520 nm 
and 1.80 if its wavelength was 575 nm. Upon an 
L cone isolating background of 520 nm, the 
estimated number of cones contributing to de- 
tection was 4.05 if the test wavelength was 
640 nm and 3.81 if the test wavelength was 
575 nm. These values yield relative numbers of 
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L to A4 cones estimated at 2.07 and 2.12, 
respectively. 

The experiments of Figs 3 and 4 were also of 
importance in making the converse point, 
namely, that the backgrounds we used were not 
likely to have significantly desensitized the cone 
class of interest. This is an important point to 
consider for the following reason: if this had 
occurred, we might have underestimated the 
numbers of L or it4 cones, since all the cones of 
interest might not have contributed to the de- 
tection of the test. In our favor, the results show 
no change of slope for a reasonable range of 
intensity levels of the background (Fig. 3) and 
when the wavelength of the test is not optimal 
for the cone class of interest (Fig. 4). Hence, it 
is unlikely that the cone class of interest was 
significantly desensitized. 

same for L and A4 cones, provided, as was the 
case in our experiments, the colored back- 
grounds have comparable effects upon the L 
and M cones. 

Thus, these two sets of experiments allow us 
to conclude that we have not erred significantly 
in either overestimating or underestimating the 
relative numbers of L to M cones in the human 
fovea centralis. 

The second version of our model allowed us 
to obtain numerical estimates of the relative 
numbers of L and M cones based on the slopes 
of the detection functions, in exchange for the 
assumption that if any one of the illuminated 
cones absorbed the required number of quanta, 
then the test was detected. According to this 
assumption, under the conditions of our experi- 
ments each cone in fovea centralis is an indepen- 
dent detector, and the usual rule of probability 
summation applies to the small number of cones 
illuminated by our test light. These model as- 
sumptions are similar to those made by Brindley 
(1963) and Marriott (1963) to estimate the 
number of quanta required for detection by 
cones and by Krauskopf and Srebo (1965) and 
Krauskopf (1978) to estimate the spectral sensi- 
tivities of the cone mechanisms and to specify 
the nature of the detection process. 

The results of the experiments with a 575 nm 
test detected upon either an M or L cone 
isolating background also give us assurance 
that preretinal factors, such as chromatic aber- 
ration, for example, did not significantly distort 
our results. If these factors had entered into the 
measurements in any significant way, then the 
stability of the slopes of the detection functions 
which we obtained would not be predicted. 

SpeciJic aspects of the model 

The third version of our model allowed us to 
obtain estimates, not only of the relative num- 
bers of L to M cones, but also of the numbers 
of cones contributing to detection of the test 
under L as well as M cone isolation conditions. 
We obtained these estimates by assuming that 
quanta1 absorption follows a Poisson process. 
The parameters of the best-fitting theoretical 
functions then yielded our estimates of the 
numbers of cones contributing to detection of 
the tests. 

The core version of our model, illustrated in The three methods produced estimates of the 
Figs 2 and 5, is satisfying in that it is indepen- relative numbers of L to M cones which were 
dent of a number of specifications which were tightly clustered for any given observer (Table 
used in our subsequent elaborations of this basic 1). The distinct advantage of the estimates based 
model. These include the specific detection rule, on the third version of the model was that the 
the extent of pooling among the stimulated sum of the estimates of the numbers of L and 
receptors, and the number of quanta required to M cones derived from this version of our model 
excite a single cone, each of which we will can be compared to the anatomical estimates of 
subsequently discuss in detail. We emphasize the total number of cones which are contained 
here, that the conclusions based on this model in the retinal image of our test spot, in human 
are nearly agnostic as to these kinds of assump- fovea centralis. As shown in Fig. 8, this com- 
tions. The estimate, based on the results shown parison is satisfactory, and therefore validates 
in Fig. 6, that the relative numbers of L to M our model and our estimates. It should be noted 
cones present in human fovea centralis are that although the second and third versions of 
approximately in the ratio of 2: 1, depends on the model would not be expected to yield 
two rather mild assumptions. First is that the differences in the estimated relative numbers 
quantum efficiency of the L cones (and M cones) of L and M cones, our estimates of the total 
does not change for the small range of test numbers of cones obtained by our third pro- 
radiances we explored. Second is that any cedure need not necessarily have matched the 
neural factors involved in the detection of near anatomical results so closely. An underestimate 
threshold lights of the tiny sizes we used are the of the total numbers of cones could have oc- 
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curred, for example, if our assumption of cones 
as independent detectors was seriously flawed. If 
detection thresholds were determined by a pool 
of cones rather than by independent pathways 
stemming from single cones, then the third 
procedure is likely to underestimate the number 
of cones contributing to detection of the test. 
Provided that the number of cones contributing 
to a pool is the same for L and M cones, this 
would not affect our estimates of the relative 
numbers of cones, only our estimates of the 
total numbers of cones contributing to detection 
of the test. Additionally, if our assumptions on 
the extent of optical spread (Campbell and 
Gubisch, 1966) had been incorrect, then our 
estimates might have deviated significantly from 
the anatomical estimates of total cone density. 

Some of these assumptions may fail to hold 
for extrafoveal cones, for which psychophysical 
results indicate a fair degree of pooling of 
signals for detection and for which there is 
ample anatomical evidence for many-to-one 
connections of cones to flat bipolars. Thus, the 
assumption of cones as independent detectors is 
especially vulnerable for modeling detection by 
cones outside the fovea. In this regard, some 
support for the notion that cones in the fovea 
centralis act as independent detectors in the 
sense required by our model is given by our 
results showing a good match of our estimates 
of total cone density to that estimated in 
anatomical studies (Fig. 8). 

Any differences in the direction of gaze from 
trial to trial would result in a different set of 
cones being illuminated by our test spot and 
thus the sample of L or M cones contributing to 
detection of the test would not be the same from 
trial to trial (Fig. 1). In this sense, the estimates 
we obtain from our model must be assumed to 
be mean values over all the possible slightly 
different placements of the image of the test spot 
due to any variability in the direction of gaze 
from trial to trial. To our knowledge there are 
no direct measurements which bear on our 
experimental situation. The r.m.s. deviation in 
the direction of gaze as measured over sustained 
(half a second or longer) attempts at fixation is 
small, estimated to be between 2 and 4 min arc 
(e.g. Steinman, 1965; Ditchbum, 1973). Snod- 
derly and Kurtz (1985) estimated between-trial 
variability in the direction of gaze by measuring 
a final eye position as the mean of samples taken 
every 5 msec in the last 200 msec of trials lasting 
many seconds. Assessed in this way, their esti- 
mate is that the standard deviation of the direc- 

tion of gaze in horizontal and vertical directions 
is between 2 and 6 min arc. In our experiments, 
the observer initiated a trial only when sure of 
accurate fixation, so that between-trial vari- 
ability in direction of gaze might be smaller than 
these estimates. An indirect estimate of 2.5 min 
arc r.m.s. deviation in direction of gaze in an 
experimental situation close to ours (self- 
presentation of test flashes, 50msec test flash 
durations) was obtained by modeling the spatial 
variations in sensitivity of S cones which are 
sparsely distributed in the retina (Williams et 
al., 1981). This range of variability in the direc- 
tion of gaze from trial to trial roughly spans a 
distance of four cones, assuming a center-to- 
center spacing among the cones of 0.6 min arc 
(Miller, 1979). Under our experimental condi- 
tions, with a test of 1 min arc in diameter, our 
expectation is that roughly six out of this pool 
of about 15 cones in fovea centralis are sampled 
on any one trial. Of course, our selective adap- 
tation procedure raises the threshold of selected 
classes of cones, so that not all illuminated 
cones contribute to detection of the test. It 
should be noted that although we have taken 
advantage of this difference in direction of gaze 
from trial to trial, so that we can assume a 
random sample of the cones over trials, we have 
not specifically incorporated this source of vari- 
ability into our expression for the psychometric 
functions. 

It is perhaps worth noting here the basic 
differences in our approach and model to that 
employed by Williams et al. (1981) to estimate 
the distribution of the S cones in the human 
retina. The psychophysical estimation of the 
distribution of S cones in the human fovea 
presented by Williams et al. (1981) used to 
advantage the scarcity of this cone type. Using 
tiny, brief, violet test lights spaced 4 or 5 min arc 
apart and presented on a long-wavelength back- 
ground, they measured large spatial variations 
in S cone sensitivity, with discrete peaks spaced 
roughly 10 min arc apart in peripheral regions 
of the fovea. They argued convincingly that 
these peaks represented individual S cones. We 
approached our task in estimating the density of 
L and M cones in fovea centralis in a different 
way. Far from being sparsely distributed, the L 
and M cones are densely packed, and reliably 
and consistently picking out individual ones of 
these would be nearly impossible due to optical 
considerations and the expected trial-to-trial 
variability in direction of gaze. We therefore 
used a model which would take into account the 
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contributions of several cones of a single class to 
the dete~nation of threshold and tailored 
e~~~rn~ntal conditions according to this model 
in order to obtain our results. 

The results from our six observers yielded 
mean values for the relative numbers of L to M 
cones of 1,99 (SEM 0.13) by the ratio of slopes 
method and 2.05 (SEM 0.16) by the best-fitting 
function method, The different methods gave 
consistent estimates for each individual subject 
(Table I). Qur results are consistent with the 
generalization that in color normal trichr~matic 
observers the number of L cones exceeds the 
number of M cones by a mean value near 2: 1, 
with a range of individual va~ability of 
1.46-2,M. 

This range is modest as compared to that of 
DeVries (1948) who estimated the relative num- 
bers of L to M cones by the ratio required to fit 
an individual’s flicker photometric function. 
DeVries estimated a range of 0.59-400 of indi- 
vidual va~ability. This eno~ons range can be 
qu~tioned on the follo~ng grounds. Altho~~ 
an individuals L to N cone ratio may reason- 
ably be used to predict the luminous efficiency 
function in order to assess the consistency and 
predictive capability of the estimated ratio (Fig. 
9), it is not strai~~fo~ard to achieve the 
reverse. Reliable estimates of the relative num- 
bers of L to .M cones are not easily derived by 
analysis of an individ~~s photopic luminous 
efficiency function. This can be appreciated if 
one considers calculations of luminosity func- 
tions obtained as the sum of the contributions 
oft and M cones, with weighting factors repre- 
senting the L to M cone ratio and ranging, for 
example, between 1.5 and 2.5, The resulting 
functions vary little; and when no~aliz~, the 
hong-wavelength portions (up to 660 nm) differ 
by no more than 0.07 log unit. At best, this is 
barely enough to span the usual variability in 
the psychophysical measurements made by het- 
erochromatic flicker photometry. The uncer- 
tainty attached to this method of attaining the 
proportion of L to M cones was probably 
compounds in DeVries’ (1948) e~~~rnents by 
the fact that he estimated flicker photomet~c 
functions with measurements made at only two 
wavelengths, 550 and 660 nm. 

Our range of individual va~abiiity in the 
relative numbers of L to M cones can also be 
compared to that obtained by Rushton and 

Baker (1964) who reported estimates for their 21 
male observers with a range of&33-3.00 for the 
ratio of L to M cones. Rushton and Baker 
ar&& at this inclusion by ~su~ng that the 
ratio of the numbers of L to M cones was 
proportional to the ratio of the density of 
e~~rola~ as compared to chlorolabe mea- 
sured at 535 nm, the erythrolabe measur~ent 
having been made after a bleach with a green 
light and the chlorolabe after a bleach with a red 
light. As these researchers themselves were care- 
ful to point out, their estimate ~tablishes only 
the lower and upper bounds consistent with 
their measurements of pigment densities. This is 
because the pro~rtionality constant which 
must be applied to the densitome~c ratio to 
obtain the numerical ratio af the cones is not 
easily dete~ined~ since under their experi- 
mental conditions the red and green bl~ching 
lights almost surely produced quanta1 absorp- 
tions in both L and M cones. Thus, the density 
of erythrolabe, after the bleach with the green 
light is not available in full strength, and neither 
is the density of chlorolabe after bleaching with 
the red light. The large range obtained by 
Rushton and Baker f 1964) for the numbers of L 
to M cones cannot be safely assigned entirely to 
individual variability among color normal ob- 
servers, but may, at least in part, be due to the 
large range in the bounda~es of estimation that 
their methodology allows. 

For a number of reasons, as discussed above, 
we have ex~~rne~tal evidence giving us a mea- 
sure of assurance that our methods do not cause 
us to si~i~cantly overestimate or underestimate 
the relative numbers of L and M cones. We find 
a mean value of near two L cones for each M 
cone in fovea centralis of six color normal 
human observers, who show individual vari- 
ability but in each case the results are consistent 
with more L than M cones composing the 
retinal mosaic of central fovea, 

Acknowk&m?m-This work was supported by the 
National Science Foundation (BNS-8512344 and BNS- 
8796207 to CMC). 

Ahnelt P. K., Koib H. and Piiug R. (f987) ~~~n~~tion of 
a subtype of cone photoreceptor, likely to be blue- 
sensitive, in the human retina. J. mnp, Neural. 2!55,1&34. 

Brindley G. S. (1963) The relation of frequency of detection 
to intensity of stimulus for a system of many independent 
detectors each of which is stimulated by m-quantum 
coincidencte. J. Physioi., iAnd. 149,412-415, 



128 CAROL M. CICERONE 

Campbell F. W. and Gubisch R. W. (1966) Optical quality 
of fhe human eye. J. Physiol., L.ond. 186, 558-578. 

Cicerone C. M. and Nerger J. L. (1985) The ratio of 
long-wavelength-sensitive to middle-wavelength-sensitive 
cones in the human fovea. Invesr. Ophihal. visual Sci. 
(Suppl.) 26, 11. 

Cicerone C. M. and Nerger J. I_. (1986) The density of cones 
in the dichromatic fovea. Invest. Ophrhal. visual Sci. 
(Suppl.) 27, 292. 

Curcio C. A., Sloan K. R., Packer O., Hendrickson A. E. 
and Kalina R. E. (1987) Distribution of cones in human 
and monkey retina: individual variability and radial 
asymmetry. Science, N.Y. 236, 519-582. 

deMonaste~o F. M., McCrane E. P., Newlander J. K. and 
Schein S. J. (1985) Density profile of blue-sensitive cones 
along the horizontal meridian of macaque retina. Ino&. 
Ophthal. visual Sci. 26, 289-302. 

DeVries H. L. (1946) Luminosity curve of trichromats. 
Nature, Land. 157, 736-737. 

DeVries H. L. (1948) The heredity of the relative numhrs 
of red and green receptors in the human eye. Genetica 24, 
199-212. 

Ditchburn R. W. (1973) Eye Movements and Visual 
Petcepkm. Clarendon Press, Oxford. 

Eisner A. and MacLeod D. I. A. (1981) Flicker photometric 
study of chromatic adaptation: selective suppression of 
cone inputs by colored backgrounds. J. opt. Sot. Am. 71, 
705-718. 

Hecht S., Shlaer S. and Pirenne M. H. (1942) Energy, 
quanta, and vision. J. gen. Physiol. 25, 819-840. 

Krauskopf J. (1964) Color appearance of small stimuli and 
the spatial distribution of color receptors. J. opf. Sot. Am. 
54, 1171. 

Krauskopf J. (1978f On id~tifying detectors. In visual 
Psychophysics and Physiology (Edited by Armington 
J. C., Krauskopf J. and Wooten B. R.). Academic Press, 
New York. 

Krauskopf J. and Srebro R. (1965) Spectral sensitivity of 
color mechanisms: derivation from fluctuations of Color 
appearance near threshold. Science, N.Y. 1%,1477-1479. 

and JANICE L. NERGER 

Marc R. E. and Sperling H, G. (1977) Chromatic organ- 
ization of primate cones. Science, N.Y. 196, 454456. 

Marriott F. H. C. (1963) The fovea1 absolute visual 
threshold for short flashes and small fields. J. Physiol., 
Land. 169, 41&423. 

Miller W. H. (1979) Ocular optical filtering. In Handbook of 

Sensory Physiofogy, Vol. VlI/Ga (Edited by Autrum H., 
Jung R., Lowenstein W. R., Teuber H. L. and Mackay 
D. M.). Springer, Berlin. 

Osterberg G. (1935) Topography of the layer of rods and 
cones in the human retina. Acta Ophthal. (Suppl.) 6, 
l-103. 

Rushton W. A. H. and Baker H. D. (1964) Red/green 
sensitivity in normal vision, Vision Res. 4, 75-85. 

Smith V. C. and Pokorny J. (1972) Spectral sensitivity of 
colorblind observers and the cone pigments. Vision Res. 
12, 2059.-2071. 

Smith V. C. and Pokorny J. (1975) Spectral sensitivity of the 
fovea1 cone photopigments between 400 and 5OOnm. 
Vision Res. 15, 161-171. 

Snodderly D. M. and Kurtz D. (1985) Eye position during 
fixation tasks: comparison of macaque and human. Vision 
Res. 25, 83-98. 

Steinman R. M. (1965) Effect of target size, luminance, 
and color on monocular fixation. J. opt Sot. Am. 55, 

1158-I 165. 
Stiles W. S. (1978) ~echan~ms of Colour Vision. Academic 

Press, London. 
VOS J. J. and Walraven P. L. (1971) On the derivation of the 

fovea1 receptor primaries. Vision Res. 11, 799-818. 

Walraven P. L. (1962) On the mechanisms of colour vision. 
Thesis, University of Utrecht, Institute for Perception, 
Soesterberg. 

Walraven P. L. (1974) A closer look at the tr~tanopic 
convergence point. Vision Res. 14, 1339-1343. 

Williams D. R., MacLeod D. I. A. and Hayhoe M. M. 
(1981) Punctate sensitivity of the blue-sensitive mech- 
anism. Vision Res. 21, 1357-1375. 




