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ABSTRACT OF THE DISSERTATION
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Professor Shimon Weiss, Chair

Plasmonic nano-objects have shown great potential in enhancing sensing, energy transfer

and computing, and there has been much effort to optimize plasmonic systems and exploit

their field enhancement properties. Super-resolution imaging with quantum dots (QDs) is

a promising method to probe plasmonic near-fields. However, due to the strong coupling

between QDs and plasmons, this technique is hindered by the formation of distorted point

spread functions (PSFs) and QD mislocalizations. Chapter 4 of this dissertation inves-

tigates the coupling between QDs and ‘L-shaped’ gold nanostructures, and demonstrates

both theoretically and experimentally that this strong coupling can induce polarization-

/ wavelength-dependent changes to the apparent QD emission intensity, polarization and

position. From the magnitude and direction of the PSF shift under emission polarization

modulation, the coupling strength can be extracted, and the true PSF location can be back-

calculated from tabulated theoretical and experimental values. This discovery helps to better

apply super-resolution imaging techniques to detect the plasmonic near-fields.

Besides using fluorescence intensity as the local-field intensity indicator, photophysical

ii



properties of the emitter (e.g. on-time ratio) have shown to be a great candidate as well.

Super-resolution fluctuation imaging (SOFI) has great potential in extracting the photo-

physical properties of emitters with super-resolution. In chapter 5, I discuss an open-source,

modular SOFI analysis package we built for both reconstructing super-resolved plasmonic

near-fields and engaging the SOFI community with a wide range of applications. Chapter

6 demonstrates how we characterize the photophysical properties of a specific fluorescent

protein suitable for SOFI analysis. Our work provides a practical method with higher preci-

sion for plasmonic near-field mapping, which benefits many applications like biosensing and

optical quantum computing.
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LIST OF FIGURES

2.1 Surface plasmon excitation, optical confinement and spectral features.

(a) Collective oscillation of conduction-band electrons in a nanostructure induced

by incident light. (b-e) Electromagnetic field distributions (second and third

rows) and extinction spectra (fourth row) of some typical Au nanostructures

computed using finite-element simulations, where E is the electromagnetic field

and k is the wave vector of incident light. (b) An isolated Au nanosphere of 60

nm diameter in vacuum. (c) A nanosphere dimer with a gap size of 2 nm in

vacuum. (d) A single Au nanosphere at 1 nm distance from a flat Si surface. (e)

The Au nanosphere dimer (gap of 2 nm) at 1 nm distance from a Si surface. The

enhanced local electromagnetic field is expressed by |E|2
|E0|2 , where |E|2 and |E0|2

are the amplitude of the local and the incident electromagnetic field, respectively.

This figure is adapted with permission from ref. [1] . . . . . . . . . . . . . . . . 6

2.2 Propagation of SPP. (a) Geometry for SPP propagation at a single interface

between a metal and a dielectric. (b) Prism coupling to SPPs using attenuated

total internal reflection in the Otto configuration. (c) Prism coupling and SPP

dispersion. Only propagation constants between the light lines of air and the

prism (usually glass) are accessible, resulting in additional SPP damping due to

leakage radiation into the latter. This figure is adapted with permission from ref. [2] 8
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2.3 The deep subwavelength plasmonic laser. (a) The plasmonic laser consists

of a CdS semiconductor nanowire on top of a silver substrate, separated by a

nanometre-scale MgF2 layer of thickness h. This hybrid design helps to achieve a

novel plasmonic mode with mode size more than 100 times below the diffraction

limit. Insert: an image of a typical plamonic laser captured by scanning electron

microscope. The sample is sliced in a direction perpendicular to the nanowire’s

axis. (b) The stimulated electric field distribution and direction |E(x, y)| of a

hybrid plasmonic mode at a wavelength of λ = 489nm, corresponding to the

CdS I2 exciton line. The cross-sectional field plots (along the broken lines in the

field map) illustrate the strong overall confinement in the gap region between the

nanowire and metal surface with sufficient modal overlap in the semiconductor

to facilitate gain. This figure is adapted with permission from ref. [3] . . . . . . 11

2.4 Sketch of homogeneous sub-wavelength spherical particle placed in

electrostatic field. The sphere is homogeneous with a dielectric function

ε(ω) and radius a. It is positioned in an isotropic, non-absorbing medium with a

dielectric constant εm. A static electric field E is applied. . . . . . . . . . . . . . 13

2.5 The schematic diagrams of excitation and relaxation of surface plas-

mons. Here an example of a SP nanoparticle illuminated by a laser pulse is

used. (a) Formation and relaxation of the excited carriers. Incident photons

induce changes in the population of the electronic states, which are followed by

the energy redistribution of excited carriers over different timescales. The arrows

represent electron–electron interactions. (b) The electronic energy converts into

thermal energy, which leads to local heating. (c,d) Energy redistribution of the

hot carrier. The red areas above the Fermi energy (EF ) represent the distribu-

tions of excited electrons, and the blue areas below EF represent the excited hole

distributions. (e) Energy redistribution for thermal release process. . . . . . . . 16
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3.1 Diffraction limit of classical optical microscopy. (a) Point spread function

(PSF) of a single point source. (b) Intensity cross-section of the Airy disk shown

in (a). (c) Image of two overlapping and unresolvable point sources. The point

sources are separated by 100 nm, and thus appear as a single, asymmetric peak.

(d) Intensity cross-section of the peak shown in (c) along the x -axis. The gray

dashed lines represent the separate underlying peaks. Because of the overlap

the positions of each point cannot be back-calculated from the image. (e) Image

of 2 overlapping point sources separated by around 200 nm. Distinct peaks are

beginning to be resolvable. (f) Intensity cross-section along the x -axis of the

peaks shown in (e), showing 2 distinct peaks whose positions correspond to the

position of the point source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Jablonski energy level diagram. Some of possible absorption, emission and

non-radiative transitions pathways are shown in this example fluorescent system.

With this diagram, observed molecule characteristics like fluorescent emission,

photoblinking and photobleaching can be explained. This figure is adapted with

permission from [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Concept of single-molecule localization microscopy diagram. The single

molecule localization microscopy provides super-resolution capability to resolve

feature of interest that is too small to be observed with conventional imaging

technique. (a) Given a feature of interest, fluorophores like organic dyes, quantum

dots or fluorescent proteins are used as labeling agents. (b) Each fluorophore

is imaged as a diffraction spot. Due to the high labeling density, individual

fluorophore is not resolvable. (c) Due to induced photoblinking or photobleaching,

a small portion of fluorophores are fluorescent and captured at each acquisition.

Each single molecule is fitted to a pre-defined function to find the location. (d)

All the localization results are super-imposed together to form the final super-

resolution imaging. This figure is adapted with permission from [5]. . . . . . . . 23
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3.4 Quenching effect caused by plasmon-molecule interaction. (a) Change of

fluorescence count rate as a function of particle-surface distance z. The molecule

is vertically oriented. The experimental (black dots) and simulation (red curve)

results are compared. The dashed line represents the background fluorescence

level. (b) Fluorescence rate image of the molecule at z ≈ 2nm. Fluorescence

quenching is indicated by the dip in the center of the cross-section plot. This

figure is adapted with permission from [6]. . . . . . . . . . . . . . . . . . . . . . 25

3.5 Image-dipole interference. (a) Illustration of interference between radiation

from an emitter and an induced radiation from the silver nanowire. The emitter

induces currents in the silver nanowire that radiate into the far field and inter-

fere with the direct emitter radiation. The orientation of the image dipole is

determined by the emitter dipole orientation (insert). (b) Calculated far-field

diffraction spots from an isotropic emitter next to the silver nanowire with two

different dipole orientations (perpendicular and parallel to the nanowire surface).

The filled dots are real positions as simulation inputs, and the open dots are

fitted positions. Scale bar: 100 nm. (c) Calculated intensity as a function of

the distance of an isotropic emitter from the wire surface for the field polarized

along two polarization directions. (d) The displacement of the diffraction spot

position relative to the emitter position as a function of emitter distance from

the wire surface for different emission polarizations. This figure is adapted with

permission from [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
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3.6 2D Gaussian and analytical model fitting. Comparison of the best fit re-

sults for dipole position (green) and polarization (colored arrows) determined in

diffraction-limited images of simulated single-molecule dipoles (black dots) ori-

ented parallel to the x-axis. (a) Gaussian localization of the total intensity paired

with molecule orientation as would be determined by polarization-resolved mi-

croscopy. (b) Least-squares fit of the model-generated images to simulated im-

ages. The Gaussian fitting has more prominent inaccuracy. This figure is adapted

with permission from [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.1 L-shape dimensions and scattering cross-sections. (a) Design for FDTD

simulations with an L-shaped gold nanoantenna and a dipole source positioned

nearby. (b) SEM image of the fabricated nanoantenna and QD. QD’s real location

measured from SEM can be fed-back to the simulation as input. (c) L-shaped

Au nanostructures with different dimensions vary in the scattering cross-section

at different wavelength. For a nanoantenna with a given dimensions, 800/600

nm emission QDs can be scattered strongly/weakly or weakly/strongly by the

designed structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2 2-step e-beam lithography sample fabrication procedures. (a) For the

first electron beam lithography step, L-shapes with different dimensions are pat-

terned. (b) The pattern of the second lithography layer is aligned to the first

layer and is composed of squares that are accessible to QDs. After removing the

exposed photoresist, the ITO coverslip was soaked in the diluted QD solution.

The carboxyl group in QD ligands can then bind to ITO and stay static on the

coverslip surface. (c) The photoresist lift-off step washes the unexposed photore-

sist off the coverslip, taking away QDs that are not bound to the ITO surface.

After rinsing and drying, the sample is ready for optical measurements. . . . . . 37
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4.3 Single-molecule (SM) QD deposition using DPN. (a) DPN printing spots

indicated by brown circles. (b) L-shaped gold nanostructures under SEM. The

pattern imaged with DPN tip and SEM matches. (c) Zoom-in of one L-shape

with SM QD nearby. DPN first scan through the target area to determine the

printing pattern. Then, the tip is inked and move to the start point with careful

alignment. The ink with QDs is carried and printed by the tip (red circles in (a))

at locations determined by the first scan. The same target area is later moved

under SEM (b), to quantify the relative positions of QDs and nanostructures (c).

Scale bar: 200 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.4 Set-up for polarization-modulated super-resolution fluorescence imag-

ing. (a) Schematic diagram of the optical setup used for QD localization with ex-

citation / emission polarization modulation. The half-wave plate in the excitation

path works as a polarizer that rotates and controls the excitation polarization.

The analyzer, on the other hand, selects a specific emission polarization. Both

the polarizer and the analyzer are mounted on a rotating stage with 0.5° precision

and controlled by the microcontroller Arduino. The stages are rotated between

the optical measurements, and QD image at different excitation/emission polar-

ization combinations are recorded. (b) The polarizer mounted on the rotating

stage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
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4.5 QD images at different emission polarization. (a) Bright-field image of

nanostructure + QD. Since the size of the structure is below the diffraction limit,

only the scattering light can be imaged without details of the structure. (b) Flu-

orescence image of QDs close to plasmonic structures. Different QD brightness

may come from different coupling strength between the QD and the structure.

Scale bar: 1 m. (c) Images of single-molecule QD with different analyzer po-

larizations and displacements (labeled at the top of each figure, displacements

in nm unit). Since QDs have degenerate excitation dipoles moments, changing

the excitation polarization on “free” QDs would not affect the image. With the

changing emission polarization, the center of the QD images shift. . . . . . . . . 41

4.6 Pattern matching to determine emitter’s position. Simulated (a) and

experimentally measured (b) displacement are matched and the difference in the

center location is the value of mislocalization. The change of mislocalization

shares the same pattern as the simulation result. Based on the magnitude and

direction of the displacement, the plots from the experiment can be compared

with plots in the simulation collection, and patterns are matched using a least-

squares model fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
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4.7 Calculated displacement for emitters at different distance to the L-

shaped nanoantennna. (a) Cartoon demonstrating emitters at different loca-

tions that interact with two induced dipoles, each from one arm of the L-shape.

The displacement in the x-direction for QDs positioned 25, 75 and 125 nm away

from the left arm are plotted in (b). The colors of emitters correspond to plot

colors. (c) Simulated mislocalizations of single-molecule QDs positioned at the

inner corner with different distances to the L-shape. As the analyzer rotates from

0 to 360, the shifts in x and y axis vary, and can be as large as 100 nm. The

displacement is caused mainly by the super-position of the radiations from one

original dipole plus two induced dipoles, as well as the interference between the

radiations. Emitter at 75 nm has the most notable fluctuation and the greatest ab-

solute displacement. When the emitter too close (25 nm), besides super-position,

destructively interference reduces the displacement in the x-direction. When it is

far away from the interface, the displacement decays. . . . . . . . . . . . . . . . 44

4.8 Plasmon-induced rotation of the QD emission polarization. (a) Calcu-

lated spectrum of rotation of apparent polarization angle for QD positioned at

the inner corner with distance (25 nm, 25 nm) to the L-shape (L 200 nm, W

50 nm). For emitter positioned on the symmetry axis, since its interaction with

two arms are identical, the apparent polarization is expected to rotate towards

the axis direction. (b) Comparison of the θapp (for the x-direction) and plasmon

resonance spectrum. The polarization angle spectrum shares similar pattern as

the scattering cross-section under 800 nm, meaning that the scattering from the

interfaces of two arms play an essential role in polarization rotation within the

visible light spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.9 Mispolarization table. Calculated apparent emission polarization for different

dipole orientations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
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4.10 Diagram of FDTD simulation geometry. This cartoon shows the 2D layout

of the geometry input for the FDTD simulation for antenna spectra response.

The object (yellow) is positioned on top of the substrate (grey) surrounded by

the medium (light blue). The black lines are the area of the total-field scattered-

field light source with the blue arrow as the propagation direction. The absorption

and scattering monitors (orange0 are placed at different positions relative to the

light source in order to collect the corresponding radiation. . . . . . . . . . . . . 53

5.1 PySOFI modules. PySOFI contains one data class and eight function modules.

Detailed descriptions are available in the online documentation for PySOFI. . . 59

5.2 Data-flow diagram for PySOFI. Three collections of SOFI analysis routines

are implemented in PySOFI as depicted in the diagram: Shared Processes, SOFI

2.0 analysis, and MOCA analysis. Green squares represent data processing steps

with functionalities labeled for each step. The purple ovals represent the data

types as labeled in the diagram. Intermediate results are abbreviated as ”IR”.

The green arrow represents the direction of the data flow between different steps,

and the purple oval represents input and output data types at different processing

steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
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5.3 Jupyter notebook examples for PySOFI. We provide 13 PySOFI demon-

strations as Jupyter Notebooks which can be categorized into to 4 Groups (first

column). The filenames (second column) indicates the focus of each Jupyter

Notebook. The relevant data sets (third column) are shared on figshare. Brief

descriptions of some notebooks (E1 to E8) are provided in the relevant section

(fourth column). The theory behind E9 to E13 are not included in this manuscript

but the relevant concepts are discussed in [9] and [10]. The notebooks are the

PySOFI implementations of the relevant methods to support the utilization of

them. In particular, in E11, we show the general guidelines for performing SOFI

2.0 analysis on live-cell fluorescence imaging results using PySOFI. . . . . . . . 62

5.4 DeconvSK demonstration. Experimental demonstration of shrinking kernel

deconvolution algorithm on HeLa cells transfected with Dronpa-C12 fused to

β-Actin. Live cells were imaged with 30 ms frame integration and 200 frames

in total. (a) Average widefield fluorescence image. (b) Average image after

DeconvSK. (c) A zoom-in box of (a). (d) A zoom-in box of (b). Scale bars: 8µm. 68

5.5 ldrc demonstration. Experimental demonstration of ldrc algorithm on HeLa

cells transfected with Dronpa-C12 fused to β-Actin. Both images are processed

using 6th order moment, noise filtering and deconvolution, and obtained during

the SOFI 2.0 analysis pipeline, before (a) and after (b) the ldrc step. Scale bars:

8µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.6 Fourier interpolation demonstration. Experimental demonstration of Fourier

interpolation algorithm on HeLa cells transfected with Dronpa-C12 fused to β-

Actin. (a) The 6th order moment-reconstructed image of the original wide-field

acquisition. (b) The 6th order moment image after the Fourier interpolation. ldrc

is performed on both (a) and (b) to compress the dynamic range of the recon-

struction. (c) A zoom-in box of (a). (d) A zoom-in box of (d). Scale bars:

8µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
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5.7 Bleaching correction demonstration on a simulation data. The fourth-

order cumulant image (a-c) and multi-order cumulant analysis (MOCA) (d-f) is

performed on a simulated video. A semicircle is populated with emitters with

on-time ratios ranging from 0.01 (left) to 0.99 (right) with around 0.02 intervals.

For emitters with photobleaching but without a bleaching correction step, the

reconstructed pixel intensities (a) and emitters on-time ratio estimation (d) are

far off from the true values (b, e), while the bleaching correction restores the

information (c, f). Scale bars: 1.4µm. . . . . . . . . . . . . . . . . . . . . . . . . 76

5.8 MOCA demonstration on simulated filaments. Simulated crossing filaments with

different ρ’s are generated. There are three ρ’s, 0.3, 0.5 and 0.7, and for each

ρ, there are six curves. MOCA estimates the on-time ratio and brightness of

emitters precisely even at the intersections. Scale bar: 7µm. . . . . . . . . . . . 83

6.1 Sample preparation options for Dronpa-C12 characterization both in vitro and in

live cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.2 Photo-decaying behavior of Dronpa-C12 under different conditions. (a)

Change of total signal intensity of each frame over acquisition time for the con-

dition of Dronpa-C12 in microdroplets. The black dots are real measurements
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CHAPTER 1

Introduction

1.1 Background and objectives

The rapid development of new fabrication techniques has allowed control of visible light at a

subwavelength scale. The study of nanoscale light-matter interactions in metallic structures

is known as plasmonics. Plasmonics is an emerging field with a broad range of possible

applications where light manipulation is needed [11–13]. Plasmonic nanostructures have

the ability to reduce the mode volume of propagating or standing light waves, leading to

massive local-field enhancements for enhanced chemical sensing [14, 15], bio-sensing [16–18]

and high-resolution bioimaging [19,20].

A plasmonic system’s structure, resonance frequencies, and field enhancement are all

coupled, making their characterization difficult. Thus, with the development of plasmonics-

based devices and circuits, there is a growing need for detecting and characterizing plasmonic

effects in nanoscale systems. Typically, this information can be obtained through finite dif-

ference time domain (FDTD) simulations. However, experimental verification of simulation

results is challenging since it usually requires sophisticated fabrication and imaging sup-

port. Even though advanced fabrication and synthesis techniques have driven down the

size of structures to the nanoscale regime, the constructed plasmonic nanostructures might

not match the modeled structures (e.g., uneven edges, rounded corners). In addition, when

microscopic field structures are created, they can not be resolved by conventional optical

microscopy. Current approach for measuring plasmonic fields like near-field scanning optical
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microscopy (NSOM) [21–23], two-photon luminescence imaging [24, 25] and photoemission

electron microscopy [rob37] either have low throughput or a high cost.

To map these minute-sized plasmonic fields optically, a super-resolution approach is pre-

ferred. In recent years, super-resolution imaging with single emitters (e.g., dyes or quantum

dots) has emerged as a powerful method for detecting nanoscale structures and their near-

fields. For instance, Cang and co-workers used freely diffusing fluorescent dyes to probe the

field distribution inside the hotspots [26]. Each data acquisition determines the location of

the dye through fitting with a point spread function (PSF), and the fluorescence intensity

shows the field intensity at that location. Thus, knowing the true location of the emitter

is crucial to map the field precisely. However, learning the true probe location and charac-

terizing plasmonic near-fields is complicated by using an emitter’s fluorescent intensity. For

instance, when the probe is close to the metallic structure (less than 30 nm), fluorescence

intensity changes non-monotonically because of quenching, and enhancement effects [27,28].

The interaction with the metallic structure would also induce distortion to the apparent PSF

of the system [7, 29]. Moreover, a user-friendly image processing package is in need to help

researchers localize and extract the photophysical properties of the emitters.

The goal of this dissertation is to understand and develop approaches for better plasmon-

enhanced super-resolution imaging. Since point-spread-function (PSF) distortion of QDs is

polarization-dependent, and will affect the localization accuracy, especially at high labeling

density, polarization modulation and characterization of the coupling strength is crucial to

counteract mislocalization of QDs and to further optimize plasmon-enhanced single-molecule

fluorescence imaging. Moreover, the overlapping between the plasmon resonance and QD

emission spectrum also plays a crucial role in the coupling strength and PSF distortion.

Thus, in this dissertation, measuring and decoupling the PSF of a QD close to a metallic

surface from the distortion component with polarization and emission wavelength modulation

is discussed. A Python package for super-resolution image analysis is introduced as well.
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1.2 Thesis Overview

A comprehensive introduction to plasmonics is given in chapter 2, which includes two types

of surface plasmons, surface plasmon polaritons and localized surface plasmon resonances, to

understand plasmonics better. Chapter 3 covers the basics of super-resolution fluorescence

imaging and how plasmonic nanostructures can enhance this type of imaging technique. In

addition, the difficulty of localizing a single molecule on plasmonic surfaces using emitter

dipoles is discussed. Later chapters focus on the effort to understand and develop approaches

for better plasmon-enhanced super-resolution imaging. Chapter 4 illustrates a study of

the interaction between plasmonic nanoantenna and fluorescent probes (quantum dots) and

the relationship to the apparent localization and polarization of the probe. The far-field

mislocalization and mispolarization of the probe are found to be determined by a combination

of effects and vary at different positions relative to the plasmonic nanostructure. Both

simulation and experimental methods for far-field super-resolution detection of plasmonic

near-fields are discussed. An open-source Python package for SOFI analysis is covered in

chapter 5. This package, named PySOFI, is designed to be user-friendly for both image

processing experts as well as general SOFI users. It is facilitated with a collection of SOFI

analysis and related post-processing methods and is highly customizable for various SOFI

applications. Two new image analysis algorithms are introduced and demonstrated using

PySOFI as well. Chapter 6 covers the characterization of a specific fluorescent protein

designed for SOFI imaging and analysis. This mutant of Dronpa, called ‘Dronpa-C12’, has a

prolonged blinking period before bleaching and is a great candidate for studies that require a

long acquisition time. Different in vitro sample preparation methods are compared, and the

procedure that produce the condition that mimics the live cell environment is determined.

The response of Dronpa-C12 to the change of the local environment is explored. Lastly,

the conclusions of these studies are presented along with the possibility of improving the

experiment in the future and applying the technique to future research and applications.
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CHAPTER 2

Plasmonics

There is an increasing need to control and manipulate light on the nanoscale as the sensing

and imaging devices getting smaller and more compact. Plasmonics devices have provide

novel ways of controlling light, and have shown great potential in broad applications, in-

cluding enhanced chemical and biosensing, and high resolution bioimaging. For plasmonic

nanostructures, light can be concentrated into a nanometer scale, enabling a large local field

enhancement to increase the field intensity by several orders of magnitude [30, 31]. Thus,

the analyte that was not able to be excited/detected originally, can be detected in this

nanoscale region. In order to take advantage this phenomenon, a better understanding of

the relationship between plasmonic structures and their local fields are crucial for optimizing

the performance of nano-plasmonic devices.

Plasmonic systems have been optimized for different application scenarios, and their field

enhancement properties have been explored extensively. However, the interplay between the

system structure, plasmon resonance behavior, and field enhancement effect are still not fully

understood. A better knowledge of near-field distribution around plasmonic devices would

greatly enhance plasmonic systems optimization and application.

In this chapter, we go through a brief introduction of two types of plasmonic systems,

surface plasmon polaritons and localized surface plasmon resonances. We discuss how they

are generated and how their characteristics can be utilized to better manipulate light in

nanoscale.
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2.1 Overview

Plasmonics studies the interaction of electromagnetic fields (e.g., light) with metallic struc-

tures. When light hits an interface between metal and dielectric at the right frequency, the

electromagnetic field is confined at this interface due to the induced oscillation of the electrons

(plasmons) [2]. Surface plasmons (SPs) are collective coherent delocalized conduction-band

electron oscillations induced by a strong light-matter interaction (figure 2.1). They usu-

ally exist in certain metals or doped semiconductors where the sign of the real part of the

dielectric function shifts across the interface.

One characteristic of plasmonic devices is their ability to generate enormous local field

enhancement within nanoscale dimensions with different field intensities and shapes (fig-

ure 2.1). SPs can be generated from the coupling between an external electromagnetic

(EM) radiation and conduction electrons inside the metallic material. Thanks to the reso-

nant excitation of SPs, plasmonic structures can concentrate energy into a nanoscale (under

the diffraction limit) around themselves by interacting with incident photons from a much

broader area [2, 32, 33]. Thus, plasmonics offers great potential for highly miniaturized and

sensitive photonic devices by controlling, manipulating, and amplifying light on a nanometer

scale. To date, the rapid development of a wide variety of plasmonic devices (e.g., waveg-

uides [33,34], filters [34,35], and switches [36–38]) have been demonstrated, and their appli-

cation has been extensively adopted for surface-enhanced Raman spectroscopy [39], plasmon

resonance sensing [40, 41], and nanoscale optical spectroscopy [42]. These techniques would

greatly benefit from a solid understanding of the interaction between plasmonic devices with

different physical dimensions and molecules probed (e.g., dyes, 2D materials, quantum dots,

and nanoparticles), which has not been thoroughly investigated.

Dependent upon the shape and dimension of the device, SPs can be classified as either

localized (localized surface plasmons, or LSPs) or propagating (surface plasmon polaritons,

or SPPs). For plasmonic nanostructures like a gold nanoparticle, electrons oscillate coher-
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Figure 2.1: Surface plasmon excitation, optical confinement and spectral features.

(a) Collective oscillation of conduction-band electrons in a nanostructure induced by incident

light. (b-e) Electromagnetic field distributions (second and third rows) and extinction spectra

(fourth row) of some typical Au nanostructures computed using finite-element simulations,

where E is the electromagnetic field and k is the wave vector of incident light. (b) An isolated

Au nanosphere of 60 nm diameter in vacuum. (c) A nanosphere dimer with a gap size of

2 nm in vacuum. (d) A single Au nanosphere at 1 nm distance from a flat Si surface. (e)

The Au nanosphere dimer (gap of 2 nm) at 1 nm distance from a Si surface. The enhanced

local electromagnetic field is expressed by |E|2
|E0|2 , where |E|2 and |E0|2 are the amplitude of

the local and the incident electromagnetic field, respectively. This figure is adapted with

permission from ref. [1]

ently and locally within a confined area in the vicinity of the plasmonic nanostructure for

LSPs. In contrast, for SPPs, the coherent electron oscillations propagate along with the
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‘continuous’ interface (e.g., metal surfaces) as a longitudinal wave. Most nanoscale plas-

monic devices are made of coinage metals like Au and Ag, owing to their ability to meet the

dielectric condition for plasmon excitation at their interface with dielectric or air (negative

real part and positive imaginary part for the dielectric constant), as well as to support in-

tense surface plasmon resonances (SPR) with resonance spectra overlapping with the visible

light spectrum. Recently, metals like aluminum and copper are also widely adopted with

better control over the oxide layer formation [43, 44]. The fundamentals of surface plasmon

polaritons and localized surface plasmon resonance will be introduced for the rest of this

chapter.

2.2 Surface plasmon polaritons

Surface plasmon polaritons (SPPs) are evanescently confined electromagnetic excitations

propagating at the interface between a conductor and a dielectric. They are excited in a

continuous surface of silver or gold with at least one dimension smaller than the wavelength

of light (e.g., smooth, thin films with thicknesses between 10–200 nm). SPPs can generate

a moderate field enhancements (10–100 times) in a large spatial range ( 1000 nm) [45].

In order to investigate the physical properties of SPPs, we start by constructing a prop-

agation geometry (figure 2.2) where waves only propagate in one direction of the interface

plane (x-direction of a Cartesian coordinate system). For z > 0, there is a dielectric, non-

absorbing half space with a real dielectric constant ε2 > 0. The other side of the interface

(z < 0) is a conducting half space with a dielectric constant ε1 that Re[ε1] < 0. A wave

equation for E-field can be defined on this geometry

∂2E(z)

∂z2
+ (k20ε− β2)E = 0 (2.1)

where k0 = ω is the wave vector of the propagating wave in vacuum, ε is the permittivity

of the medium, and β = kx is the propagation constant which represents the direction of
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Figure 2.2: Propagation of SPP. (a) Geometry for SPP propagation at a single interface

between a metal and a dielectric. (b) Prism coupling to SPPs using attenuated total internal

reflection in the Otto configuration. (c) Prism coupling and SPP dispersion. Only propa-

gation constants between the light lines of air and the prism (usually glass) are accessible,

resulting in additional SPP damping due to leakage radiation into the latter. This figure is

adapted with permission from ref. [2]

.

propagation in the wave vector of traveling waves. The wave function for both E− and

H−field can then be broken down into different field components to determine the spatial

field profile as well as dispersion relationships. Specifically, for propagation only along the

x-direction, we arrive at the following equation set

∂Ey
∂z

= −iωµ0Hx

∂Ex
∂z
− iβEz = iωµ0Hy

iβEy = iωµ0Hz

∂Hy

∂z
= iωε0εEx

∂Hx

∂z
− iβHz = −iωε0εEy

iβHy = iωε0εEz.

(2.2)

This system has two solutions, which correspond to two different polarization directions,

the transverse magnetic (TM) mode and the transverse electric (TE) mode [2]. For TM

modes, only the field components Ex, Ez and Hy are nonzero.
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Thus, solution equations for two half spaces are

Hy(z) = A2e
iβxe−k2z

Ex(z) = iA2
1

ωε0ε2
k2e

iβxe−k2z

Ez(z) = −A2
β

ωε0ε2
eiβxe−k2z

(2.3)

and

Hy(z) = A1e
iβxek1z

Ex(z) = −iA1
1

ωε0ε2
k1e

iβxek1z

Ez(z) = −A1
β

ωε0ε2
eiβxek1z

(2.4)

for z > 0 and z < 0, respectively. ki(i = 1, 2) is the wave vector for each medium that defines

the extension of the evanescent field into each medium perpendicularly from the interface

and Ai(i = 1, 2) are the same at the interface based on the boundary conditions. Each

equation is composed of two parts, (1) the eiβx part representing a traveling wave, and (2)

the ek1z or ek2z part representing the evanescent fields that decay moving away from the

interface. Based on boundary conditions, we have

A1 = A2

k2
k1

= −ε2
ε1
.

(2.5)

To fulfill the wave function for TM modes ∂2Hy
∂z2

+ (k20ε− β2)Hy = 0, we have

k21 = β2 − k20ε1

k22 = β2 − k20ε2.
(2.6)

Thus, finally, we can write the dispersion relation of SPPs propagating at the interface

shown in figure 2.2 as

β = k0

√
ε1ε2
ε1 + ε2

. (2.7)
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The frequency-dependent permittivity of the metal (ε1) and the dielectric material (ε2)

must have opposite signs. In general cases, the momentum of the SPP mode, ~β is greater

than that of a free-space photon of the same frequency, ~k0 . This increase in momentum

is originated from the binding between SPPs and surfaces. To overcome it, techniques like

prism or grating coupling or nanoantennas can be used to couple far-field light into SPPs

(figure 2.2). The TE mode solutions are not discusses here since no SPPs exist for TE

polarization [2].

After converted into an SPP mode, the intensity of the wave will gradually diminish as

it propagates along the flat metal surface due to the absorption in the metal. Based on

equation 2.7, the propagation length of SPP (the distance after which the SPP intensity

decreases to 1/e of the initial value) can be calculated using

δspp =
1

2ksppi

=
λ

2π
(
εmr + εd
εmrεd

)
3
2
ε2mr
εmi

(2.8)

where ksppi is the imaginary part of the complex SPP wavevector, and εmr and εmi are

the real and imaginary parts of the dielectric function of the metal. From equation 2.8, we

can see that the propagation length is the dielectric constant and excitation light wavelength

can have a large effect on the propagation length.

The unique optical properties of SPPs allow them to control light at scales much smaller

than the wavelength of light. A variety of potential applications exist for SPPs, such as

subwavelength optics (e.g. waveguides [33, 46–48] and sources [36, 49, 50]), near-field optics

and spectroscopies [51–53], data storage [54–56], chemical sensors [57–59] and biosensors

[60–62]. One recent example is a SPP laser at the deep subwavelength scale 2.3. Oulton and

coworkers adopt a ‘hybrid plasmonics’ approach and put high-gain cadmium sulfide (CdS)

nanowires on top of a silver film, separated by a 5-nm gap layer of magnesium fluoride (MgF2)

[3]. As a result, the SPP mode areas can be as small as λ2

400
. Moreover, the plasmonic laser
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is physically smaller than conventional lasers, achieves a broadband nanowire spontaneous

emission rate enhancement, and maintains considerable optical mode-gain overlap without

strong dependence of the mode confinement on the nanowire diameter. Based on this type

of deep subwavelength SPP laser, new sources operating among the visible spectrum can be

built to generate coherent light far below the diffraction limit.

Figure 2.3: The deep subwavelength plasmonic laser. (a) The plasmonic laser consists

of a CdS semiconductor nanowire on top of a silver substrate, separated by a nanometre-

scale MgF2 layer of thickness h. This hybrid design helps to achieve a novel plasmonic mode

with mode size more than 100 times below the diffraction limit. Insert: an image of a typical

plamonic laser captured by scanning electron microscope. The sample is sliced in a direction

perpendicular to the nanowire’s axis. (b) The stimulated electric field distribution and

direction |E(x, y)| of a hybrid plasmonic mode at a wavelength of λ = 489nm, corresponding

to the CdS I2 exciton line. The cross-sectional field plots (along the broken lines in the field

map) illustrate the strong overall confinement in the gap region between the nanowire and

metal surface with sufficient modal overlap in the semiconductor to facilitate gain. This

figure is adapted with permission from ref. [3]

.

11



2.3 Localized Surface Plasmons

Unlike SPPs, localized surface plasmons (LSPs) are non-propagating excitations of conduction-

band electrons of metallic nanostructures with dimensions smaller than the wavelength of

light. With the curved surface of the particle, a restoring force is exerted on the driven elec-

trons, allowing resonance to occur, resulting in field amplification. Moreover, one advantage

of LSP is that it can be excited by direct light illumination without coupling employment

like for SPP excitation [2].

Since the metallic nanostructure has a dimension smaller than the wavelength of light, its

interaction with the electromagnetic field can be analyzed using the simple quasi-static ap-

proximation. Thus, we can use a simpler model that considers the phase of the harmonically

oscillating electromagnetic field to be constant over the particle volume. For instance, for

an isotropic, homogeneous sphere with radius a << λ which is surrounded by an isotropic,

non-absorbing medium with dielectric constant εm (figure 2.4), we can assume the static

electric field E = E0x̂. In the electrostatic approach, the electric field E = 5φ can be

calculated based on the solution of the Laplace equation for the potential (52φ = 0). The

general solution would be

Φ(r, θ) =
∞∑
l=0

[Alr
l +Blr

−(l+1)]Pl(cosθ) (2.9)

where Pl(cosθ) are the Legendre Polynomials of order l, and θ the angle between the

position vector and the x-axis.

The equations for the potential Φ inside and outside the sphere can be written as

Φin(r, θ) =
∞∑
l=0

Alr
lPl(cosθ)

Φout(r, θ) =
∞∑
l=0

[Blr
l + Clr

−(l+1)]Pl(cosθ)

(2.10)

where the coefficients Al, Bl and Cl can be determined based on the boundary conditions
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Figure 2.4: Sketch of homogeneous sub-wavelength spherical particle placed in

electrostatic field. The sphere is homogeneous with a dielectric function ε(ω) and radius

a. It is positioned in an isotropic, non-absorbing medium with a dielectric constant εm. A

static electric field E is applied.

at r →∞ and at the sphere surface r = a. We can now transform equations 2.10 into

Φin =
3εm

ε+ 2εm
E0rcosθ (2.11)

Φout = −E0rcosθ +
ε− εm
ε+ 2εm

E0a
3 cosθ

r2
(2.12)

where ε and εm correspond to the permittivity of the surrounding medium and the

dielectric function of the metal sphere, respectively. Equation 2.12 can be described as the

addition of the electrostatic field applied at the point (first term) and the field produced by

a dipole at the center of the particle (second term)

Φout = Φapplied + Φdipole

= −E0rcosθ +
p · r

4πε0εmr3

(2.13)

p = πε0εma
3 ε− εm
ε+ 2εm

E (2.14)

where p is the induced dipole of the metallic sphere under irradiation proportional to

the incident electromagnetic field (E0). The induced dipole can also be expressed in terms

of the polarizability of the metal sphere (α)
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p = ε0εmαE0 (2.15)

α = 4πa3
ε− εm
ε+ 2εm

(2.16)

From equation 2.16, we can see that the as ε approaches 2εm, the metallic sphere can

achieve a resonant enhancement, generating large induced fields. The absorption and scat-

tering efficiency are also consequently enhanced, which can be measured through optical

techniques.

LSP can be excited if Re[ε] is negative and close to 2εm while Im[ε] is positive. The

distribution of the induced electromagnetic fields E = Oφ can then be evaluated as

Ein =
3εm

ε+ 2εm
E0 (2.17)

Eout = E0 +
3n(n · p)

4πε0εm

1

r3
. (2.18)

Here we can understand that the enhanced local field of the plasmonic nanostructure is

proportional to 1
r3

. The resonance in the polarizability implies an enhancement of both the

internal and dipolar fields. Most of the notable applications of metal nanoparticles in optical

devices and sensors (e.g., plasmon-enhanced molecular spectroscopy (PEMS) and plasmon-

mediated chemical reaction (PMCR)) are based on this field-enhancement at the plasmon

resonance.

2.4 Relaxation of surface plasmons

After being excited, surface plasmons (SPs) can relax to the ground state through differ-

ent paths, including radiative paths with photon re-emission and non-radiative paths [63].

Depending on the type of plasmon mode, the population of each electron state is modified
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due to incident photons. Afterward, energy redistributions of excited carriers can happen in

different timescales determined by different relaxation paths. For example, in the timescale

of 1 - 100 fs, after the SPR-assisted photon absorption, the surface plasmons dephase due to

the energy exchange between an electromagnetic wave and electron in the plasma, and a hot

hole – hot electron pair is created. This process is called the Landau damping effect [64].

During this timescale, the transition from photonic energy to electronic energy happens.

The excited electron-hole pair would release the energy through either a photon re-emission

electron-electron interaction process. Electron-electron interactions dominate the timescale

of 100 fs – 10 ps. The electron energy has a quasi-Fermi–Dirac distribution as excited

carriers transfer energy to lower-state electrons (figure 2.5a,c,d). In the timescale of 100

ps – ns, electron-electron interactions switch to electron-photon interactions. The excited

electron-hole pair would release heat (thermal energy) during the relaxation (figure 2.5b,e).

The electromagnetic field enhancement, charge-carrier excitation, and thermal effect are the

three major effects caused by the excitation and relaxation of SPs. Different application

favors SP excitation and relaxation behavior happening at different timescales.
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Figure 2.5: The schematic diagrams of excitation and relaxation of surface plas-

mons. Here an example of a SP nanoparticle illuminated by a laser pulse is used. (a)

Formation and relaxation of the excited carriers. Incident photons induce changes in the

population of the electronic states, which are followed by the energy redistribution of ex-

cited carriers over different timescales. The arrows represent electron–electron interactions.

(b) The electronic energy converts into thermal energy, which leads to local heating. (c,d)

Energy redistribution of the hot carrier. The red areas above the Fermi energy (EF ) repre-

sent the distributions of excited electrons, and the blue areas below EF represent the excited

hole distributions. (e) Energy redistribution for thermal release process.
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CHAPTER 3

Super-Resolution Fluorescence Imaging

3.1 Overview

Due to its ability to bypass the barrier of the diffraction limit, super-resolution microscopy

has been widely recognized for its application for imaging subcellular processes and poly-

mer and metallic dynamics. The spatial resolution of fluorescence microscopy is limited by

the diffraction limit of the light, which makes the observation of sub-wavelength structures

difficult. This phenomenon can be described as the Abbe diffraction limit

d =
λ

2NA
=

λ

2nsinθ

where d is the smallest distance, the system can distinguish, λ is the wavelength of the

emission light, and NA the numerical aperture, which can be re-written by the refraction

index of the imaging medium (n) and the half-angle subtended by the optical objective lens

(θ). For a typical imaging system, when light passes through an aperture in the objective

and is collected at the image plane, it shows as a diffracted pattern (e.g., an Airy disk)

instead of an infinitely small point (figure 3.1a,b). The image is a product of observed

objects (e.g., emitters) convolved with the system’s point spread function (PSF). When two

emitters are far apart from each other, they can be identified as two separate Airy disks

(figure 3.1e,f). However, when two emitters move closer to a distance where central peaks

of two Airy disks overlap and have a distance below the Abbe limit (or Rayleigh limit), it is

difficult to distinguish them (figure 3.1c,d).
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Over the past decades, super-resolution imaging techniques including stimulated emission

depletion microscopy (STED) [65], structure illumination microscopy (SIM) [?] photoacti-

vated localization microscopy (PALM) [28] and stochastic optical reconstruction microscopy

(STORM) [66] have been developed to push the boundary of the diffraction limit of light

microscopy, and have been widely used and providing new insights into fields like cell biology,

neurobiology, microbiology, and plasmonic systems [8,67]. A newer addition to the available

array of super-resolution methods is the Super-resolution optical fluctuation imaging (SOFI)

method [68,69]. SOFI is more flexible in terms of photoswitching/blinking requierments al-

lows lower illumination intensities and faster SR information acquisition (but at the expense

of a lower resolution enhancement). Also, SOFI does not require special hardware additions

and is therefore more affordable than other methods. Details of SOFI methods and a Python

implementation of SOFI analysis is presented in chapter 5.

In this chapter, we will discuss how to apply localization-based single-molecule super-

resolution techniques to probe plasmonic near-fields. We will start with the mechanisms of

fluorescence excitation and emission in general, and how plasmon resonance can enhance

fluorescence, then focus on localization-based super-resolution fluorescence techniques to

detect the plasmonic near-fields. Current challenges of using this type of techniques will also

be discussed.

3.2 Fluorescence

From a quantum mechanical point of view, fluorescence entails a process in which a molecule

transitions repeatedly between two quantized energy states (or an electron transitions repeat-

edly between two atomic orbitals). The transitions after the molecule are photo-excited, and

the energy difference between different states are often described using a Jablonski diagram

(figure 3.2). All horizontal black lines in this diagram represent all possible energy levels

that an electron can occupy and transition in/out, with energy increasing along the vertical
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Figure 3.1: Diffraction limit of classical optical microscopy. (a) Point spread function

(PSF) of a single point source. (b) Intensity cross-section of the Airy disk shown in (a). (c)

Image of two overlapping and unresolvable point sources. The point sources are separated

by 100 nm, and thus appear as a single, asymmetric peak. (d) Intensity cross-section of the

peak shown in (c) along the x -axis. The gray dashed lines represent the separate underlying

peaks. Because of the overlap the positions of each point cannot be back-calculated from

the image. (e) Image of 2 overlapping point sources separated by around 200 nm. Distinct

peaks are beginning to be resolvable. (f) Intensity cross-section along the x -axis of the

peaks shown in (e), showing 2 distinct peaks whose positions correspond to the position of

the point source.

axis. Only a subset of energy levels is shown in the diagram. As energy increases, vibra-

tional levels become closer together and finally form a continuum. Based on the spin angular

momentum configurations, singlet and triplet, ground, and excited states are mapped out in

the diagram. Each colored arrow represents a particular transition that can transfer energy

between molecular states can be divided into two categories. Solid arrows indicate radiative
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transitions with photon interactions (e.g., absorption and emission), while dashes arrows are

non-radiative transitions. In a fluorescent system, these repeated transition paths build up

the occasions of fluorescent emission, photoblinking, and photobleaching.

Figure 3.2: Jablonski energy level diagram. Some of possible absorption, emission

and non-radiative transitions pathways are shown in this example fluorescent system. With

this diagram, observed molecule characteristics like fluorescent emission, photoblinking and

photobleaching can be explained. This figure is adapted with permission from [4].

Based on the Boltzman distribution, most molecules are populated at the lowest vi-

brational level of the ground state (S0) at room temperature. During excitation and de-

excitation processes, the delocalized electron cloud over the molecule’s framework is per-

turbed. The perturbations are determined by a combination of (1) the probabilities of

energy transitions, as well as (2) selection rules determined by the symmetry of the molecule

orbital structures.

Let us look at transitions from left to right in figure 3.2. Upon the absorption of an

incident photon of energy hµ, the molecule is excited from the ground state to one of the

vibrational levels of the singlet excited states (e.g., S1, S2). Due to the conservation of

angular momentum, it cannot be excited to any triplet states. Since the molecule is at
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a non-equilibrium state after the excitation, it will eventually dissipate the energy. The

following transition can be either a radiative process like spontaneous or stimulated emission

or non-radiative processes like internal conversion (between two different energy levels) or

vibrational relaxation (within a single electronic energy level). Due to these two types of

non-radiative internal energy loss, the wavelength of the emitted photon is always longer

than the incident photon. Other non-radiative transitions can also happen when the excited

molecules relax to the ground state related to either the molecule’s intrinsic quantum yield

or external quenching influence.

The intrinsic quantum yield (QY) of the radiation, Φ, represents the ratio of the number

of photons emitted by the molecule compared to all absorbed photons. Since the decay rate

shows the probability that each transition would occur, QY also indicates the probability

that an excited molecule goes through radiative decay. Thus, we have

Φ =
κr

κr + κnr

where κr is the radiative rate and κnr is the non-radiative rate related to the internal loss

of the molecule.

This excitation/emission circle can go on indefinitely, generating continuous fluorescence

signals, until the molecule undergoes an intersystem crossing process and ends up in a triplet

state (T1). The average triplet state lifetime is defined to be inversely proportional to the

singlet-triplet transition probability. The decay (phosphorescence) from the triplet state is

much longer than the fluorescent decay due to the forbidden transition between different

spin multiplicities. During this time, the excitation/emission fluorescence cycle is broken,

and the molecule remains in the ’dark’ state. This temporal intermittency of fluorescence

is called photoblinking. At some point, a fluorescent molecule becomes permanently dark,

which is called a photobleaching process.
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3.3 Single-Molecule Localization-Based Fluorescence Microscopy

Each transition mentioned in the previous section occurs at a different probability and along a

preferred direction in the molecule’s framework known as the transition dipole moment. As a

matter of fact, the emission of a fluorescent molecule is comparable to the emission of a dipole

and often considered equal, especially for simulation studies [70]. Thus, the amount of light

collected is determined by the orientation of the emitter dipole and its alignment with respect

to both the electric field of the illumination and the objective collection angle. The rotational

motion of molecules changes the emission polarization, which can be detected as fluorescence

anisotropy. Besides molecule rotation, other effects like coupling to optical nanoantennas can

also introduce fluorescence anisotropy into the system. This will be discussed in detail in

the next section and chapter 4.

When molecules are closely labeled, super-resolution imaging techniques are at hand for

researchers to distinguish properties of single molecules, including fluorescence anisotropy.

With a thorough understanding of how fluorescence anisotropy of molecule is affected by the

environment like nearby optical nanoantennas and how to apply super-resolution imaging

techniques for this type of study, we can better select and utilize molecules for a wide range

of applications.

Besides techniques like STED and SIM, a collection of widefield imaging methods called

single-molecule localization microscopy (SMLM), including PALM and STORM, is based

on stochastic switching behavior of single-molecule fluorescence signal. PALM and STORM

take advantage of the switching property of fluorescent probes. Fluorescent probes like

quantum dots, fluorescence proteins, and organic dyes can switch between fluorescent and

dark states at different acquisition frames. For each frame, only a subgroup of probes is

detected. By careful chemical, physical or optical manipulation, neighboring molecules can

be in different states (i.e., “on” and “off”) during acquisition, and fluorophores with distances

more significant than the diffraction limit can be resolved and localized by a single molecule
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localization fitting. Consequently, a final super-resolution image can be reconstructed from

the super-positions of all fluorophore locations detected by a stack of frames. The scheme

of STORM/PALM is illustrated in figure 3.3.

Figure 3.3: Concept of single-molecule localization microscopy diagram. The single

molecule localization microscopy provides super-resolution capability to resolve feature of

interest that is too small to be observed with conventional imaging technique. (a) Given a

feature of interest, fluorophores like organic dyes, quantum dots or fluorescent proteins are

used as labeling agents. (b) Each fluorophore is imaged as a diffraction spot. Due to the high

labeling density, individual fluorophore is not resolvable. (c) Due to induced photoblinking

or photobleaching, a small portion of fluorophores are fluorescent and captured at each

acquisition. Each single molecule is fitted to a pre-defined function to find the location.

(d) All the localization results are super-imposed together to form the final super-resolution

imaging. This figure is adapted with permission from [5].
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3.4 Plasmon-Enhanced Fluorescence Microscopy

Different effects can be observed when fluorescent molecules are introduced into a plasmonic

system. Due to its interaction with the plasmonic structure, various effects can be observed

[71]. Specifically, a plasmonic structure can trigger (1) absorption enhancement, (2) emission

enhancement, and (3) fluorescence quenching to molecule’s optical behaviors.

Absorption enhancement means that, before a saturated state, the molecule’s fluorescence

increases as the excitation field strength increases. If the field strength continues to increase,

the fluorescence enhancement will finally reach a saturation point, after which will be no

further absorption enhancement as the local field increases. With a fixed quantum yield,

the emission enhancement of the molecule is expected to increase as a function of local

field intensity as well. Meanwhile, there is another factor called the Purcell effect that

needs to be considered as well, which explains the modification of spontaneous emission

affected by the local environment of the molecule [72]. The enhancement of emission is a

result of a plasmon’s influence on the local density of states (LDOS) in the vicinity to the

molecule [6,73,74]. More specifically, as we can see from figure 3.2 when the excited molecule

relaxes to the ground state radiatively, the emitted photon enters one of the states available

to it. The number of available states (the density of states) depends on the plasmonic

structure and the photon’s wavelength. The presence of a plasmonic nanostructure nearby

has proven to increase the density of states for the emitted photon, providing extra plasmon

modes for a photon to reside. This expansion in the density of states raises the probability

of photon emission, reducing the excited state’s lifetime and the possibility of the molecule’s

transition to the dark state. In order for this to work effectively, the plasmon resonance and

molecule emission wavelength should match. Thus, during the same acquisition duration,

molecules in a plasmonic system would appear to have higher quantum yield and are brighter

compared to independent molecules [75].

A counter-effect to the absorption and emission enhancement is quenching, which refers
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to effects that suppress the fluorescence emission. This could be due to the non-radiative

direct energy transfer to the plasmonic structure surface at short distances. As shown in

figure 3.4, as the gold nanosphere gets closer to the surface, the fluorescence response of the

molecule fixed on the surface first rises then drops dramatically at a distance smaller than a

few nanometers.

Figure 3.4: Quenching effect caused by plasmon-molecule interaction. (a) Change of

fluorescence count rate as a function of particle-surface distance z. The molecule is vertically

oriented. The experimental (black dots) and simulation (red curve) results are compared.

The dashed line represents the background fluorescence level. (b) Fluorescence rate image

of the molecule at z ≈ 2nm. Fluorescence quenching is indicated by the dip in the center of

the cross-section plot. This figure is adapted with permission from [6].

The absorption and emission enhancement greatly increase the observed fluorescence sig-

nal and benefit multiple applications, including chemical sensing and biosensing. Localization-
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based super-resolution imaging techniques have been used to detect the plasmonic near-fields

as well. Since the localization precision is inversely proportional to the number of photons

collected, the enhancement would assist in mapping the plasmonic near-field with higher pre-

cision. Since surface plasmons are notably sensitive to the shape, size, and composition of the

nanostructure as well as their surrounding environment, they can perform strong sensing re-

sponses for different applications. For instance, LSPR sensing can measure spectral shifts as

a function of the local dielectric environment [76–78]. Moreover, a far-field excitation source

coupled with plasmonics is a straightforward strategy for achieving sub-diffraction excitation

volumes, so plasmonics and super-resolution imaging complement each other naturally well.

Additionally, because plasmonic nanostructures usually have nanoscale dimensions, super-

resolution imaging techniques are necessary to examine the properties of these structures.

However, the physics behind the interaction between the plasmonic nanoantenna and flu-

orescent particles is not fully understood. Moreover, detrimental problems like quenching

effects, emission anisotropy, and mislocalization make it challenging to apply super-resolution

imaging techniques (especially localization-based methods) to plasmonics systems. We will

discuss these problems in the next section as well as in chapter 4.

3.5 Plasmon-Induced Emitter Mislocalization and Mispolariza-

tion

When detecting near-fields of plasmonic nanostructures, emission intensity of fluorophore

is usually used as the reporter of the field intensity for reasons mentioned in previous sec-

tions. For localization-based super-resolution imaging, the diffraction pattern of the single

molecule is then fitted to a defined or calibrated model function to determine the location

of the emitter. When imaging a point source of light with a typical optical microscope, the

diffraction-limited pattern is an Airy disk, which has a central peak surrounded by a series

of circular side bands. This pattern can be further approximated by a 2D Gaussian function
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as the model function

I(x, y) = I0 exp
{
−a× k2((x− x0)2 + (y − y0)2)

}
+ b (3.1)

where I(x, y) represents the measured fluorescence intensity across the (x, y) pixels, I0 is

the peak intensity that is proportional to the photon emission rate and acquisition duration,

a is the numerical factor that indicates the width of the 2D Gaussian model function, k is

the wave number, (x0, y0) is the fluorophore’s coordinate, and b is the average background

intensity per pixel. In a plasmonic system, this model fitting would fail, leading to errors

in the calculated emitter positions. This is due to a combination of mechanisms including

plamon-fluorophore coupling, image dipole scattering and far-field image super-position, and

the effect of each mechanism on the final fitting inaccuracy has not been fully investigated.

As introduced in previous sections, the emission from the fluorophore can couple into

plasmon modes of the nanostructure, and the observed fluorescence might originate from

not only the fluorophore but also the plasmonic nanostructure. This is illustrated by re-

searchers using different imaging methods. One example is that by looking at the emission

from a single-molecule positioned on a silver nanoparticle dimer using polarized surface-

enhanced Raman spectroscopy (SERS), the emission appears to be polarized along the long

axis of the dimer instead of the molecule orientation (mispolarization), meaning that the

plasmonic nanostructure does introduce anisotropy to the emission pattern by generating

additional radiation projected to the far-field [79]. This extra radiation would significantly

distort the diffraction pattern, and if the 2D Gaussian function is still used for localiza-

tion, undoubtedly, there would be significant localization error. Another factor that distorts

the emission pattern of the molecule is the formation of the image dipole in the plasmonic

nanostructure. Specifically, an emitter can be considered a dipole. When it is placed close

to the plasmonic nanostructure and excited, it can induce an image dipole, which can be

regarded as a secondary fluorescent source 3.5. This additional source would not only create

new radiation but also interfere with the radiation from the original dipole (emitter) [7]. De-
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pending upon the original dipole orientation and its distance to the plasmonic nanostructure,

the interference can be either constructively or destructively (figure 3.5a,b), and can shift

the fitted emitter location either closer to or away from the true location (mislocalization)

(3.5c,d). The inaccuracy in emitter localization is large enough to be ignored and needs to

be characterized and understood in order to get the precise emitter location for near-field

mapping.

Curly and co-workers also illustrate the mislocalization and mispolarization phenomenon

from the strong light-matter interactions between fluorescent dyes and plasmonic nanostruc-

tures [8]. They discover that in addition to being rotated towards the nanorod’s dominant

surface plasmon mode, the emission polarization distribution also broadened due to both far-

field interference and off-resonant coupling between the molecular dipole and the nanorod

transverse plasmon mode. They also developed an analytical model to understand this com-

plex interaction, and correct for the mislocalization and mispolarization using least-squares

fit (figure 3.6a). Compared to traditional Gaussian fitting (figure 3.6b), this model-based

method helps to determine the molecular polarization and location accurately without too

much computation cost. This characterization and model development is essential to es-

tablish a thorough understanding of molecule-plasmon coupling. In the next chapter, we

will discuss our exploration of a more complex plasmonic system and our method to correct

mislocalization and mispolarization.
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Figure 3.5: Image-dipole interference. (a) Illustration of interference between radiation

from an emitter and an induced radiation from the silver nanowire. The emitter induces

currents in the silver nanowire that radiate into the far field and interfere with the direct

emitter radiation. The orientation of the image dipole is determined by the emitter dipole

orientation (insert). (b) Calculated far-field diffraction spots from an isotropic emitter next

to the silver nanowire with two different dipole orientations (perpendicular and parallel to

the nanowire surface). The filled dots are real positions as simulation inputs, and the open

dots are fitted positions. Scale bar: 100 nm. (c) Calculated intensity as a function of

the distance of an isotropic emitter from the wire surface for the field polarized along two

polarization directions. (d) The displacement of the diffraction spot position relative to the

emitter position as a function of emitter distance from the wire surface for different emission

polarizations. This figure is adapted with permission from [7].
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Figure 3.6: 2D Gaussian and analytical model fitting. Comparison of the best fit results

for dipole position (green) and polarization (colored arrows) determined in diffraction-limited

images of simulated single-molecule dipoles (black dots) oriented parallel to the x-axis. (a)

Gaussian localization of the total intensity paired with molecule orientation as would be

determined by polarization-resolved microscopy. (b) Least-squares fit of the model-generated

images to simulated images. The Gaussian fitting has more prominent inaccuracy. This

figure is adapted with permission from [8].
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CHAPTER 4

Super-Resolution imaging of plasmonic Near-fields:

Overcoming Emitter Mislocalizations

Plasmonic nano-objects have shown great potential in enhancing biological and chemical

sensing, light harvesting and energy transfer, and optical and quantum computing to name

a few. Therefore, an extensive effort has been vested in optimizing plasmonic systems and

exploiting their field enhancement properties. Super-resolution imaging with quantum dots

(QDs) is a promising method to probe plasmonic near-fields, but is hindered by the distortion

of the emission intensity and radiation pattern. Here we investigate the interaction between

QDs and ‘L-shaped’ gold nanoantennas, and demonstrate both theoretically and experimen-

tally that this strong interaction can induce polarization-dependent modifications to the

apparent QD emission intensity, polarization and localization. Based on FDTD simulations

and polarization-modulated single-molecule microscopy, we show that the displacement of

the emitter’s localization is due to the interference between the emitter and the induced

dipole and can be up to 100 nm. We also discovered that the emission polarization can

rotate towards the symmetry axis or one arm of the L-shape because of the scattering. Our

results could assist in paving a pathway for higher precision plasmonic near-field mapping

and its underlying applications.
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4.1 Introduction

With the development of plasmonics-based devices, there is a growing need for detecting and

characterizing plasmonic effects in extended nanosystems. Due to their ability to concen-

trate light to a small dimension and create enormous local-field enhancement, nanoscale plas-

monic devices have provided novel ways of controlling light and have shown great potential

in broad applications, including enhanced chemical sensing [14, 15], bio-sensing [16–18] and

high-resolution bioimaging [19, 20]. In addition, integrated nanophotonic circuits combing

the plasmonic and optical effects have shown great promise in manipulating optical infor-

mation [11–13]. Thus, to better control and utilize plasmonic near-field effects, a thorough

understanding of the relationship between plasmonic structures and their local fields is cru-

cial for optimizing these devices’ performance. Compared to imaging methods like near-field

scanning optical microscopy (NSOM) [21–23] or electron energy loss spectroscopy [24, 25],

super-resolution imaging has become more popular due to its ability to break the diffraction

limit, image under ambient conditions, and provide high throughput imaging [66,80,81].

Recent studies have applied super-resolution fluorescent imaging with single emitters

(e.g., dyes and quantum dots (QDs)) to probe plasmonic systems. In these studies, emitted

fluorescence intensity from the emitter is used as a far-field reporter of the plasmonic near-

field intensity [26,27,82,83]. However, due to the strong electromagnetic interaction between

emitters and nearby plasmonic nanostructures, this technique is hindered by a complex

mechanism. One major factor is the formation of a distorted point spread function (PSF)

[84, 85]. Since an accurate super-resolution localization relies heavily on a stable, well-

characterized PSF, this distortion introduces error in the field intensity mapping [86–88]. It

has been demonstrated that the fitted centroid position moves away from the actual emitter

location when the probe emission is coupled to a plasmonic antenna (e.g., nanorods [8],

nanowire [7, 29, 89], and Yagi-Uda antennas [90]). This ’mislocalization’ phenomenon may

be originated from (1) super-position of the molecule emission and scattered radiation from
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the plasmonic interface, (2) interference with the induced image dipole, and (3) near-field

coupling [7, 85, 87, 91]. These plasmon-induced interactions may also redirect the single-

molecule fluorescence polarization (mispolarization) [46, 79, 92, 93]. Moreover, because of

effects like fluorescence enhancement and quenching, the intensity of fluorescence can vary

non-monotonically with the field intensity, especially when the emitter is too close (¡30 nm)

to the nanoantenna [27].

Despite intense interest and research activity, the interaction between nanoantennas and

nearby molecules, as well as its influence on emitters’ mislocalization and mispolarization,

have not been completely understood. In this work, we select quantum dots (QDs) as the

probe due to its degenerate excitation and emission dipole moments, and match their emis-

sion wavelength to be either on or off the plasmon resonance mode. We show theoretically

and experimentally that this strong interaction can induce polarization-dependent changes to

both the apparent emission intensity and position. We extend previous studies to plasmonic

nanoantennas with more complicated structural features and demonstrate that shifts in the

apparent emission localization and polarization are affected by a combination of factors under

different conditions (e.g., emitter dipole location and orientation). Moreover, after optical

measurements, we add a ’post mortem’ scanning electron microscope (SEM) step to unveil

the real position of QDs near plasmonic structures, and find out that the mislocalization

can be up to 100 nm and mispolarization can be up to 30°. We isolate the effects from

nanoantenna’s two orthogonal arms and elucidate the mechanisms behind emission localiza-

tion and polarization modification. We also propose a new sample fabrication method that

implements dip-pen nanolithography (DPN) [94] to achieve single-molecule deposition close

to nanoantennas with high precision and throughput. Our work can provide a cost-effective,

high-accuracy solution for better super-resolved mapping of plasmonics near-fields. It opens

doors for optimized and controlled plasmonic devices with great potential in a wide area of

applications.
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4.2 Results

4.2.1 Tunable Nanoantenna Sample Design

Previously published works developed models on specific structures like nanowires and

nanorods, and used simulation results to correct the mislocalization detected in the experi-

ment. To expand on these previous models and on the ’one-dimensional’ antenna structures,

and in order to gain better understanding on how near-field coupling and far-field interference

would afect the degree of QD mislocalization and miapolarization in a more complex (2D)

model system, we performed extensive finite domain time difference (FDTD) calculations to

determine the ideal antenna structure and for our study (Figure 4.1(a)). With the help of

these calculations, we converged to a 2D antenna design of an L-shaped gold nanostructure

with a symmetry axis and a sharp corner, which are features that have not been carefully

studied as of yet. The emitter at the inner corner of the L-shape can have simultaneous

interactions with two arms. In this way, the coupling strength can be tuned by controlling

the relative distance of QDs to each of the arm.

Since the scattering from the antenna interface is one significant contribution to the QD

image distortion, the relationship between the L-shape dimensions and their optical response

is explored. L-shaped nanoantenna with various dimensions exhibit different scattering spec-

trum (Figure 4.1(c)), and QDs with varying emission wavelengths can be selected to be on-

or off-resonance with the plasmon resonance mode. As for our experimental setting, the

structure with a configuration of 60 nm height, 250 nm arm length, and 100 nm arm width

has a much stronger scattering at 800nm than 600nm, while vice versa for the (H 60nm,

L 200nm, W 50nm) configuration. Thus, by tuning the L-shape dimensions and choosing

different-size QDs to match/mismatch the plasmon resonance, we can explore the scattering

effect on the QD localization accuracy. For instance, 800-nm emission QDs are excited with

a wavelength off the plasmon resonance (642 nm) to excite the emitter only and limit the

antenna background. In this way, we avoid fluorescence absorption enhancement and isolate
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the coupling in QD emission for polarization-modulated studies.

Figure 4.1: L-shape dimensions and scattering cross-sections. (a) Design for FDTD

simulations with an L-shaped gold nanoantenna and a dipole source positioned nearby. (b)

SEM image of the fabricated nanoantenna and QD. QD’s real location measured from SEM

can be fed-back to the simulation as input. (c) L-shaped Au nanostructures with different

dimensions vary in the scattering cross-section at different wavelength. For a nanoantenna

with a given dimensions, 800/600 nm emission QDs can be scattered strongly/weakly or

weakly/strongly by the designed structure.

To construct a system with plasmonic structures with different dimensions and single-

molecule QDs close to them, we employ a two-step lithography method (Figure 4.2). The

first step defines the L-shaped plasmonic structure, and the second step sets the QD de-

position boundaries. More specifically, nanoantennas with varying dimensions were first

patterned onto an indium tin oxide (ITO)-coated glass coverslip with electron beam lithog-

raphy. This conductive and transparent substrate prepares the sample for both optical and

SEM measurements. The second lithographic step defines a pattern that prevents QD from

accessing other areas of the coverslip surface, allowing QDs to deposit only near the inner

corner of the antenna. Then, a drop of nano-molar QD solution is placed onto the coverslip
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to produce a sparse distribution of the probes. QDs can move around the whole substrate

surface through Brownian motions, and those that reach the pre-defined area can attach

to the surface through chemical functionalization. The carboxylic acid functional group in

QD ligands can interact with the ITO surface through a combination of weak electrostatic,

hydrogen-bonding, and covalent bonding between the carboxylate and the indium defect

sites [95]. By tuning the QD concentration and the area during the second lithographic

step, we ensure that an individual unit only has a single plasmonic nanoantenna and a single

QD nearby. This single QD and antenna pair is further verified by the SEM image (Figure

4.1(b)). The difference between the dimensions of the fabricated and simulated structures

is negligible. However, this sample fabrication method requires precise alignment between

two e-beam lithographic steps, making the success rate / yield of fabrication low. We also

combine dip-pen nanolithography (DPN) method [94, 96] together with E-beam lithogra-

phy to directly ‘write’ single QDs with higher precision (Figure 4.3). Compared to points

accumulation for imaging in nanoscale topography (PAINT) methods that have been used

for previous research which relies on the absorption and release of freely-diffusing probes

at random locations on the sample surface [8], our method immobilizes QDs to sites close

to the antenna with selective binding and can be only removed though specific washing

steps. Instead of counting on the probe to stay in the field-of-view (FOV) long enough

to emit enough photons (especially at low excitation power), we can keep QDs stationary

with a well-defined dipole moment orientation throughout the whole acquisition for better

PSF fitting and localization with high precision at multiple imaging conditions (e.g., ex-

citation and emission polarization). The inter-antenna spacing is designed to be 5 µm to

avoid interactions between plasmonic nanoantennas while keeping a reasonable measurement

throughput. For each wide-field imaging run, images from up to 25 pairs of single antenna

and QD can be collected. To ensure that emitters at different locations of the FOV share

the same excitation intensity and polarization, the optical setup is first calibrated with free

QDs at different polarizations. More details about the sample fabrication are provided in
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the Methods section.

Figure 4.2: 2-step e-beam lithography sample fabrication procedures. (a) For the

first electron beam lithography step, L-shapes with different dimensions are patterned. (b)

The pattern of the second lithography layer is aligned to the first layer and is composed

of squares that are accessible to QDs. After removing the exposed photoresist, the ITO

coverslip was soaked in the diluted QD solution. The carboxyl group in QD ligands can then

bind to ITO and stay static on the coverslip surface. (c) The photoresist lift-off step washes

the unexposed photoresist off the coverslip, taking away QDs that are not bound to the ITO

surface. After rinsing and drying, the sample is ready for optical measurements.

Figure 4.3: Single-molecule (SM) QD deposition using DPN. (a) DPN printing spots

indicated by brown circles. (b) L-shaped gold nanostructures under SEM. The pattern

imaged with DPN tip and SEM matches. (c) Zoom-in of one L-shape with SM QD nearby.

DPN first scan through the target area to determine the printing pattern. Then, the tip is

inked and move to the start point with careful alignment. The ink with QDs is carried and

printed by the tip (red circles in (a)) at locations determined by the first scan. The same

target area is later moved under SEM (b), to quantify the relative positions of QDs and

nanostructures (c). Scale bar: 200 nm.
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4.2.2 Polarization-Resolved Single-Molecule Localization-Based Microscopy

This section describes the experimental approach that controls and studies the interaction

between the single-molecule emitter and the plasmonic antenna with super-resolution. We

focus on three strategies to modulate and analyze the coupling between the fluorescent

emitter and plasmonic nanoantenna: (i) modulate the polarization of the wide-field excitation

laser; (ii) analyze the polarization of the QD emission pattern in the far-field; (iii) tune QD

emission spectrum to be on- or off-plasmon resonance. As shown in Figure 4.4(a), the

modulation approach (i) is achieved by adding a polarizer in the excitation pathway and

(ii) by adding an analyzer in the emission pathway of the wide-field fluorescence microscopy.

Both the polarizer and analyzer are mounted on rotating stages (Figure 4.4(b)). As the

polarizer/analyzer rotates, the far-field images of QDs are acquired at different excitation

and emission polarization combinations. The excitation is filtered out, and the emission

fluorescence is collected. No noticeable sample drift was observed during the measurement

duration.

For a QD without plasmonic structures nearby, the fluorescence emission increases lin-

early with the excitation up to around half of the saturation intensity [26]. However, de-

pending on the spectral overlap of the QD emission and plasmon resonance, the intensity

of fluorescence emitted from the QD-plasmon system is no longer linear with the excitation

and strongly affected by whether the QD emission is on-resonance or off-resonance with the

plasmon resonance mode [67]. More specifically, previous research has shown that, based on

the emitter’s location and emission spectra, the coupling strength between the emitter and

the antenna fluctuates, causing shifts in the fitted location of the emitter [67]. As for the

modulation approach (iii), we start with CdSe/ZnS QDs with an emission peak at around

800 nm. The results shown in the rest of this manuscript are generated based on this exper-

imental setting, and QDs with an off-resonance emission or dual emissions like Mn+-doped

CdS QDs with simultaneous on- and off-resonance emissions can be used to further investi-

gate the effect of spectral overlap on the amount of emission coupled into the far-field via
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Figure 4.4: Set-up for polarization-modulated super-resolution fluorescence imag-

ing. (a) Schematic diagram of the optical setup used for QD localization with excitation /

emission polarization modulation. The half-wave plate in the excitation path works as a po-

larizer that rotates and controls the excitation polarization. The analyzer, on the other hand,

selects a specific emission polarization. Both the polarizer and the analyzer are mounted

on a rotating stage with 0.5° precision and controlled by the microcontroller Arduino. The

stages are rotated between the optical measurements, and QD image at different excita-

tion/emission polarization combinations are recorded. (b) The polarizer mounted on the

rotating stage.

the plasmonic antenna and the shift in emitter localization.

For the polarization modulation experiment, we adopt a two-step measurement: (1) a

measurement to index the apparent location of QDs together with extraction of local near-

field intensity without the polarizer and analyzer, followed by (2) measurements with a

modulated linearly polarized light at several different polarization angles. The imaging sys-

tem with excitation only, emission only, and both polarization modulations together are first

calibrated and characterized with sparsely spin-coated 800-nm emission QDs. Measurements

are carried out on individual unit composed of one antenna and one QD with the polarizer

and the analyzer rotate separately from 0° to 360° and stop every 45°. For each excitation

and emission polarization combination, a wide-field fluorescence image is captured, gener-
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ating 81 images in total for one full circle rotation (Figure 4.5). Afterwards, the centroid

position of each diffraction spot is determined. There are multiple methods for extracting the

centroid position of the probe. One recently introduced is using a basis of HermiteGaussian

functions as a PSF model to fit abnormal, multilobed PSFs generated from a system with

dye labels close to plasmonic nanowires [89]. Here, the multilobed PSF is not observed in

our QD-antenna system. Instead, we start with a typical 2D Gaussian function to fit the

far-field image, and apply the maximum likelihood estimation method (MLEM) to optimize

this PSF to give us the best fit, returning an estimation of QD’s apparent position [97].

Even though the degree of final localization precision is heavily dependent upon the number

of photons collected and the fluorescence background level of the image, this fitting method

has shown overall good performance for localizing QDs (or other emitting probes) in free

space for both simulation and experimental results.

When the emission is coupled into a plasmonic antenna, it is re-directed and re-radiated

into the far-field compared to the radiation from the emitter alone. Due to the strong elec-

tromagnetic coupling of the emitter to the nearby plasmonic structure, the far-field radiation

pattern of the emitter will be distorted, introducing imprecision to the localization of single

emitters during this fitting step. The final QD far-field images are affected by a combination

of interactions, like scattering from the nanostructure surface, dielectric distortion of the

emission, and Young’s interference effect between the emitter and the image dipole [7, 29].

Thus, modulation and characterization of electromagnetic coupling strength between QDs

and nearby metallic structures is crucial to understand and counteract mislocalization of

QDs.

4.2.3 Mislocalization of QDs close to plasmonic structures

The fitted QD centers at different polarization combinations are compared to the center

determined using the sum image of all polarizer and the analyzer polarization combinations.

The spatial displacement is calculated as the difference between the two centers. The rotation
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Figure 4.5: QD images at different emission polarization. (a) Bright-field image of

nanostructure + QD. Since the size of the structure is below the diffraction limit, only the

scattering light can be imaged without details of the structure. (b) Fluorescence image of

QDs close to plasmonic structures. Different QD brightness may come from different coupling

strength between the QD and the structure. Scale bar: 1 m. (c) Images of single-molecule

QD with different analyzer polarizations and displacements (labeled at the top of each figure,

displacements in nm unit). Since QDs have degenerate excitation dipoles moments, changing

the excitation polarization on “free” QDs would not affect the image. With the changing

emission polarization, the center of the QD images shift.

of the polarizer in the excitation path does not show impact on the emitter displacement

since QDs have degenerate excitation dipoles. This result verifies the result discussed in [89]

that the excitation polarization does not affect the PSF distortion. However, as the analyzer

rotates, we observe clear shifts in apparent QD center positions (mislocalizations) at different

emission polarization. As shown in Figure 4.6(a), displacement of the emitter in x (parallel)

and y (perpendicular to the bottom arm of the L-shape) directions are plotted over one full

circle of the analyzer rotation. To compensate for the discrepancy of photoblinking behaviors

captured at different polarizations and its effect on the imaged fluorescence intensity, the final

plot is the average over four full circles of the polarizer rotation. Photbleaching of QDs was
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negligible, and the few cases where it did occur were omitted from the analysis pipeline. As

expected, the shift of the emitter center positions in both x and y directions is periodic and

repeats every 180° of the analyzer rotation (Figure 4.6). As the analyzer rotates, the shifts

in the x- and y-axis vary and can be larger than 100 nm. After the optical measurement,

the distance between the inner corner of the L-shaped nanoantenna and the QD for each

unit is measured using SEM with the help of indexing markers patterned during the sample

fabrication. This distance is regarded as the ground truth for the emitter’s location and can

be further used as the position of dipole source for the simulations (Figure 4.6(b)).

Figure 4.6: Pattern matching to determine emitter’s position. Simulated (a) and

experimentally measured (b) displacement are matched and the difference in the center

location is the value of mislocalization. The change of mislocalization shares the same

pattern as the simulation result. Based on the magnitude and direction of the displacement,

the plots from the experiment can be compared with plots in the simulation collection, and

patterns are matched using a least-squares model fit.

Next, a large set of FDTD simulations were performed to generate far-field images with
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different conditions for both on- and off-resonance emitters close to metallic systems. Based

on the mislocalization trend as the emitter moves away from the inner corner of the antenna

(Figure 4.7(a-b)), a simple qualitative model can be adopted to understand the interaction

between the emitter and the plasmonic antenna. In addition, this model can also be used to

determine how the interaction strength can influence the level of mislocalization for emitters

at different locations. For an L-shaped nanoantenna and QDs with on-resonance emission,

the displacements are determined by superposition of dipole signals. Specifically, the system

can be modeled as one quantum dot, which can be considered as a single dipole, interacting

with two induced dipoles, each from one arm of the L-shape metallic structure. The observed

far-field image is formed by the superposition and interference of radiation from the three

dipoles in total. The left arm mainly changes the displacement in the x-direction (perpen-

dicular to the left arm), while the bottom arm changes the displacement in the y-direction.

Compared to other one-dimensional structures studied in previous works, one significant

difference for this system is that the emitter is coupled at two directions simultaneously

with different coupling strengths. When the emitter is located on the symmetry axis of the

L-shape, the interactions with the two arms are identical, and the displacements in the x-

and y-directions are very similar Figure 4.7(c)). As the emitter moves asymmetrically away

from one arm (for example, the left arm), the displacement range in the x-direction would

first increase and then decrease. For the specific position shown in Figure 4.7(c), when the

emitter is away from the left arm (125 nm), its interaction with the left dipole is minimal so

that its displacement in the x-direction is less than 20 nm. At the same time, its emission is

still coupled to the bottom arm, making the maximum displacement in the y-direction to be

almost 90nm. Meanwhile, the oscillation of displacement as the emitter moving away from

one arm shows that besides the superposition of radiation from multiple dipoles, interference

between them also plays an essential role in determining the final displacement. Depend-

ing on the relative phases between three dipoles, a constructive/destructive interference may

move the fitted center closer to/further away from the interface [7]. For instance, if the dipole
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(QD) is orientated parallel to the L-shape bottom arm, it interferes constructively with the

induced dipole in the left arm and destructively with the one in the bottom arm. Thus, the

mislocalization in the x-direction (0° emission polarization angle) fluctuates but stays nega-

tive for the measured distance range, which shares similar patterns as in Ref. [7]. Depending

on how the QD is located and oriented in relation to the arm orientation, constructive or

destructive interference may prevail.

Figure 4.7: Calculated displacement for emitters at different distance to the L-

shaped nanoantennna. (a) Cartoon demonstrating emitters at different locations that

interact with two induced dipoles, each from one arm of the L-shape. The displacement in

the x-direction for QDs positioned 25, 75 and 125 nm away from the left arm are plotted in

(b). The colors of emitters correspond to plot colors. (c) Simulated mislocalizations of single-

molecule QDs positioned at the inner corner with different distances to the L-shape. As the

analyzer rotates from 0 to 360, the shifts in x and y axis vary, and can be as large as 100 nm.

The displacement is caused mainly by the super-position of the radiations from one original

dipole plus two induced dipoles, as well as the interference between the radiations. Emitter

at 75 nm has the most notable fluctuation and the greatest absolute displacement. When

the emitter too close (25 nm), besides super-position, destructively interference reduces the

displacement in the x-direction. When it is far away from the interface, the displacement

decays.
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Ideally, if the simulation and experimental settings are matched, the magnitude of the

polarization-dependent PSF distortion and emitter displacement can be mapped out around

the plasmonic nanoantenna. This mapping can be utilized to help deduce the actual emitter

position from the distorted PSF by measuring the relative shifts. Meanwhile, the exper-

imental results can be further fed back to simulations in order to improve the predictive

power. In the end, the SEM step can be abandoned, and the real emitter position can be ob-

tained purely from matching the experimental and simulation displacement plots. However,

the sample preparation method requires high alignment precision between two lithography

steps, and has proven to be challenging with respect to closing the loop of (1) nanostructures

fabricated with designed dimensions, (2) QDs are positioned close to nanostructures, (3) QDs

stay fluorescent during the optical measurement, and (4) real locations of QDs are accessible

using SEM. Currently, the ‘post mortem’ step with SEM to find the real position of the emit-

ter has not been successful, so we are not able to include the actual position of the emitter in

iterations that ‘close the loop’. Instead, we generate a library of simulated images and plots,

and match the displacement pattern from the experiment to the simulation result using a

least-squares model fit (Figure 4.6). The dipole source position input from the simulation

is then used as the ‘real’ position of the emitter when we see the change of displacement

share the same pattern. A proposal for an alternative method for sample preparation using

dip-pen nanolithography (DPN) is presented in the discussion section below.

4.2.4 Detection of Plasmon-Induced Emission Polarization Rotation

In addition to the substantial modification that QD-antenna interaction has on apparent

QD localizations, we found that QD-nanoantenna interaction also strongly influences the

polarization of the emitted light from this system (mispolarization). Previous studies have

reported that the fluorescence emission rate and polarization can be re-directed depending on

the design of the antenna (e.g., Yagi-Uda antenna or nanorod) [8,90]. The discussion below

focuses on a more complex antenna shape, L-shape, and explores the change in polarization
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that results from plasmon-coupled emission. By measuring the emission polarization of a

single-molecule QD coupled to an individual plasmonic nanoantenna, we reveal that QD’s

emission polarization can be significantly rotated depending on the emitter’s position. Far-

filed images for QDs with different dipole orientations and emission wavelengths at various

positions next to the antenna (H 60 nm, L 200 nm, W 50 nm) are calculated using the

same simulation settings as described in previous sections. To quantify the rotation of the

emission polarization, we define the apparent emission polarization (θapp) of each emitter by

comparing the total intensity of images collected at two perpendicular directions:

θapp = arctan

√
Il
I↔

(4.1)

where I↔ and Il are intensities collected at directions parallel and perpendicular to the bot-

tom arm of the L-shape, respectively. The bottom arm and left arm are aligned to the x-axis

and y-axis of a Cartesian coordinate system, respectively. Intensities are always positive and

the arctangent function maps the apparent emission polarization into the first quadrant (0°

- 90°). The 2D projection of the emission polarization at the image plane can be collected

with a polarization-resolved optical set-up shown in the previous section. Theoretically, a

free single-molecule QD at the image plane can be considered as a dipole source, whose

emission polarization is determined solely by its dipole orientation. However, when interact-

ing with the plasmonic antenna nearby, a combination of near-field coupling, superposition,

and interference with the nanoantenna far-field emission would introduce mislocalization

and mispolarization, which hinders us from abstracting the actual plasmonic near-field in-

tensity [7, 29, 85–87, 91]. Moreover, when a high numerical-aperture (NA) objective lens is

used during image acquisitions, it has been reported that the cross-talk between different

polarization channels would deviate the calculated θapp [8]. This issue can be resolved by

calibrating the imaging system using a control sample with free QDs randomly positioned

on the coverslip for simulations or experiments. In this way, the relationship between the

expected and the calculated θapp can be mapped and used to correct the measurements.

Since the L-shape metallic structure can be considered as two nanorods symmetrical
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connected, the rotation of the apparent polarization angle is dependent on the position and

orientation of the emitter with respect to the symmetry axis. Table 1 shows a compilation

of the calculated mispolarization of 800-nm emission QDs under different conditions. The

large rotation for 0° and 90°-oriented dipoles is mainly contributed by the superposition

of the induced localized surface plasmons (LSPs) modes. Radiation from the bottom arm

increases I↔, while that from the left arm increases Il. If the scattered radiation intensities

from two arms are equal, the detected apparent emission polarization is expected to be 45.

For instance, for emitters positioned on the symmetry axis (e.g., (25 nm, 25nm) away from

the inner corner of the L-shape, the interaction between the emitter and two arms is equal.

Therefore, both 0 and 90-oriented dipoles are rotated towards 45° while keeping 45° dipole

orientation unchanged (Table 4.9 and Figure 4.8(a)). The degree of rotation for 0° and

90°-orientations is symmetrical as expected. As the emitter moving away from both arms

along the symmetry axis ((75, 75 nm)), the induced radiation from both arms decreases,

causing less rotation of the detected θapp towards 45. When the emitter is off the symmetry

axis, depending on its distance to two arms, all three dipole orientations are ‘mispolarized’.

When QD moves away from the left arm (e.g., (75, 25 nm) and (125, 25 nm)), the interaction

between them decreases. A higher I↔ of the image is due to more dominant emission from

the bottom arm. In this regard, θapp rotates more towards 0° for both 0° and 90° dipole

orientations. The total signal intensity collected at the 90° dipole orientation is also much

higher (2x) than at 0°. Conversely, for QDs further away from the bottom arm, θapp is closer

to 90° because of the superposition of the induced LSP emission at the left arm with the QD

emission.

The similarity between the θapp and the antenna scattering spectrum further verifies our

hypothesis. In Figure 4.8(a), the relationships between θapp and emission wavelength of the

emitter positioned at (25, 25 nm) are plotted for three different dipole orientations. The-

oretically, since the emitter is positioned on the symmetry axis, it has identical types of

interaction with both arms. Thus, the 0°- and 90°-oriented dipoles are mispolarized towards
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the symmetry axis while 45°-oriented keeps unchanged as demonstrated. The greatest ro-

tation is achieved at around the plasmon resonance peak, meaning that the on-resonance

emission has a stronger scattering from both interfaces, rotating the apparent emission po-

larization more towards 45°. However, the difference between the spectrum of θapp and

scattering efficiency (Figure 4.8(b)) like double peaks and peak center shift indicates that

even though the scattering plays a major role in the mispolarization, there exist other factors

that determines the final degree of rotation (e.g., interference between the QD and induced

dipole emission). The two spectra diverge after around 800 nm, meaning that the same

theoretical explanation might not be applicable for the infrared region. More investigation

is needed to characterize other possible mechanisms.

Figure 4.8: Plasmon-induced rotation of the QD emission polarization. (a) Cal-

culated spectrum of rotation of apparent polarization angle for QD positioned at the inner

corner with distance (25 nm, 25 nm) to the L-shape (L 200 nm, W 50 nm). For emitter posi-

tioned on the symmetry axis, since its interaction with two arms are identical, the apparent

polarization is expected to rotate towards the axis direction. (b) Comparison of the θapp (for

the x-direction) and plasmon resonance spectrum. The polarization angle spectrum shares

similar pattern as the scattering cross-section under 800 nm, meaning that the scattering

from the interfaces of two arms play an essential role in polarization rotation within the

visible light spectrum.
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Figure 4.9: Mispolarization table. Calculated apparent emission polarization for different

dipole orientations.

4.3 Conclusion

In summary, we have demonstrated that the near-field interaction between a plasmonic struc-

ture and a nearby emitter is dependent on the emitter’s relative position, emission polariza-

tion, and emission wavelength and can induce significant mislocalization and mispolariza-

tion during emitter’s far-field detection and analysis. By isolating effects from the L-shaped

nanoantenna’s two arms at two orthogonal polarization directions, our study elucidates the

mechanisms underlying modification of far-field emission polarization and localization in a

QD-antenna system. Notably, we have confirmed that the strong interaction between the

emitter and the nanoscale plasmonic structure can introduce substantial error to emitter

localization. The apparent emission polarization can also measure the interaction strength.

The emission polarization rotates towards the symmetry axis when the emitter is located on

the axis. Depending on which arm is closer to the emitter, the emission polarization rotates

towards either the left or bottom arm of L-shape. By employing FDTD simulations and a

polarization-resolved single-molecule localization-based method, we have revealed that the

displacement of the emitter’s localization originates mainly from the interference between

the emitter and induced dipole emissions. In contrast, the superposition of the emitter and

scattered radiation plays a more critical role in the emission polarization rotation. Even

though we focused on a specific example, a similar analysis pipeline can be applied to study
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a more complex system (e.g., a metallic or dielectric nanoantenna whose shape contains

sharp and rounded corners).

This topic can be further extended both in theory and application. In theory, an ana-

lytical model to quantitatively understand this QD-antenna system can be constructed and

used to predict the true plasmonic near-fields. The effect of near-field coupling, far-field

superposition, and interference can be implemented into the model and correct for the mis-

localization and mispolarization. This model would provide a practical method that benefits

many applications that rely on measuring field strengths with high precision, ranging from

biology to high-speed integrated circuits to optical quantum computing. As for application,

more simulated and polarization-modulated fluorescence images can be collected using other

plasmonic structures, which help connect the emitter mislocalization at different emission

polarizations to the shape of the plasmonic nanoantenna and emitter’s distance to it. This

information can be fed to a machine learning model (e.g., a convolutional neural network,

CNN) to solve the inverse problem of predicting the plasmonic structure based on the far-

field images. The L-shape will be one of the base structures for the model, and together

with other base structures like nanowires and nanodisks, the whole contour of the structure

can be determined by combining base structures.

4.4 Methods

4.4.1 FDTD simulation and QD image generation

The Finite-difference time-domain (FDTD) technique is a widely-used method that cal-

culates grid-based electric and magnetic fields using Maxwell’s equations. By making an

approximation for the time derivative component of Maxwell’s equations, FDTD provides a

way to model complex periodic structures. More specifically, in FDTD, all the derivatives

in Ampere’s and Faraday’s laws are replaced with finite differences, and space and time are

discretized. The future fields in a finite step of time (4t) can be calculated based on a set
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of updating equations which express them by known past fields. Maxwell’s equations are

solved iteratively between magnetic and electric fields for every Yee grid point that contains

material-related information [98]. For each unit cell in the Yee lattice, an Ê component is

positioned at the center, surrounded by Ĥ components so that each Ê is located midway

between a pair of Ĥ components (e.g., Êz (normal to the faces of the plane) is in the midway

between Ĥx and Ĥy (the edges of the plane)). Then, the leap-frog approach is applied to solve

for the partial spatial derivatives [98]. Here assigning correct permittivity and permeability

to each electric and magnetic field component is crucial to map precise electromagnetic wave

interaction structures.

In this work, FDTD simulations were performed using a free and open-source software

package called Meep. Two types of simulations are carried out: (a) spectrum of scattering

and absorption cross-sections of L-shaped nanoantennas using direct plane wave illumina-

tions, and (b) electromagnetic near-field mapping of the QD-antenna system and image

generation with a far-field projection. For all calculations, we assumed a background re-

fractive index of 1 to mimic the dry sample condition in air. A glass substrate layer with a

refraction index equal to 1.52 is positioned below the plasmonic nanoantenna. The dielectric

function of gold was obtained from Johnson and Christy [99].

For (a), the L-shaped plasmonic antennas with different dimensions (60 nm height, 250

nm or 200 nm arm length, 100 nm or 50 nm arm width) are positioned on a glass substrate

and illuminated by a spectrally broad light source that spans between 400 nm and 1000 nm.

The light source is the super-position of total-field scattered-field” light sources with three

different polarizations, and the responses are added together to create the final spectrum.

The spectral response of the antenna, including scattering, absorption and excitation cross-

sections, of the antenna are collected and calculated through the corresponding monitor,

separately 4.10. More specifically, the scattering monitor is located outside of the light

source ‘box’ and collects only light scattered by the antenna, while the absorption monitor is

inside the box and collects both illumination and scattering. The negative power transferred
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though the monitor is the absorption of the antenna.

For (b), we consider QDs as dipole sources and simulated the radiation patterns of dipoles

oriented perpendicular and parallel with respect to each arm of the L-shape and along the

symmetry axis. To match or mismatch with the plasmon resonance peak, dipole source

with either a 600 nm or 800 nm emission are positioned close to the inner corner of the

nanoantenna. A full range of QD distances to the L-shape inner corner and L-shape with

different dimensions are also calculated. The dipole source orientation is assumed to be

fixed under experimental conditions. A monitor is set up below the nanoantenna and QD

to measure the electric fields of the near field. The collection angles that fall outside the

NA of the objective lens are filtered out. The far-field projection and image generation are

then calculated using a chirped-z transformation in MATLAB. The radiation of the isotropic

emitter is calculated by adding together the images of the dipole source perpendicular and

parallel to the antenna arm. This image can then be fitted with a 2D Gaussian function

to determine the emitter’s apparent location and compared with the input location of the

simulation. All relevant data, codes for simulations and data analysis are available from

authors on request.

4.4.2 Sample fabrication

L-shaped nanoscale plasmonic features are constructed using electron-beam (e-beam) lithog-

raphy. In e-beam lithography, a focused electron beam is controlled to scan and draw pre-

defined shapes on a surface with electron-sensitive films (photo-resists). Based on the prop-

erty of the photo-resist, its solubility in the developing solution can either increase or decrease

after the exposure to the electron beam. With the help of this technique, features with a

few nanometer dimensions can be directly patterned onto the substrate without masks.

Samples were fabricated on ITO coated glass coverslips (Nanocs). First, the coverslip is

cleaned by a rinse with acetone, isopropanol and DI water in sequence. A thin film ( 180

nm) of poly(methyl methacrylate) (PMMA) is then spin-coated onto the clean coverslip and

52



Figure 4.10: Diagram of FDTD simulation geometry. This cartoon shows the 2D

layout of the geometry input for the FDTD simulation for antenna spectra response. The

object (yellow) is positioned on top of the substrate (grey) surrounded by the medium (light

blue). The black lines are the area of the total-field scattered-field light source with the blue

arrow as the propagation direction. The absorption and scattering monitors (orange0 are

placed at different positions relative to the light source in order to collect the corresponding

radiation.

baked in preparation for the pattern writing. L-shapes with various dimensions and markers

are patterned into the photoresist using the electron beam lithography (first layer). The

pattern is developed in a MIBK/IPA 1:3 solution, followed by a plasma etching step to

create sharp edges and improve metal adhesion to the surface. A layer of gold (60 nm) is

then deposited using an electron beam evaporator (CHA) with a wetting layer of titanium

(1 nm). After the lift-off step in acetone, gold on areas without electron beam exposure are

removed, leaving only L-shaped antennas on the coverslip. A similar sample preparation step

is carried for the second layer of electron beam lithography. For this layer, the instrument

can automatically align the markers of two layers and pattern a 200-nm square next to

each L-shape. After removing the exposed photoresist, the ITO coverslip was soaked in the

diluted QD solution (1 m of Qdot™ 800 ITK™ Carboxyl Quantum Dots solution) for 60 min,

followed by the photoresist lift-off, rinsing and drying.
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4.4.3 Optical measurements

The samples were illuminated using a 642-nm laser diode source (Coherent) using an inverted

microscope with a 100x oil-immersion objective (NA 1.49, Nikon). The excitation is filtered

using a dichroic and an 800-nm long-pass filter. The excitation and emission polarizations are

controlled through the polarizer and analyzer, respectively. Both the polarizer and analyzer

are mounted on separate rotating stages controlled by Arduino, and QD images at different

excitation/emission polarization combinations are recorded. Fluorescence was collected by

an electron-multiplying charge-coupled device (EMCCD) camera with an extra set of lenses

to increase the magnification further. The sample is mounted onto the sample stage and

waited long enough until no apparent drift is observed. In each field-of-view (FOV), at least

25 QD-antenna units can be measured simultaneously. For each FOV, images are taken over

four complete rotations of the polarizer (from 0° to 360° with 45° intervals). Later, the same

FOV can be imaged using SEM with the help of patterned markers, and the true location

of QDs can be compared with the measured locations.

4.4.4 Dip-pen Nanolithography (DPN)

As mentioned in previous sections, the current sample fabrication method requires pre-

cise alignment between two lithography steps to deposit QDs close to plasmonic structures,

making the success rate reasonably low. A better approach that adopts the dip-pen nano-

lithography (DPN) method collaboratively with E-beam lithography has been carried out

to directly ‘write’ single QDs with high precision (Figure 4.3). During DPN, an AFM tip

first scans the sample to obtain the metallic landscape. The tip then moves away to dip

into the QD ink, then moves directly back to the desired location for QD deposition. To

guarantee single molecules rather than clusters of QDs, the concentration of QD solutions

and dwell time during the print must be controlled [94, 96]. Compared with our previous

method, this scanning probe techniques replace the original random distribution of emitters
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with direct placement, leading to a much higher success rate. With the help of this approach,

the relationship between QDs position, local plasmonic field intensity, and the mislocaliza-

tion/mispolarization can be unveiled with an improved success rate and throughput. Thus,

a better fundamental understanding of the coupling effects in plasmonic nanostructures can

be constructed, which offers a promising route to improve the accuracy of near-field probing

and sensing applications.
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CHAPTER 5

PySOFI : an open source python package for SOFI

Super-resolution optical fluctuation imaging (SOFI) is a highly democratizable technique to

provide optical super-resolution (SR) without requirement for sophisticated instrumentation.

An open source package for SOFI algorithm is needed to support not only the utilization

of SOFI algorithm, but also the community adoption and participation in SOFI algorithm

further development. In this work, we developed PySOFI, an open source python pack-

age for SOFI analysis that offers the flexibility to test, modify and improve the algorithm.

We provide a complete documentation for the package and a list of Jupyter Notebooks to

demonstrate the package utilization. We discuss the architecture of PySOFI, illustrate how

to use each functional module, and demonstrate how to extend the PySOFI package with

additional modules. We expect PySOFI to facilitate efficient adoption, testing, modification,

dissemination and prototyping of new SOFI-related algorithms.

5.1 Introduction

Super-resolution optical fluctuation imaging (SOFI) [68] is a widely used optical super-

resolution method applicable for a broad range of conditions, where sophisticated control

on the instrument and sample preparations are not required. It has attracted a growing

community of active practitioners and developers over a decade. The advancements uti-

lizing this technology include innovations in blinking dyes and fluorescent proteins, sam-

ple preparation [100–104], illumination schemes, experiment designs, data processing meth-

ods [5,10,69,105–110], and integration with other methods [111–116]. With nth order cumu-
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lant analysis, the theoretical resolution improvement of SOFI is 1√
n
. This limit increases to

1
n

when combined with deconvolution, presenting a great potential for further advancements

for SOFI [68].

Our previous work have identified imperfections in high-order SOFI cumulants (e.g.,

cusp-artifacts [9]) due to the mixing of positive and negative virtual brightness of emitters.

We introduced the concept of virtual emitters to interpret the physical meaning of SOFI

cumulants, and identified the origin of such artifacts to be the adjacent negative and positive

virtual emitters presented in the high-order SOFI cumulant image [9]. We also demonstrated

how the validity of one of the most widely used SOFI processing method, bSOFI is negatively

impacted [105].

We believe an insightful and thorough understanding of the method is crucial to ensure

solid advancements in both SOFI and SOFI-relevant innovations. However, for new inves-

tigators without prior experience with SOFI analysis, there is often a steep learning curve

to fully understand, modify, and extend the existing open-source packages [105, 117]. The

existing SOFI analysis routines are implemented in either ImageJ or MATLAB. ImageJ re-

quires professional programming skills if customization and modifications are required, while

MATLAB requires a paid license. Such limitations present a even bigger challenge for new

investigators as well as those who are interested in joining the SOFI community, but prefer

not to use the existing packages blindly.

Here we present PySOFI, an open source package for SOFI analysis implemented in

Python. Benefited from the active open-source community and the abundance of free learn-

ing materials for Python, PySOFI offers an easy option for investigators interested in adopt-

ing the SOFI algorithm. PySOFI focuses on engaging the community and is designed to be

simple, modular, and highly customizable. PySOFI is hosted on GitHub to facilitate uti-

lization, improvements, and continuous maintenance by the interested users and developers.

A collection of examples is provided in the form of Jupyter Notebooks.

One can use PySOFI to explore and characterize SOFI analysis, validate the results
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from the prior studies, and gain insights through exploration. PySOFI is also useful for

prototyping and development of SOFI-related methods. Similar Jupyter Notebooks can

be adapted for any new methods. In this way, the reproducibility of the results can be

improved and application of the new method can promoted. We expect PySOFI to appeal

to both beginners and experts by facilitating innovations where modification and extensions

are required, and to further promote the scientific advancements among scientists interested

in SOFI.

The rest of the manuscript is organized as follows. Section 2 provides an overview of the

PySOFI package. Section 3 discusses the PySOFI software architecture design and analysis

pipeline. Section 4 provides examples of SOFI analysis using PySOFI. Section 5 summarizes

the work and discusses future directions.

5.2 PySOFI overview

We designed a straightforward architecture for the PySOFI package. As shown in (figure

5.1), PySOFI contains eight independent function modules (in the functions folder) and

one data class (PysofiData). A detailed description of PySOFI is available in our online

documentation. To get started with the installation, the user can follow this page.

The following modules are implemented to facilitate the PySOFI analysis pipeline. The

reconstruction.py module provides capabilities for SOFI moments and cumulants calcu-

lations [68], as well as bleaching correction for a TIFF movie.

The finterp.py module provides Fourier interpolation on a TIFF stack, which is a nec-

essary step for fSOFI alike analysis [106]. filtering.py, deconvsk.py, and ldrc.py consti-

tute a collection of modules relevant to SOFI 2.0 [10] analysis. Specifically, the filtering.py

module is for pixel-wise noise filtering along the time axis, the deconvsk.py module is for

shrinking kernel deconvolution (DeconvSK) [5], and the ldrc.py is for local dynamic range

compression (ldrc) of images with a large dynamic range of pixel values [5]. Additionally,
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the moca.py module provides capabilities for multi-order cumulant analysis (MOCA). The

masks.py module is used to generate Gaussian kernels, and the visualization.py module

provides visualization options using an interactive visualization package bokeh. The data

class module (PysofiData) is encapsulated in the pysofi.py file. The input parameters from

the users, the raw data, and the intermediate results are bundled in the PysofiData object

as attributes, and the processing steps as methods. The processing steps are implemented

as function modules, and imported and used in the data class module.

In summary, the specific functions are implemented in the function modules, while

PysofiData serves the purpose of organizing the data processing workflow.

Figure 5.1: PySOFI modules. PySOFI contains one data class and eight function mod-

ules. Detailed descriptions are available in the online documentation for PySOFI.

Figure (5.2) provides the data-flow diagram that demonstrate the connections (arrows)

between different processing steps (green squares) and different types of data (purple ovals).

Three collections of SOFI analysis routines are implemented in the PysofiData class, includ-

ing the ”Shared Processes” that contains the traditional SOFI analysis steps [68], the ”SOFI

2.0” collection that contains the routines for SOFI 2.0 processing [10] and the ”MOCA” col-

lection that enables multi-order cumulant analysis (MOCA) [5]. In the ”Shared Processes”

block, the processing steps including bleaching correction (BC), Fourier interpolation (FI),

and moment and cumulant calculations can be performed in various sequences (green ar-
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rows). In the ”SOFI 2.0” block, one can perform noise filtering, deconvolution (DeconvSK),

and local dynamic range compression (ldrc) on the image. The ”MOCA” collection can

be used to estimate the blinking statistics distribution (ρ-map) and brightness distribution

(ε-map). In the data processing workflow, one can save and load the intermediate results

for each processing step (purple arrows). This feature allows for break-point resumption in

the analysis workflow, which is useful when one needs to inspect the results in the analysis

workflow at each step. For example, in the ”Shared Processes” collection, the intermediate

results (purple ovals) can be saved as separate new TIFF files or stored as attributes in the

PysofiData class object, and then passed to another processing step (purple arrow).

Figure 5.2: Data-flow diagram for PySOFI. Three collections of SOFI analysis routines

are implemented in PySOFI as depicted in the diagram: Shared Processes, SOFI 2.0 analysis,

and MOCA analysis. Green squares represent data processing steps with functionalities

labeled for each step. The purple ovals represent the data types as labeled in the diagram.

Intermediate results are abbreviated as ”IR”. The green arrow represents the direction of

the data flow between different steps, and the purple oval represents input and output data

types at different processing steps.

In general, we adopted a simple architecture for PySOFI with a collection of independent

function modules and only one class module (the data class). The functions are imported and
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used inside the data class across different methods as needed, therefore the implementation

is flexible with minimum repetition of codes. The function modules can be implemented,

modified, and tested independently, ensuring flexibility and convenience for maintenance.

Extending the package can be done by implementing additional function modules. It can

be used as a standalone process, or be integrated into the data processing workflow through

the PysofiData class. Note that the ”MOCA” collection is an implementation example that

extends PySOFI package in a modular fashion. The investigators also have the flexibility to

disseminate the PySOFI package and construct their own data processing workflow (similar

to the PysofiData class).

5.3 Implementation of SOFI analysis using PySOFI

We provide a collection of Jupyter Notebooks (outlined in Figure 5.3) as examples for PySOFI

implementations and applications. The prefix (E#) of each filename is used as a reference

to each notebook in the following text for simplicity. We present example PySOFI analysis

steps (E1 to E7), visualization of the result with combined color-map and transparency-map

(E8), and the effect of data acquisition length on SOFI reconstruction performance (E9,

E10). We also demonstrate characterization of cusp-artifacts (E11 and E12) and SOFI 2.0

analysis (E13). The analysis processes are integrated through the PysofiData class for all

the notebooks except for the demonstration of noise filtration (E2).

In the text below, we provide brief descriptions of E1 to E6. The detailed description

and examples are provided in the Jupyter Notebooks in the online Github repository.

5.3.1 Moment and cumulant reconstructions (E1)

Traditionally, SOFI achieves resolution enhancement by computing different orders of cu-

mulants of optical signal fluctuations in time. The theoretical resolution enhancement for

SOFI is 1/
√
n fold for the nth order SOFI cumulant. Once combined with deconvolution,
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Figure 5.3: Jupyter notebook examples for PySOFI. We provide 13 PySOFI demon-

strations as Jupyter Notebooks which can be categorized into to 4 Groups (first column).

The filenames (second column) indicates the focus of each Jupyter Notebook. The relevant

data sets (third column) are shared on figshare. Brief descriptions of some notebooks (E1

to E8) are provided in the relevant section (fourth column). The theory behind E9 to E13

are not included in this manuscript but the relevant concepts are discussed in [9] and [10].

The notebooks are the PySOFI implementations of the relevant methods to support the

utilization of them. In particular, in E11, we show the general guidelines for performing

SOFI 2.0 analysis on live-cell fluorescence imaging results using PySOFI.

the theoretical resolution enhancement can increase to 1/n.

To obtain the nth order SOFI cumulant, one way is to construct the nth order cumulant

as a polynomial consists of moments from the first order to the nth order, as shown in the

previous work [68]. Another way, which is used by PySOFI, is to construct the following

recursive relation: Cumn = Gn −
∑n−1

i=1 C
i
n−1 · Cumn−i ·Gi, where Cumn represents the nth
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order cumulant, Gn represents the nth order moment, and CM
N means the number of combi-

nations of ”N choose M”. Regarding the moment calculations, PySOFI support calculations

of moments directly from the time series of each pixel. The moments can be also calculated

as a reconstruction from a series of cumulants as used in our previous study [10].

The calculation of cumulants and moments are the fundamental processing elements in

the SOFI analysis. The PysofiData class organizes the analysis workflow and can be used

to calculate both moments and cumulants. Essentially, the relevant function modules are

imported and integrated in the PysofiData to support such analysis. For example, the

following scripts would calculate the 4th order moment and cumulant of the specified TIFF

stack named Block1.tif through the PysofiData class:

# load data into PysofiData object

filepath = ’../sampledata’

filename = ’Block1.tif’

d = pysofi.PysofiData(filepath, filename)

# calculate the 4th order moment image

m_im = d.moment_image(order=4)

# calculate the 4th order cumulant image

k_set = d.cumulants_images(highest_order=4)

We can also directly import the function module, reconstruction.py, to perform the

relevant calculations. This option is designed to support dissemination of the PySOFI pack-

age to facilitate independent analysis, which is often useful when developing new methods

built upon SOFI analysis. The following scripts demonstrate how to perform such analysis

with moment and cumulant calculations up to 4th order:

# import the relevant function modules,

# and define the path and name for the data.

from functions import reconstruction as rec
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filepath = ’../sampledata’

filename = ’Block1.tif’

# calculate the 4th order moment image

m_set = rec.calc_moments(filepath, filename, highest_order=4)

# calculate the 4th order cumulant image

k_set = rec.calc_cumulants_from_moments(m_set)

More detailed demonstrations are available in the corresponding Jupyter Notebook (E1).

Temporal Noise Filtering (E2)

Temporal noise filtering is fundamental in the image processing for fluorescence microscopy,

especially in scenarios where continuous and prolonged live cell imaging is desired where the

excitation power is maintained at a low level to minimize photo toxicity and photo-bleaching.

The lower excitation power often results in reduced signal to noise ratio. Traditional noise

filtering is performed with a spatial filter where each image for every given time instance

is spatially filtered independently. However, because noise filtering in the spatial spectrum

domain is equivalent to a convolution operation of the image with the kernel corresponds to

the inverse Fourier transform of the low-pass filter, it is conceivable that the spatial noise

filtering would reduce the spatial resolution. On the other hand, to achieve a super-resolution

movie, we are focusing on the sample conditions where the semi-static assumption is valid,

which requires slow dynamics in the sample and the temporal noise filtering has been proven

useful [10]. This is because slow dynamics ensures that the signal of interest exists in the

low frequency domain while the noise is populated in the high frequency domain in the time

axis, therefore the temporal spectrum filtering can be effective. Additionally, because this

filtering is performed along the time axis, the spatial resolution is not directly influenced.

We have implemented such temporal noise filtering in PySOFI as a function module

filtering.py. It is useful when analyzing multiple TIFF stacks corresponding to consec-
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utive time-blocks. In such scenario, the feature is assumed to be semi-static within each

individual time block, and the corresponding TIFF stack is analyzed independently. We

can perform the temporal noise filtering on the results across all the time blocks to further

enhance the image quality.

For example, we can perform the temporal noise filtering on the 6th order moment images

calculated from 20 blocks of TIFF stacks (each contains 200 frames) using the following

scripts:

# First, we define the list of TIFF stacks

# that corresponds to 20 different time blocks of a movie:

filenum = 20

filepath = ’../sampledata’

filenames = [’Block’ + str(i+1) + ’.tif’ for i in range(filenum)]

# Second, we perform the sixth order moment calculations for all the blocks

dset = {}; m_set = {}

for filename in filenames:

dset[filename] = pysofi.PysofiData(filepath, filename)

m_set[filename] = dset[filename].moment_image(order=6, finterp=False)

# Third, we generate a noise filter as a 1-Dimensional Guasisan profile:

nf = masks.gauss1d_mask(shape = (1,21), sigma = 2)

# Last, we perfrom the time-axis noise filtering

m_filtered_set = filtering.noise_filter1d(dset, m_set, nf,

return_option=True,

return_type=’dict’)

The results from the temporal noise filtering are stored as a dictionary in the m_filtered_set,

where keys for elements are file names for each block of TIFF images, and values are the

corresponding filtered images. The filtered images are also updated to each PysofiData
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objects as a PysofiData.filtered attribute. More detailed demonstrations are available in

the corresponding Jupyter Notebook (E2).

5.3.2 Shrinking kernel deconvolution - DeconvSK (E3)

With the help of high-order SOFI analysis, the point spread function (PSF) of the optical

system can be estimated [69], and deconvolution can be used to further enhance the image

resolution by a factor of
√
n for nth order SOFI cumulant [69]. In SOFI 2.0 [5, 10], we

developed and applied the shrinking kernel deconvolution (DeconvSK) method to SOFI

images. The principle of deconvSK is that for a system with a Gaussian PSF, the estimated

convolution kernel can be decomposed into a series of smaller Gaussian kernels. We design

the series in a way to include only one parameter, and form a series of Gaussian kernels with

decreasing width. More specifically, denote the system PSF (2D Gaussian function) as U ,

we have

U
λ
λ−1 ⊗ U

λ2

λ−1 ⊗ · · · ⊗ U
λn

λ−1 ∝ U (5.1)

where λ is an empirical parameter between 1 and 2 that determines the exponent, ⊗ repre-

sents the convolution operation, and ∝ represents the proportionality. In this way, we can

decompose the overall deconvolution task into a series of lighter deconvolution tasks.

In PySOFI, DeconvSK is implemented in the function module deconvsk.py as well as in

the PysofiData.deconvsk() method. DeconvSK requires two different input parameters,

the λ in equation 5.1 can be set to be between 1 to 2. The width of the overall PSF with

Gaussian approximation can be obtained from the cross-cumulant analysis [69] or directly

estimated from the instrument configurations. The DeconvSK processing can be performed

with the following commands through a PysofiData object:

# load data into a PysofiData object

filepath = ’../sampledata’

filename = ’Block10.tif’
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# Define an overall Gaussian PSF with estimated sigma value

deconv_psf = masks.gauss2d_mask(shape=(51, 51), sigma=2)

d = pysofi.PysofiData(filepath, filename)

# perfrom the shrinking kernel deconvolution through the PysofiData object

d.deconvsk(est_psf=deconv_psf, input_im=d.average_image(),

deconv_lambda=1.5, deconv_iter=20)

We can also use DeconvSK in PySOFI directly through the deconvsk.py module:

# take the average image of the TIFF stack

im2 = d.ave;

# import the deconvsk module

from functions import deconvsk as deconv

# perform the shrinking kernel deconvolution analysis

deconv_im2 = deconv.deconvsk(deconv_psf, im2, deconv_lambda, deconv_iter)

Figure 5.4 shows the deconvolution results on the relevant dataset used in our prior

publication [10], we can see that the deconvolved results shows much more detailed structures

as compared to the image without deconvolution. More detailed demonstrations are available

in the corresponding Jupyter Notebook (E3).

5.3.3 Local dynamic range compression (ldrc) (E4)

One of the key challenges for high order SOFI cumulant calculations is the high dynamic

range (HDR) of pixel intensities [68]. The HDR issue also exists in the high order moment

images [10]. To mitigate such issues, We have developed the ’local dynamic range compres-

sion (ldrc)’ method in our prior studies [10] and implemented it in the PySOFI package.

The ldrc algorithm rescales pixel intensities of a given image based on a reference image.

First, a reference image with the same feature but a more confined dynamic range is defined
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Figure 5.4: DeconvSK demonstration. Experimental demonstration of shrinking kernel

deconvolution algorithm on HeLa cells transfected with Dronpa-C12 fused to β-Actin. Live

cells were imaged with 30 ms frame integration and 200 frames in total. (a) Average widefield

fluorescence image. (b) Average image after DeconvSK. (c) A zoom-in box of (a). (d) A

zoom-in box of (b). Scale bars: 8µm.

(e.g., the average image, the second-order moment or cumulant SOFI image). The compres-

sion is performed locally in a small window that scans across the image with a stride of 1

pixel. In each window, the pixel intensities of the original image are linearly re-scaled to

share the same dynamic range as the reference window [10]. The final value of each pixel is

the average of the corresponding re-scaled values of them across all windows covering it.
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In PySOFI, ldrc is implemented in the function module ldrc.py and integrated in the

PysofiData.ldrc() method. The following scripts will calculate the 6th order moment

(m6 ) and the average image (mean), and perform ldrc on m6 using mean as the reference:

# first, import the two relevant function modules, reconstruction and ldrc

from functions import reconstruction as r

from functions import ldrc

# define the path and file name of the data file.

filepath = ’../sampledata’

filename = ’Block1.tif’

# calculate the 6-th order moment (m6) and the average iamge (mean)

m6 = r.calc_moment_im(filepath, filename, order=6, frames=[0,50])

mean = r.average_image(filepath, filename)

# compress the dynamic range of m6 with reference to mean using ldrc

ldrc_im = ldrc.ldrc(mask_im=mean, input_im=m6,

order=6, window_size=[20, 20])

We can also perform the ldrc processing directly through the PysofiData.ldrc() method

using the following script:

# load data into PysofiData object

filepath = ’../sampledata’

filename = ’Block1.tif’

# load teh data into a PysofiData class object

d = pysofi.PysofiData(filepath, filename)

# calculate moments

d.moment_image(order=6, finterp=False)

# perfrom ldrc

d.ldrc(mask_im=d.ave, input_im=d.moments_set[6],
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order=6, window_size=[20, 20])

Note that the direct ldrc processing on m6 often yields visually non-optimal results (as

shown in the relevant Jupyter Notebook (E3)), while the benefits are shown as a processing

step in the SOFI 2.0 pipeline. In Figure 5.5, we compare the the partially processed SOFI 2.0

image (6th order moment image with noise filtering and deconvolution but without ldrc) and

the final SOFI 2.0 image (with ldrc). We can see that the information of the feature in the

image are not lost without ldrc, but the feature are imperceptible due to the HDR issue. On

the other hand, ldrc mitigates the HDR issue and provide an image where the dim features

are shown more clearly. More detailed demonstrations are available in the corresponding

Jupyter Notebook (E4).

Figure 5.5: ldrc demonstration. Experimental demonstration of ldrc algorithm on HeLa

cells transfected with Dronpa-C12 fused to β-Actin. Both images are processed using 6th

order moment, noise filtering and deconvolution, and obtained during the SOFI 2.0 analysis

pipeline, before (a) and after (b) the ldrc step. Scale bars: 8µm.
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5.3.4 Fourier interpolation (E5)

Fourier interpolation stochastic optical fluctuation imaging (fSOFI) solves the finite pixe-

lation problem of SOFI by adding virtual pixels using Fourier transforms [106]. We have

implemented the Fourier interpolation method in PySOFI to integrate the fSOFI analysis

as an optional processing step. In our implementation, for the forward Fourier Transform,

the Fourier transformation matrix was created with a size the same as the input image. We

created the inverse Fourier transformation matrix to include the extra interpolation position

coordinates, and omitted the ”zero-padding” step in the Fourier space to avoid burdening

the computation.With the Fourier interpolation, the input image/video is ’projected’ onto a

more refined grid with finer pixel size.

In PySOFI, Fourier interpolation is implemented in the function module finterp.py and

integrated in the PysofiData.finterp_tiffstack() method. We can perform the Fourier

interpolation and save the output as as a series of .tiff stacks. For example, the following

scripts will calculate the 2- and 4- fold Fourier interpolation of the initial 100 frames from

the example data set block10.tiff, and save the interpolated images into two .tiff stacks:

block10_InterpNum2.tiff and block10_InterpNum4.tiff respectively.

# import the relevant tools

from functions import pysofi

# load data into PysofiData object

filepath = ’../sampledata’

filename = ’Block10.tif’

d = pysofi.PysofiData(filepath, filename)

# calculte the Fourier interpolation

d.finterp_tiffstack(interp_num_lst=[2,4], frames=[0,100],

save_option=True, return_option=False)

We can also perform the Fourier interpolation by using the finterp.py module as shown
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below:

# import the relevant tools

import tifffile as tiff

from functions import finterp

# load a single image from the relevant data file

filepath = ’../sampledata’

filename = ’Block10.tif’

im = tiff.imread(filepath + ’/’ + filename, key=15) # read a frame

# perform Fourier interpolation

finterp_im2 = finterp.fourier_interp_array(im, [10])

# perform a 10-fold interpolation in the image.

Figure 5.6 demonstrates the performance of the Fourier interpolation. Based on the

Nyquist-Shannon sampling theorem [118,119], we recommend setting the interpolation factor

at least two times the highest order for moment-/cumulant reconstructions. For instance,

if we plan to start the SOFI 2.0 pipeline with the 6th order moment image, we should

pass interp_num_lst = [12] to d.finterp_tiffstack. However, in practice, depending

on the dimension and length of the input file, Fourier interpolation might consume large

processing memory and time. If computation resources are limited, we recommend saving

the interpolated image stack as tiff files firs tinstead of returning them, and then process

the new file. Besides d.finterp_tiffstack, another option to include Fourier interpolation

in the SOFI processing pipeline is to pass (finterp = True) and a interpolation factor

(interp_num=6) when calculating the moment/cumulant reconstructions (see section 3.4).

More detailed demonstrations are available in the corresponding Jupyter Notebook (E5).
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Figure 5.6: Fourier interpolation demonstration. Experimental demonstration of

Fourier interpolation algorithm on HeLa cells transfected with Dronpa-C12 fused to β-Actin.

(a) The 6th order moment-reconstructed image of the original wide-field acquisition. (b) The

6th order moment image after the Fourier interpolation. ldrc is performed on both (a) and

(b) to compress the dynamic range of the reconstruction. (c) A zoom-in box of (a). (d) A

zoom-in box of (d). Scale bars: 8µm.

5.3.5 Bleaching correction (E6)

Photobleaching of fluorescent probes is a general concern for super-resolution imaging analy-

sis methods. As for SOFI, photobleaching can cause errors in virtual brightness displayed in

moment or cumulant images [9]. Photobleaching leads to the loss of the fluorescence signal,
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which is mathematically equivalent as if the fluorophore is switched to a prolonged ”off”

state, degrading the quality of SOFI results. Therefore, a bleaching correction is critical.

PySOFI employs a bleaching correction technique [10] that divides the whole video into

shorter blocks based on the total signal intensity, I(t), where t is the time index, and I(t)

is the summation of all the pixel values of the image at time index t. The individual blocks

are processed independently and combined subsequently to form a SOFI movie. First, the

time series of the total signal intensity is smoothened to obtain a monotonically decreasing

curve as an estimation of the bleaching profile of the movie. Then, based on the signal

evolution over time, the sizes of the shorter blocks are determined so that the fractional

signal decrease within each block (characterized by the bleaching correction factor, fbc) is

identical [10]. The final SOFI moment/cumulant images with bleaching correction are the

average of those calculated from individual blocks. Fig. 5.7 shows that with the help of

bleaching correction, the virtual brightness distribution and the photophysical properties

(7c, 7f) are successfully restored, yielding similar values as compared to the simulated case

without bleaching (7b).

PySOFI offers two ways for bleaching correction. One way is through the PysofiData

class as shown below:

# import the relevant tools

from functions import pysofi

# load data into PysofiData object

filepath = ’../sampledata’

filename_bleach = ’Bleach_SlowVaryingRho_frame2000_Emi51.tif’

# load the dataset with bleaching into a PysofiData class object d_bleach

d_bleach = pysofi.PysofiData(filepath, filename_bleach)

# calculate the sofi cumulants with bleach correction

k_set_bleach_corrected = d_bleach.cumulants_images(highest_order=7,

bleach_correction=True,
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smooth_kernel=251,

fbc=0.04)

We can also directly import the relevant function module reconstruction.py and per-

from bleaching correction as shown below:

# improt the function module and define the path and file name of the dataset

from functions import reconstruction as r

filepath = ’../sampledata/simulations’

filename_bleach = ’Bleach_SlowVaryingRho_frame2000_Emi51.tif’

# perform bleaching correction on the designated dataset.

r.correct_bleaching(filepath, filename_bleach, fbc=0.04, smooth_kernel=251,

save_option=True, return_option=False)

In this example, we applied bleaching correction to a TIFF stack, and the bleaching corrected

movie is saved as a separate TIFF stack with the string ” bc” appended to the original file

name.

More detailed demonstrations are available in the corresponding Jupyter Notebook (E6).

5.3.6 Result visualization (E10)

We provide some simple visualiztion options in pysofi including display an image, adjust

the contrast for the image, and display multiple images for comparison, and display an image

with user defined transparency map. Bokeh is used to offer interactive visualization for the

display.

In this section, we discuss result display options supported by pysofi. Before using the

functionalities, import the module with from functions import visualization as vis.

The purpose of each function and sample scripts in this module are explained in detail below.
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Figure 5.7: Bleaching correction demonstration on a simulation data. The fourth-

order cumulant image (a-c) and multi-order cumulant analysis (MOCA) (d-f) is performed

on a simulated video. A semicircle is populated with emitters with on-time ratios ranging

from 0.01 (left) to 0.99 (right) with around 0.02 intervals. For emitters with photobleaching

but without a bleaching correction step, the reconstructed pixel intensities (a) and emitters

on-time ratio estimation (d) are far off from the true values (b, e), while the bleaching

correction restores the information (c, f). Scale bars: 1.4µm.

5.3.6.1 Interactive visualization with Bokeh

pysofi contains a visualization module using Bokeh, which renders its graphics using HTML

[120]. We recommend Bokeh for for creating custom interactive visualizations with easy zoom

in/out, check pixel values and change field-of-view either on a single image or on multiple

images simultaneously. The following functions are included in pysofi using Bokeh.

• bokeh_visualization - plot a single grayscale image.

vis.bokeh_visualization(d.get_frame(0), palette=’pink’,

save_option=False, imshow_same=True)

This command plots the first frame of the Pysofi object d with the colormap set to
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‘pink’. By default, the Bokeh image is set to render inline in the Jupyter Notebook.

We can change the parameter save_option=True to render it in a static HTML file

and save the file as well. The default y-axis direction in Bokeh is flipped compared to

matplotlib.pyplot.imshow. By passing imshow_same=True, we can make the two

plotting modalities align with each other.

• bokeh_visualization_mult - plot multiple grayscale images side-by-side.

vis.bokeh_visualization_mult([d.get_frame(0), d.average_image()],

title_lst=[’Frame #1’, ’Average image’])

Using this command, we can show the first frame and the average image of d together

that share simultaneous tool transformation, such as zooming in and translation. We

can assign the image title for individual images using the parameter title_lst. Pa-

rameters including palette, save_option and imshow_same can also be passed to this

function.

• bokeh_visualization_rgba - plot a single RGBA image. This function can help the

user check the image before being saved as a .jpg or .avi file (see example below).

Note that when the image is too large (more than 1500 * 1500 pixels), users are likely to come

across an error using Bokeh. In this case, we recommend using matplotlib.pyplot.imshow

instead.

5.3.6.2 Contrast adjustment

To better visualize images from fluorescence microscopy (especially live-cell results), the user

has the option to adjust display contrast using enhance_contrast(im, display_contrast),

where im is the input image and display_contrast is a constant that multiplies all pixel

values. The image with adjusted contrast can be plotted with bokeh_visualization_rgba

or saved in a .png/.avi file:
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en_im = v.enhance_contrast(d.save, display_contrast=1.4)

v.bokeh_visualization_rgba(en_im)

5.3.6.3 Image visualization with a transparency map

After extracting emitters’ photo-physical information (e.g., on-time ratio, brightness) using

MOCA (see section 4), we recommend color-coding the features and adjusting the pixel

intensity based on a transparency map. For instance, one can set the colormap for the

on-time ratio image to ’pink’ and use the second-order moment reconstruction as the trans-

parency map through element-wise multiplication. Such processing can be achieved with

add_transmap(im, trans_map, cmap) in pysofi, where im is the input grayscale image

whose intensity represents a photo-physical parameter (e.g., on-time ratio) that need to

be color-coded, trans_map is the transparency map that determines the pixel values of the

color-coded image, and cmap is the colormap. As for visualizing MOCA results, we recom-

mend using the second-order SOFI image as the transparency map because it has moderate

dynamic range expansion, improved resolution, and reduced background. Note that the

input and transparency image should share the same dimensions. Users can select the built-

in colormaps accessible via matplotlib.cm.get_cmap, or set up their own colormap as a

three-column array of RGB triplets.

5.4 Implementation of multi-order cumulant analysis (MOCA)

This section describes multi-order cumulant analysis (MOCA) in PySOFI. The implemen-

tation is intended as an independent function module (moca.py) in the functions folder,

providing an example for PySOFI extension.

MOCA characterizes and quantifies the photophysical properties of SOFI results [5].

It combines multiple orders of SOFI cumulants to construct a global fitting problem, and

solves for the on-time ratio and on-state brightness for each pixel. A detailed description of
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MOCA can be found in [5]. In brief, MOCA is composed of two analysis steps. The first

step is to estimate the PSF from the cross-correlation analysis. In the second step, MOCA

reformulates multiple orders of cumulants and construct a global fitting problem to solve for

the on-time ratio and on-state brightness. We briefly introduce the two analysis steps for

MOCA below.

5.4.1 PSF estimation from SOFI auto-/cross-cumulants

The nth-order SOFI auto-cumulants (ACn(~r)) are images where the value of a pixel at loca-

tion ~r is the cumulant value calculated from a single-pixel corresponding to the same position

in the input data. Cross-cumulants (XCn(~r)) are images where a pixel at position ~r is cal-

culated based on the cross-cumulants of a group of different pixels whose geometric center

is located at the image pixel position ~r. Intrinsically, the choice of the group of pixels used

to calculate a SOFI-XCn pixel can either be n distinct pixels or less than n pixels where

a subset of the pixels can be used more than once [69]. By combining different orders of

SOFI-ACn and different orders of SOFI-XCn with different choices of pixel combinations,

one can achieve a robust estimation of the PSF through a global fitting.

We start with the mathematical expression of the nth-order SOFI auto-cumulants ACn

and SOFI cross-cumulants XCn (with all the time lags equal to 0):

ACn(~r) =
N∑
k=1

Un(~r − ~r
k
)εn
k
ω
k,n

XCn(~r1 , ~r2 , ..., ~rn) = exp

(
−
∑n

i=1

∑n
j=i+1(~ri − ~rj)2

2σ2n

)
N∑
k=1

Un(~rgc − ~rk)εnkωk,n ,

(5.2)

where k is the emitter index, ε
k

is the brightness of on-state of emitter k and ω
k

is the nth

order cumulant of the blinking profile of the kth emitter. U is the PSF of the optical system

that can be assumed as a 2D Gaussian function U(~r) = exp
(
− r2

2σ2

)
(we consider 2D images

here). ~rgc is the geometric center of set of pixels used for the cross-cumulant calculations, for

which we have ~rgc = 1
n
(~r1 , ~r2 , ..., ~rn). If we carefully choose the set of pixels to have geometric
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center located at ~r, we would have the following:

XCn(~r1 , ~r2 , ..., ~rn)

ACn(~r)
= exp

(
−
∑n

i=1

∑n
j=i+1(~ri − ~rj)2

2σ2n

)
,

where (~r1 , ~r2 , ..., ~rn) are selected such that:
1

n

n∑
i=1

~r
i

= ~r.

(5.3)

We define ξ =

√∑n
i=1

∑n
j=i+1(~ri−~rj )2

n
to simplify the notation into the following:

XCn(~r1 , ~r2 , ..., ~rn)

ACn(~r)
= exp

(
− ξ2

2σ2

)
, (5.4)

where XCn and ACn are computed from the imaging data, and ξ can be calculated based

on the choices of the pixel combinations. The only unknown is σ that characterizes the size

of PSF. In this case, multiple pixel combinations can be selected to create different XCn
ACn

and

ξ2 values, and a global fitting can then be applied to estimate the PSF (σ). We demonstrate

with n = 2 in this manuscript, but the principle applies to any order and can be implemented

when necessary. Details of the global fitting approach are explained in chapter 7 of [5].

5.4.2 Local parameter mapping from MOCA

Assume that the spatial variance of the photophysical properties of the fluorophores are

small enough to be invariant within the range of the spatial resolution of the lowest order

cumulant used [9], nth-order SOFI auto-cumulants can be simplified by removing the emitter

indices and expressing the relevant physical quantities as spatial variables:

ACn(~r) =
(
L(~r)⊗ U(~r)n

)
ε(~r)nωn(~r), (5.5)

where U(~r) is the PSF, Un(~r) is the virtual PSF for nth order SOFI images, and ⊗ indicates

spatial convolution operator. L(~r) encodes the location information of emitters, for which

we have L(~r) = 1 if there is an emitter at location ~r, and L(~r) = 0 otherwise. ε
k

and

ω
k,n

in equation 5.2 are assumed to have small spatial variations where emitter brightness

and blinking statistics are primarily dependent on the emitters’ local environment (such as
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PH level or oxygen level). Thus, in equation 5.5 we replace the notation of ε
k

into ε(~r)

that describes the summation of the on-time brightness of emitters at ~r. Similarly, ω
k,n

is replaced as ωn(~r) to describe the blinking statistics of emitters at ~r. Note that ω
k,n

is

a polynomial function of the on-time ratio ρon (shown in equation 4.2 in [9]). With the

reformatted equation 5.5, ε(~r) and ωn(~r) encode the physical properties of the emitters as

an environment-dependent spatial variable.

We can then define a new quantity, Xn, to connect multiple orders of SOFI auto-

cumulants by convolving both sides of equation 5.5 with U
2n
n−2 followed by dividing with

AC2:

Xn =
ACn ⊗ U

2n
n−2

AC2

=
εnωn

(
L⊗ U2

)
AC2

= εn−2
ωn
ω2

, (5.6)

Specifically, the numerical values of Xn can be calculated from different orders of auto-

cumulants. Meanwhile, as shown in equation 5.6, we know that Xn is a function of ε and ρon

(because ωn is a function of ρon). Therefore, we can calculate various orders of Xn to obtain

an equation system for which the only unknown variables are ε and ρon , and any regression

method that solves a polynomial equation system with 2 unknown variables can solve for

the spatial variables ε and ρon .

Here we solve the equation system by reformatting equation 5.6 further:

1

ε
=
( 1

Xi

f(ρon , . . . , ρ
i+2
on

)
)i+2

, (5.7)

which describes a curve in a 2D coordinate system with axes 1
ε

and ρon . We calculate auto-

cumulants up to the 7th order, and use X3 ∼ X7 (five equations, five curves) to find the

global optimal solution for 1
ε

and ρon . Note that ρon (x-axis) is naturally bounded between 0

to 1, and ε is naturally positive so 1
ε

(y-axis) is bounded between 0 and 1, therefore we have

a bounded 2D space to search for the optimum solution.

Ideally, the common crossing point of multiple curves presented by the equation system

would be the solution. But due to numerical errors and imperfections of the model, the five

curves wouldn’t have a common crossing point. In our implementation, we first define a
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quantity D(ρon) as the sum of mutual distances square of 1
ε

(y-axis) among the points on all

the curves at each ρon value, which can characterize the dispersion of those points. We sweep

through the ρon values (x-axis) to calculate D(ρon), and determine the final solution of ρon to

be the one that yields the smallest D(ρon) value. The final solution of 1
ε

is determined by the

average of the y-coordinates among all the identified crossing points. We fit such equation

system for every pixel to map ρon(~r) and ε(~r) values to obtain the spatial distribution of the

photo-physical properties of the emitters.

5.4.3 Use MOCA with PySOFI (E7)

MOCA is implemented as an extension module supported by existing PySOFI modules and

functions. Here, MOCA methods are imported as the moca.py module directly as shown

below:

# define path and parameters

filepath = ’../sampledata/simulations’

filename = ’3Emitters_frame5000_Emi3_close.tif’

frames = [0, 1000]

tauSeries = [0, 0, 0, 0, 0, 0, 0]

psf_dim = (301, 301)

res = 1000

# use the moca module to perform the moca analysis

ac, rho_ma, eps_map = moca.moca(filename, filepath, tauSeries,

frames, psf_dim, res)

To demonstrate the performance of MOCA under a complex condition, we created a

simulated data set with 18 curves randomly decorated with blinking emitters. The ρ value

of each curve is selected among 0,3, 0.5 and 0.7 (six curves for each ρ value). Among six curves

with the same ρ value, two of them are 2 times brighter than the other four. As shown in
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Figure 5.8: MOCA demonstration on simulated filaments. Simulated crossing filaments with

different ρ’s are generated. There are three ρ’s, 0.3, 0.5 and 0.7, and for each ρ, there are

six curves. MOCA estimates the on-time ratio and brightness of emitters precisely even at

the intersections. Scale bar: 7µm.

figure 5.8, MOCA successfully recovered different on-time ratio and emitter brightness under

various conditions (e.g., intersections of filaments with emitters with different photophysical

properties.

More examples are available in the corresponding Jupyter Notebook (E7).

5.5 Discussion

In this work, we developed PySOFI, an open source python package for SOFI analyses.

PySOFI contains the essential functionalities for conventional SOFI analysis as well as several

derivative methods [5, 9, 10,106].

PySOFI adopts a simple architecture, where all the data processing steps are implemented

as independent function modules, and only one class module (the data class PysofiData) is

used to manage the data processing workflow. The functions can be tested independently

and used in different processing pipelines. A fast prototype on new analysis can be achieved
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by disseminating and reorganizing the processing step. Like the example of MOCA as a

PySOFI extension module in section 4, one can implement additional processing steps as

independent python functions with the help of existing PySOFI functions. New functions

can be used as standalone modules, or can be integrated into the PysofiData class to support

the new analysis pipeline. New classes can be constructed for different analysis pipelines as

well.

We adopted Sphinx to manage the PySOFI documentation, which is available as an online

documentation to facilitate community usage. Additionally, each processing element of the

analysing pipeline are demonstrated in individual Jupyter Notebooks. In each notebook,

we also provide instructions on how to tune processing variables and explore input data.

PySOFI is housed on GitHub as an open source repository, any interested individuals can

learn, inspect, validate and contribute to the package. The user interactions on GitHub (e.g.,

fork, create pull requests, and report issues) engage the community communications. We

expect PySOFI to benefit general SOFI users for existing SOFI analysis, as well as developers

and new investigators interested in developing new SOFI-relevant analysis method.

5.6 Data Availability

The data for this project is partially available on the project repository, and partially avail-

able on figshare.
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CHAPTER 6

Characterization of fluorescent protein Dronpa-C12

6.1 Introduction

Fluorescent protein with photoinduced switching properties is one of the most attractive

fluorophores to realize super-resolution imaging in sub-cellular systems with dynamic pro-

cesses [121–123]. Intensive research has been conducted to find photochromic substances that

switch readily and persistently at the atomic level. One great candidate of fluorescent protein

that has been widely recognized is the green fluorescent protein (GFP). The photoswitching

behaviors of GFPs and GFP-like proteins qualify them to single-molecule biosensing and

super-resolution imaging, enabling detection of fast dynamics in live cells [124–127].

Recently, one reversibly photoswitchable fluorescent protein called Dronpa has gained

particular interest due to its fast response to light and a significant number of switching

events at the single-molecule level compared to other GFP mutants [128,129]. From ensemble

spectroscopy, Habuchi and co-workers find that Dronpa converts to a dim protonated form

on intense radiation at 488 nm and returns to the bright deprotonated state when exposed

to weak light at 405 nm. Thus, by controlling the intensity of 488- and 405-nm lights,

the photoswitching of Dronpa can be driven and repeated more than 100 times with high

response speed (in milliseconds) [129]. Based on results from the ensemble and single-

molecule measurements, they also developed a detailed photophysical model that describes

interconversion between different states quantitatively.
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The Miawaki lab has developed another mutant with even more photoswitching cycles

to enable longer optical measurement duration. This mutant of Dronpa, Dronpa-C12, ap-

pears to have lower fluorescence intensity at the bright state while can support more ex-

tended imaging before photo-bleaching. To better take advantage of fluorescent proteins

like Dronpa-C12, it is crucial to conduct a detailed characterization of their photophysical

properties. In this chapter, the dependence of photophysical parameters of the fluorescent

protein Dronpa-C12 on the intensities of the illumination in the solution, immobilized on the

surface and in transiently-transfected live cells, are studied. The blinking and photobleach-

ing/photoswitching rates as functions of excitation-only (488 nm) and excitation- (488 nm)

and photoswitching- (405 nm) lasers with varying intensities are extracted both at the single-

molecule and the ensemble level. Rates in these three different environments are compared.

With all the parameters in hand, detailed Jablonski diagrams and rate-equation models can

be constructed for future applications.

6.2 Experimental Procedures

6.2.1 Plasmid Construction and Protein Production.

The sequence of Dronpa-C12 is fused into vector pRSFDuet-1 along with 6xHis-tag using

PCR and Gibson assembly. Then, the plasmid is transformed into BL21 competent E. coli

cells, cultured, and induced with isopropylthio-beta-D-galactopyranoside (IPTG). The pro-

teins are then affinity-purified using cobalt agarose beads (Gold Biotechnology). Gibson

assembly is also used to fuse these proteins to live-cell organelles (β-actin) for live cell pho-

tophysical characterization. For live-cell studies, we use two different cell lines that are used

for the study of lung cancer, human bronchial epithelial cells (HBECs) and adenocarcinomic

human alveolar basal epithelial cells (A549). The cells used in this study are transfected

with the plasmid fused with sequence of Dronpa-C12-β-actin.
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6.2.2 Sample Preparation

A list of characterization options is shown in figure 6.1. The properties of Dronpa-C12

fluorescent proteins are characterized for their photoblinking and photobleaching parameters

both in vitro and in live cells. To mimic the live cell environment, different methods to

immobilize fluorescent proteins in vitro were carried out. Since it is difficult to extract

single-molecule blinking properties in live cells, our strategy is to compare the bleaching

behaviors of Dronpa-C12 under different in vitro preparation methods, and select the one

that has the closet performance compared to that in live cells. Then, we will repeat that

chosen method, and by controlling the concentration of the fluorescent protein solution, we

can carry out blinking measurements on single-molecule level.

Figure 6.1: Sample preparation options for Dronpa-C12 characterization both in vitro and

in live cells.

(1) Microdroplets: The glass coverslips are first cleaned by washing with acetone and 70%

ethanol for 3 minutes, rinse with DI water, and leave to dry by air. Prepare a stock dilution

of the purified protein with an optical density around 0.1 in phosphate buffered saline (PBS)

solution, containing 0.1% bovine serum albumin (BSA). Prepare another solution of 1:1
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mixture of 1-octanol and PBS and mix vigorously. When the phase separation is complete,

transfer 45µl 1-octanol from the top phase and 5µl fluorescent protein solution into a new

microfuge tube to form the emulsion. Invert the tube a few times and tap the tube until

there exists uniform “bubble”-like droplets. Sonicate the tube for 30-40s until the solution

gets cloudy, then transfer the mixture onto the center of one clean coverslip. Cover with

another coverslip to form a ‘sandwitch’ sample with evenly distributed microdroplets with

varying diameters. Wait 10-15 minutes before the optical measurements for microdroplets

to settle down on the coverslip. In general, larger bubbles are at the center of the coverslip.,

and only in the bubbles can we detect the fluorescence signals.

(2) Gel immobilization: The gel preparation steps are the same are for typical gel elec-

trophoresis experiments. However, instead of pouring the gel into a gel cassette, ‘micro

gel pad’ are formed on a clean glass coverslip. Afterwards, a droplet of diluted fluorescent

protein solution is put down onto the gel surface. Wait for fluorescent proteins to slightly

diffuse into the gel and buffer solution to evaporate, then cover another coverslip onto the

gel, and flip the sample for optical measurements.

(2) Spin-coat: For both ensemble and single-molecule level in vitro characterization of

Dronpa-C12, purified protein are immobilized in the polymer matrix in various concentra-

tions, and then deposited on the glass coverslip for imaging. The candidates for the polymers

are poly(vinyl alcohol) (PVA), poly(ether imide) (PEI) and ploy(ethylene glycol) (PEG). It

has been demonstrated that the glass transition temperature Tg of the polymer is related to

the rigidity of the polymer and the photophysical behaviors of the fluorophores that trapped

in the polymer matrix [130]. In this case, we choose three types of polymers that differ in Tg.

PVA has relatively high Tg (353K) [131] and is more rigid; PEI’s Tg is smaller (217K) [132]

and is much softer than PVA; while PEG is the lowest in Tg (207K) [133] and the softest. The

ensemble decaying rates of the fluorescent proteins immobilized in three polymer matrices

are compared, and the polymer that has the rate closest to the decaying rate of that in the

live cells will be determined.
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6.2.3 Fluorescence Microscopy

Samples were mounted on an inverted microscope equipped with a ×100 oil immersion ob-

jective lens (OLYMPUS UPLANSAPO, numerical aperture 1.4). The fluorescent protein

will be excited by 488 nm laser (cube-488-50c, Coherent, Santa Clara, CA) and re-excited

by 405 nm laser (MDL-III-405, Opto Engine, Midvale, UT). Two laser beams were com-

bined using a 432 nm long pass filter. The light path is designed for convertible wide-field

and total internal reflection fluorescence (TIRF) imaging (figure). An Electron Multiplying

CCD (EMCCD) camera (iXon, ANDOR) is operated for both ensemble and single-molecule

imaging. EM Gain was set to 300 for amplification of weak signal, and the exposure time

to 30 ms. The detection path is equipped with an additional pair of lens to achieve an

overall magnification of ×140x. For ensemble measurements, the change of total fluores-

cence intensity over acquisition time is plotted and fitted to exponential decaying functions

to determine the photobleaching lifetimes. For single-molecule photoblinking measurements,

analysis workflow consists of localizing a single molecule in the image series, calculating

the integrated fluorescence intensity from the diffraction limited spot corresponding to the

molecule in each image of the series, and plotting the integrated intensity as a function of

time. For both ensemble and single-molecule conditions, we will study how (a) excitation

power, (b) re-activation power, (c) reducing agents, and (d) local pH values would affect the

photophysical properties of fluorescent proteins (figure 6.1).

6.3 Characterization of Dronpa-C12 ensemble photo-decaying

For live-cell imaging, a 488-nm laser (126W/cm2) is used to excite the fluorescent protein.

Total fluorescence intensity as a function of time is plotted and fitted with bi-exponential

decay

I = p1 ∗ e−k1t + p2 ∗ e−k2t
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where k1 and k2 are decaying rates, and p1 and p2 are the corresponding initial quantities.

Both types of live cells show similar photo-decaying lifetimes. However, the overall fluo-

rescence intensity of A549 cells is lower than HBEC cells, which is due to lower labeling

efficiency of A549 cells.

Among different samples for in vitro measurements, ensemble photo-decaying behaviors of

Dronpa-C12 vary broadly. Specifically, when fluorescent proteins are in microdroplets or im-

mobilized by gel, they decay mono-exponentially (figure 6.2a,b). When fluorescent proteins

are spin-coated onto the coverslip in the PVA matrix, the decaying behavior of Dronpa-C12

is more consistent. More importantly, PVA created an environment that Dronpa-C12 can

decay bi-exponentially with similar lifetime as in live cells (figure 6.2c,d). This may be due

to that different rigidities of different materials make the speed of conformational changes

of fluorescent protein different [134], and the rigidity of PVA matrix matches that of the

live-cell environment. Thus, further study on the influence of local environment and laser

intensities on the ensemble photodecay and single-molecule photoswitching of Dronpa-C12

was carried out using this method.

Since the intensities of excitation and re-activation lasers and parameters of local environ-

ment like pH values and oxygen concentration may influence the photodecaying behavior of

this fluorescent protein, it is essential to characterize the photophysical response of Dronpa-

C12 first, and see whether it can be controlled with powers of both excitation of re-activation

lasers. Previous research has shown that high oxygen level can normally accelerate the pho-

tobleaching process, and reducing agents help to prolong the photodecaying lifetimes. In

our study, adding the reducing agent dithiothreitol (DTT) directly to the protein solution

does not slow down the photodecaying, while spincoating another layer of DTT-PVA onto

the protein-PVA layer can increase the lifetimes. To study the effect of the pH value of the

solution, Dronpa-C12 in PVA-PBS solutions with a pH value of 6.5, 7.0, 7.5, 8.0, 8.5, 9.0

or 10.0 are prepared and spin-coated onto the coverslip. As we can see from figure 6.3, two

rates change almost simultaneously and both reach the peak at pH = 8.0. After character-
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Figure 6.2: Photo-decaying behavior of Dronpa-C12 under different conditions.

(a) Change of total signal intensity of each frame over acquisition time for the condition of

Dronpa-C12 in microdroplets. The black dots are real measurements and the red curve is the

fitting of mono-exponential decay. (b) Residual of the mono-exponential decay fitting in (a).

(c) Change of total signal intensity of each frame over acquisition time for the condition of

Dronpa-C12 in spin-coated PVA matrix. The black dots are real measurements and the red

curve is the fitting of bi-exponential decay. (d) Residual of the bi-exponential decay fitting

in (c).

ization, this information of rates versus pH values can be further utilized for studying the

environment in live cells and how pH value changes during a specific dynamic process.

The excitation power has adverse effect on two photodecaying rates. As demonstrated

in figure 6.4a,b, when the power is relatively low, k1 increases as excitation power increases,
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Figure 6.3: Change of photo-decaying rates over different pH values. The photo-

decaying curves are fitted with bi-exponential decay functions, and the change of rates over

pH values are plotted. Two rates have a simultaneous change as the pH value increases, and

both reach the peak at around pH = 8.0.

meaning that fluorescent proteins stay at the “bright” state shorter. However, if the power

keeps increasing, k1 will reversely decrease and then remains a constant. In this process,

k2 decreases monotonically. This is because that when the intensity is too high, the system

reaches a “stable” state quickly after starting pumping Dronpa-C12. The triplet state is

fully occupied, avoiding more proteins to go to triplet state, and thus, dark state. A 405-

nm illumination can re-activate fluorescent proteins to the bright state from the dark state.

The addition of re-activation laser can greatly increase the lifetimes of Dronpa-C12. A low

power of 405 nm (1% of power of 488 nm) is sufficient to decrease the photodecaying rates,

while too high power of 405 nm may shorten the lifetime intensely (still longer than without

re-activation) because it can also excite the protein, which goes to the dark state afterwards.

As shown in figure 6.4c,d when the excitation power is low (11W/cm2), as the re-activation

power increases, k1 and k2 both increase.

In summary, reducing agent like DTT can prolong the photoblinking period if prepared
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Figure 6.4: Change of photo-decaying rates over different illumination powers. By

changing either the excitation (488 nm, (a,b)) or re-activation (405 nm, (c,d)) illumination

individually, the change of two of rates over the corresponding illumination power are plotted.

As for the excitation illumination, two rates do not change simultaneously. k1 first increases

then decreases (a), while k2 has a monotonic increase as the excitation power increases.

Both rates reach a plateau (stable value) at high excitation power. The addition of the

re-activation illumination can greatly prolong the blinking duration and reduce the photo-

decaying rates (c,d). Both rates keeps increasing as the power increases.

properly; pH values can control the photodecaying rates at around 8.0 where the quan-

tum yield is highest, while Dronpa-C12 decays fastest; the change of the excitation and
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re-activation powers can have a mixed effect on the response of the fluorescent protein.

6.4 Characterization of Dronpa-C12 SM photo-switching

Single-molecule (SM) photoswitching properties of fluorescent proteins are essential for the

great performance of super-resolution imaging techniques like PALM and STORM. It is of

special importance for SOFI analysis (chapter 5) because the algorithm is dependent on

cumulant-related on-time ratio of the emitters [135]. A uniform sign (positive or negative)

of on-time ratio may greatly reduce the artifacts of SOFI-processed images, and enhance

the performance of higher-order SOFI. Thus, if the on-time ratio can be controlled with the

excitation and re-activation lasers, we can build a feedback controller to actively tune it

while a video is taken.

The on-time ratio (ρ) of the emitter is defined as

ρ =
τon

τon + τoff

where τon and τoff are the lifetime of the fluorescent protein in the bright and dark state,

respectively. By tuning the concentration of the Dronpa-C12 solution for the spin-coating,

we are able to achieve a diluted condition that single molecules are well separated on the

coverslip and are resolvable for individual analysis. The general workflow for single-molecule

blinking analysis is (1) accumulate all frames to get a total image of all emitters, (2) find and

localize all single-molecule emitters, (3) crop out single emitters with squares and monitor

and fluorescence intensity change throughout the whole acquisition, (4) find on- and off-

state lifetimes of each single-molecule emitter from the time trace, and (5) calculate the on-

time ratio based on the lifetimes. The change of lifetimes and on-time ratios over different

illumination powers are shown in figure 6.5. The data was taken long enough for statistically

significance. When the intensity of excitation laser increases, both on-time and off-time

increases (figure 6.5a). On-time and off-time fluctuate reversely along a similar mean value

when re-activation power increase (figure 6.5c). However, there is no apparent connection
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between the illumination powers and ρof Dronpa-C12 (figure 6.5b,d). Moreover, on-time-

ratio fluctuates in a small range, which makes them impossible to be controlled for artifacts

reduction for SOFI higher-order calculations. This might be due to that the change of lasers

intensities are too little.

Figure 6.5: Change of on-time ratio over different illumination powers. By changing

either the excitation (488 nm, (a,b)) or re-activation (405 nm, (c,d)) illumination individually,

the change of on-time, off-time and ρ over the corresponding illumination power are plotted.

Both on-time and off-time increase when the excitation power increases (a). However, we

do not see clear trend for ρ (b). When the excitation power is fixed and the re-activation

power increases, on-time and off-time fluctuate reversely along a similar mean value (c). The

on-time ratio ρ fluctuates as well (d).
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6.5 Conclusion

In this chapter, we explore the photophysical properties of a specific fluorescent protein,

Dronpa-C12, at both ensemble and single-molecule level. The photo-decaying and photo-

switching rates of Dronpa-C12 vary when the outside environment changes. Specifically,

adding the reducing agent in a proper way and control the pH value of the local environment

would prolong the blinking duration and slow down the photo-bleaching. Excitation and

re-activation illumination intensities have a complex effect on both the bleaching rates and

blinking rates of Dronpa-C12. our next step is to build up a robust model to explain the

photophysical behaviors of Dronpa-C12. Fluorescence fluctuation spectroscopy will be used

to detect the states of the fluorophore and their transition rates, and the connection between

the different states and ensemble photodecaying behavior will be explored.
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CHAPTER 7

Conclusion

The purpose of this dissertation is to understand and develop approaches for better plasmon-

enhanced super-resolution imaging. Super-resolution imaging can be significantly improved

by plasmon-enhanced single-molecule fluorescence imaging. In order to control and utilize

plasmon enhancements for various applications, a better understanding of the light-matter

interaction between plasmonic nanostructures and single-molecule emitters is needed. Mean-

while, a more accessible, user-friendly image processing tool can benefit the whole super-

resolution community with image analysis experts and general users. A normalized emitter

characterization workflow needs to be established as well before adopting any new fluores-

cent probes to monitor local field intensity or other local environment components. In this

dissertation, these three topics are covered.

The basics of plasmonics and super-resolution fluorescence imaging are introduced in

chapter 2 and chapter 3, respectively. In chapter 4, a home-built single-molecule polarization-

resolved microscope is used to understand how the emission polarization and localization of

single emitters (quantum dots) change upon interaction with a complex plasmonic nanoan-

tenna contribution of different interaction types are explored. Single-molecule experiments

and FDTD simulations demonstrate the fluorescence anisotropy and emission polarization

rotation as the emitter moves closer to the plasmonic nanostructure. The mislocalization

can be more than 100 nm, and the mispolarization can be 15 degrees. This inaccuracy would

introduce significant error in plasmonic local field sensing using super-resolution fluorescence

microscopy without a calibration and correction step. For a plasmonic nanoantenna with a
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symmetrical structure (e.g., ”L” shape with two identical arms), the extent of the mislocal-

ization and mispolarization is determined by the emitter position relative to the symmetry

axis of the structure. With a better understanding of the QD-plasmon interaction, the next

step is to build an analytical model to understand the complex plasmonic system and use

the model to predict the plasmonic near-fields. This would provide a practical method for

plasmonic near-field mapping with higher precision. Moreover, at the end of this chapter,

I also proposed a new sample preparation scheme combining nanofabrication and dip-pen

nanolithography. Using this new method, single-molecule QDs can be positioned next to

plasmonic nanoantennas with higher precision and throughput. This research topic can also

be extended to help solve the inverse problem that predicts the plasmonic structure based on

electromagnetic field mapping. An extensive collection of data can be generated using the

proposed sample preparation method, connecting the mislocalization and mispolarization

with the shape of the plasmonic structure and emitter’s distance to it, and using these data

to construct a machine learning model. L-shape will be one of the base structures for the

model. Together with other base structures like nanowires and nanodisks, the whole contour

of the structure can be determined by combining base structures.

Chapter 5 gives a thorough introduction on how the open-source PySOFI package is

constructed and how to perform different SOFI analysis components using PySOFI. The

PySOFI package adopts a simple architecture, where all the data processing steps are im-

plemented as independent function modules, and only one class module is used to manage

the data processing workflow. In this way, a fast prototype on new analysis can be achieved

by disseminating and reorganizing the processing step. Moreover, the theory of two new

image processing methods, local dynamic range compression (ldrc) and multi-order cumu-

lant analysis (MOCA), are explained in detail. With these two new methods, the SOFI

2.0 analysis pipeline is able to help researchers capture fast cellular dynamics using SOFI

without a sophisticated optical setup.

In chapter 6, a workflow of characterizing the photophysical properties of a fluorophore
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is demonstrated. The change of photo-decaying and photo-switching rates as functions of

parameters affected by the local environment are explored. The fluorophore shows a photo-

decaying pattern of bi-exponential decay. Four parameters are studied, including oxygen

level, pH value, the excitation illumination intensity, and the re-activation illumination in-

tensity, and both rates show sensitive responses to the change of parameters. The relation-

ship between photophysical properties and the local environment can be further used as an

indicator of sub-cellular environmental change during dynamic processes.

I expect to see more work exploring the application of plamon-enhanced super-resolution

imaging. Meanwhile, the topic of overcoming the mislocalization and mispolarization in

fluorescence imaging-based plasmonic near-field mapping will be an ongoing research topic.

Instead of using fluorescence intensity as the local field indicator, I expect to see exploration

on using other photophysocal parameters (e.g., on-time ratio) of the fluorophore. I hope

that the open-source, community-engaging PySOFI would attract more researchers to use

SOFI for customized super-resolution image analysis.
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regulation effect in a poly (vinyl alcohol)—water system. Polymer, 36(8):1655–1661,
1995.

[132] Heon Sang Lee and Woo Nyon Kim. Glass transition temperatures and rigid amor-
phous fraction of poly (ether ether ketone) and poly (ether imide) blends. Polymer,
38(11):2657–2663, 1997.
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