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Abstract

The Integration of Social and Acoustic Cues During Speech Perception

by

Eric Wilbanks

Doctor of Philosophy in Linguistics

University of California, Berkeley

Professor Keith Johnson, Chair

How do social characteristics of a speaker influence how listeners process their speech?
There is evidence that social characteristics, like a speaker’s age, gender, and so forth, can
shift how listeners respond to their speech. For example, ambiguous sounding words are
recognized quicker and more accurately when matched with pictures of speakers who
are likely to say those words, and changing a visual cue about a speaker while keeping
the audio constant can change listeners’ judgments of what they heard. An unanswered
question is whether social information is directly affecting perception, or if it is only affect-
ing later decision-making. Addressing this question will contribute to our understanding
of the role of social information during speech perception and will further develop our
models of human language processing.

Previous work has demonstrated that social cues can directly shift categorization be-
havior, but the paradigms used in the majority of this work do not allow conclusions to be
drawn about the specific time-course of social and acoustic cue integration. The specific
time-course of this process is critical to debates over the nature of linguistic representation
(episodic vs. abstract) and processing (feed-forward vs. interactive models). This disser-
tation investigates how listeners use social cues during speech perception in real-time by
measuring the cues’ influence on the earliest stages of speech perception. In what fol-
lows, I ask whether social cues can induce selective adaptation effects in perception and
whether social cues can influence on-line perception as detected via eye-tracking during
a compensation for coarticulation task.

For the selective adaptation experiments, I replicate previous work and show less
“SH” categorizations when listeners are repeatedly exposed to clear exemplars of /S/.
While we do observe evidence for potential subtle influences of speaker gender on the
magnitude of the selective adaptive effect, we do not observe evidence for our critical
prediction: we do not observe an effect of speaker gender guise on the direction of selec-
tive adaptation. That is, the selective behavior of an ambiguous [s]-[S] is not shifted by
the perceived gender of a speaker. Additionally, we observe no evidence for the role of
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visual face gender cues or acoustic cues to speaker sexuality on the selective adaptation
behavior of listeners.

Turning to the compensation for coarticulation eye-tracking experiment, I again repli-
cate the classical effect. For both asta-ashka and alda-arga stimuli, we observe perceptual
compensation for the specific acoustics of C1 in listeners’ C2 categorizations. Addition-
ally, this effect emerges gradually as the stimuli unfold, with observable gradient differ-
ences between listeners’ fixation data developing even before the stimulus has been com-
pleted. We do not, however, observe evidence for our core prediction of speaker gender
influencing the compensation behavior of the ambiguous C1 step on later C2 categoriza-
tion.

Taken as a whole, these results indicate that the role of sociophonetic cues in percep-
tion may be restricted to later decision stages, rather than exerting their influence during
earlier perceptual stages. Though further investigations are required for a more robust
conclusion, the experiments detailed in this dissertation present critical evidence for the
precise role of these sociophonetic cues in our understanding of speech perception.
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Chapter 1

Introduction

The speech signal is characterized by a high degree of variability across different envi-
ronments, speaking rates, and individual speakers. Understanding how listeners process
this variable input signal and arrive at an interpretation of a speaker’s intended meaning
is a key goal of speech perception research. Experimental evidence has demonstrated that
listeners may utilize informative cues in their environment and the acoustic signal to in-
terpret the linguistic message. Social information, such as knowledge of a speaker’s age,
gender, ethnicity, or region of origin also plays a role, and is able to shift listeners’ cate-
gorizations of sounds and lexical items. An open question is the degree to which these
social cues are integrated and processed like other traditional cues to linguistic contrasts,
and to what extent they differ.

This dissertation aims to address this question. To do so, I first survey relevant work
on the integration of acoustic, lexical, and social cues during speech perception, and out-
line several key open questions for the treatment of social cues. Then, I present the re-
sults from a series of novel perception experiments aimed at addressing these open ques-
tions. Chapter 2 presents the results from a series of selective adaptation experiments
investigating the degree to which acoustic cues to voice gender, visual face gender cues,
and acoustic cues to perceived male sexuality can shifts American English listeners’ per-
ception of fricatives. Chapter 3 presents the results from a perceptual compensation for
coarticulation experiment that investigates whether cues to gender can not only induce
changes in the perception of consonants, but whether those changes to perception also
induce downstream perceptual compensation effects in the following sound. In addi-
tion to the classification data from this task, this experiment included on-line eyetracking
measurements which allow us to explore the influence of unfolding acoustic cues in real
time.



CHAPTER 1. INTRODUCTION 2

1.1 Phonetic Cue Integration

1.1.1 Acoustic Cues and Trading Relations

Contrasts between sublexical phonetic units are signaled by temporal and spectral
characteristics of the acoustic signal. These acoustic characteristics, or PHONETIC CUES,
assist in the interpretation of the intended sub-lexical units and linguistic message. A
given phonetic contrast is often realized by various overlapping phonetic cues (Polka
& Strange, 1985; Raphael, 2005; McMurray & Jongman, 2011), as in the case of voic-
ing contrasts of English stops in medial position, a contrast which recruits more than
a dozen phonetic cues (Lisker, 1986). Additionally, the cues recruited to signal a contrast
may vary due to differences in phonetic context, speaking rate, and speaker; a one-to-
one mapping of phonetic contrast to phonetic cue(s) is untenable, leading to the “lack
of invariance” issue (Liberman et al., 1967). Understanding how listeners map variable,
multi-dimensional phonetic cues onto phonetic contrasts is a key research goal in speech
perception.

When multiple phonetic cues signal the same phonetic contrast, listeners tend to in-
tegrate these disparate acoustic cues into a coherent percept, as illustrated by instances
of duplex perception (Whalen & Liberman, 1987; Fowler & Rosenblum, 1990). Not all
phonetic cues are equally recruited during perception; each cue’s relative contribution is
weighted (Francis et al., 2008; Idemaru & Holt, 2011). For example, American English
/i/-/I/ can be signaled by differences in formant frequencies (/i/ has a higher first and
second formant frequency than /I/) as well as duration (/i/ is longer than /I/). Listeners
are sensitive to both cues to this contrast, but generally appear to rely more on the spectral
cues than the duration cues (Hillenbrand et al., 2000). However, the relative weighting
of the duration cue is larger in formant-synthesized stimuli (with ambiguous spectral in-
formation) than in sinusoidal-synthesized stimuli, possibly due to the reduced quality of
the spectral cues. This result can be interpreted as an instance of TRADING RELATIONS
(Repp, 1981), where the relative weighting of two or more cues can change as a function
of the informativity and/or reliability of each individual cue. Similar trading relations
exist in the perception of listeners with cochlear implants (which involve some degree
of spectral degradation of the signal), where these listeners rely more on durational cues
than listeners without cochlear implants (Winn et al., 2012).

Trading relations are not only due to changes in signal fidelity, but can also be con-
ditioned by specific language experience. Qualitatively different cue-weighting strate-
gies have been observed when comparing different languages (Beddor & Krakow, 1999;
Kang et al., 2016), different dialects of the same language (Lee et al., 2013), individual
idiosyncrasies (Massaro & Cohen, 1977; Idemaru et al., 2012; Shultz et al., 2012; Kong &
Edwards, 2016), different L1 and L2 listeners (Yazawa et al., 2019), and exposure to differ-
ent distributions of cues in training data (Holt & Lotto, 2006). There is also evidence that
specific cue-weighting strategies develop over time in young children, before eventually
settling on adult-like strategies (Slawinski & Fitzgerald, 1998; Nittrouer & Lowenstein,
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2009). Cue-weighting strategies may also generalize, such that listeners develop sensitiv-
ities to cue-dependencies between related phonetic units. For example, voice onset time
(VOT) values across different places of articulation are correlated (Theodore et al., 2009;
Chodroff & Wilson, 2018). Listeners are sensitive to this codependency and will gener-
alize it from one context (e.g., long /p/ VOTs) to other unheard contexts (e.g., expecting
long /k/ and /t/ VOTs) (Clayards et al., 2008; Nielsen, 2011). Results such as these have
motivated models of phonetic cue integration that propose that experience with statisti-
cal distributions during language learning, rather than fully innate and psychoacoustic
mechanisms, plays a role in the development of cue-weighting strategies in perception
(Toscano & McMurray, 2010; Kleinschmidt & Jaeger, 2015).

1.1.2 Intrinsic and Extrinsic Cues

Phonetic cues can be categorized by their locus of realization. For example, the for-
mant and duration cues to vowel identity discussed above occur within the scope of the
vowel they contribute to. We can classify such cues as INTRINSIC since they are associ-
ated with and occur within specific sub-lexical units. But informative cues to the identity
of sub-lexical units come from external sources as well. Because speech sounds are pro-
duced using physical articulators which must spend time transitioning from one state to
another (Browman & Goldstein, 1992), acoustic boundaries between segments are not dis-
crete, but rather continuous (Ellis & Hardcastle, 2002). The influence of nearby segments
on the production and acoustics of a sound is often termed COARTICULATION1, and can
be either anticipatory (e.g., vowel nasalization before a nasal consonant) or perseverative
(e.g., vowel rounding following a labial consonant) (Hardcastle & Hewlett, 1999).

Listeners are sensitive to the long-distance effects of coarticulatory forces and use these
as EXTRINSIC CUES2 to the identity of sub-lexical units. This sensitivity is clearly demon-
strated in gating tasks (Grosjean, 1980), in which listeners hear progressively longer por-
tions of words and are asked at each gate what word or sounds they hear. Listeners
encountering a gate can consistently use anticipatory coarticulatory cues to predict what
the following material would be (Kuehn & Moll, 1972). This sensitivity is not restricted
to immediately adjacent segments, but can occur across intervening sounds (Tobin et al.,
2010; Grosvald & Corina, 2012). The informativity of coarticulatory information is further
supported by instances of conflicting extrinsic and intrinsic cues, such as when segments
produced in one context are spliced into another context. In such situations, listeners’ re-
action speed and identification accuracy are decreased (Martin & Bunnell, 1981; Whalen
et al., 1993; Dahan et al., 2001). This indicates that extrinsic cues are not simply effects
observed in production, but key input to perceptual processes.

1This usage is distinct from the description of doubly-articulated consonants as ‘coarticulated’ (e.g.,
labio-velars).

2Though often used to include non-linguistic cues (e.g., speaker identity, sentential context, emotion), I
restrict my definition of ‘extrinsic cues’ to cues originating in adjacent regions of the acoustic signal.
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1.1.3 Overlapping Cue Sources

When interpreting the identity of sub-lexical units, listeners must contend with the
fact that a given acoustic property may be simultaneously influenced by multiple factors.
In the case of acoustic cues, a segment may have a particular acoustic value because it is
an intrinsic cue of the intended segment, because it is influenced by adjacent segments,
or some combination of the two. For example, lower spectral center of gravity can be
an intrinsic cue to the /s/-/S/ contrast in English, but lower fricative center of gravity
could also be due to anticipatory lip-rounding caused by a following round vowel. Mann
& Repp (1980) find that the perceptual boundary between /s/-/S/ shifts before a round
vowel so that more of the lower spectral energy fricatives are classified as /s/ in this con-
text than before non-rounded vowels. This effect is interpreted as COMPENSATION FOR
COARTICULATION; listeners are attributing the lowered spectral energy in the sibilant to
a following vowel, and shifting their perceptions of the sibilant accordingly. Compen-
sation for coarticulation effects have been found for a wide variety of cues and contrasts
(Samuel, 2011, inter alia). Explanations for compensation for coarticulation are varied, but
mechanisms are typically couched within three broad theoretical frameworks: (1) gestu-
ral perception (Liberman & Mattingly, 1985; Fowler, 2006), (2) auditory/spectral contrast
(e.g., Diehl et al., 2004; Sjerps et al., 2019), and (3) inferential statistical models (Sondereg-
ger & Yu, 2010; Kleinschmidt & Jaeger, 2015). Adjudicating between these frameworks is
beyond the scope of the current discussion.

Regardless of the specific mechanism involved, listeners can arrive at an interpreta-
tion of coarticulation that is different from the speaker’s intended message. That is, they
may “fail” to compensate for coarticulation from an adjacent segment and instead inter-
pret the acoustic effect as an intended intrinsic cue of the target segment. Unintended
parses of coarticulatory effects have been proposed as a possible mechanism for initiat-
ing sound change (Ohala, 1989; Beddor, 2009; Garrett & Johnson, 2013), with individuals
demonstrating variability in the degree to which they compensate for coarticulation (Yu &
Zellou, 2019, inter alia). A prominent example of this type of sound change is tonogenesis
arising from consonant voicing contrasts (Kingston, 2011, inter alia). Because of the aero-
dynamic demands on the larynx during stop voicing, the fundamental frequency (f0) of a
vowel is higher following a voiceless stop than a voiced stop (House & Fairbanks, 1953).
Although American English listeners are sensitive to both VOT and f0 of the following
vowel, the VOT cue is weighted more heavily by these listeners (Abramson & Lisker,
1985). When the relative importance of the following f0 cue is increased, listeners may
interpret vowel tone, rather than consonant voicing, as the main cue to the contrast. This
is argued to be occurring in modern day Seoul Korean (Kang & Han, 2013) and Afrikaans
(Coetzee et al., 2014), where listeners are increasingly relying on f0 vowel contrasts in the
production and perception of what were historically consonantal contrasts.

Like the relative weight of intrinsic cues, the strength and scope of extrinsic cues such
as coarticulation can vary according to experience. Although English listeners generally
weigh intrinsic VOT cues to initial consonant voicing over extrinsic f0 cues, experience



CHAPTER 1. INTRODUCTION 5

with explicit training is sufficient to shift listeners’ strategies to recruit extrinsic f0 cues
more (Francis et al., 2008). The greater role of intrinsic over extrinsic cues is not absolute,
as extrinsic cues have been shown to be necessary and sufficient indicators of other con-
trasts (Beddor & Onsuwan, 2003), and the exact weighting of intrinsic and extrinsic cues
is dependent on specific language experience (Beddor et al., 2002).

1.1.4 Eyetracking and Neurophysiological Studies of Acoustic Cues

Much of the evidence for the integration of acoustic cues comes from careful manipu-
lation of spectro-temporal characteristics of stimuli and subsequent behavioral measures
such as categorization. These experiments represent a rich data source, but introduce a
large interval between presentation of the key stimulus information and the dependent
measure. Without a finer understanding of the processes occurring during stimulus pre-
sentation, it is plausible that differences in listener response to different acoustic cues
could be due to processing at a later decision stage, rather than low-level perceptual pro-
cesses. A strategy to address this question is to employ on-line methodologies, such as
eyetracking or neurophysiological measurements, to better understand how perception
of acoustic cues unfolds in real time.

Eyetracking has been argued to closely represent the processes of lexical activation
and competition as they unfold in real time (Magnuson et al., 2003; Clayards et al., 2008),
and evidence seems to support the LINKING HYPOTHESIS (Tanenhaus et al., 2000, inter
alia), that listeners tend to initiate unprompted eye-fixations towards lexical items as they
are exposed to them. Eyetracking methodologies confirm behavioral results that listeners
respond to acoustic cues in a gradient, rather than categorical manner (Kong & Edwards,
2016; Zellou & Dahan, 2019). This gradient sensitivity to acoustic cues unfolds in real-time
at the sub-lexical level, as listeners’ gaze fixations can be influenced by acoustic informa-
tion as soon as that information is available (Beddor et al., 2013; Mitterer & Reinisch,
2013; Salverda et al., 2014). Importantly, acoustic cues are not available simultaneously;
Reinisch & Sjerps (2013) demonstrate that listeners’ gaze fixations are influenced slightly
earlier by vowel spectral information than by vowel duration, consistent with the obser-
vation that spectral information is available early in the vowel, but duration cues unfold
over the course of the entire segment. Processing of acoustic cues is not restricted to
within-word contexts, as cross-word coarticulatory information has been shown to guide
sub-lexical and lexical activation, and subsequent gaze fixations (Gow & McMurray, 2007;
Zellou & Dahan, 2019).

Indirect measures of neural activity offer another window into on-line processing of
acoustic information. Spectral and temporal cues undergo complex integration and sep-
aration at all stages of auditory processing (Eggermont, 2001). Differences in frequency
sensitivity and firing rate due to electrophysiological characteristics of neuronal popula-
tions lead to separable streams of neural activation for temporal and frequency compo-
nents of the signal at the earliest stages of processing in the cochlea, auditory nerve, and
mid-brain structures (Pickles, 2015, inter alia). Information from the various streams is
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integrated at several stages of sub-cortical processing, most notably in the Inferior Col-
liculus where spectral and temporal information from both ears are combined (Pickles,
2012). At the level of the auditory cortex, spectral and temporal information appear to
be differentially processed, with the left-hemisphere auditory cortex responding more
strongly to temporal aspects of the signal and the right auditory cortex responding more
strongly to spectral characteristics (Zatorre & Belin, 2001; Poeppel, 2003; Hackett, 2015).

Within the auditory cortex, neurophysiological measures have demonstrated that the
Superior Temporal Gyrus (STG) plays a critical role in the selective processing of speech
acoustics (Yi et al., 2019, inter alia). Direct measurements of surface cortical neural activity
in the STG have been correlated with selective activity for sub-phonemic features, such
as place-of-articulation, voicing, and specific manner cues (Mesgarani et al., 2014). These
patterns of selective response to sub-phonemic features develop rapidly, approximately
100-150ms following the onset of the target sound (Mesgarani et al., 2014). Additionally,
the existence of selective regions of onset- and sustained-response neural populations in
the STG also points towards the distributed nature of processing in this area, as certain
aspects of the spectrotemporal signal are decomposed and analyzed in spatially distinct
regions (Hamilton et al., 2018). While further research is required in this area, it is likely
the sensitivity to acoustic cues observed in behavioral measures are due in large part to
on-line processing.

Neurophysiological studies, like behavioral studies, indicate that linguistic experi-
ence can modulate attention to various acoustic cues. Escudero et al. (2009) conducted
a categorization task and found that L1-Spanish listeners proficient in Dutch relied more
on durational cues to vowel contrasts in Dutch than L1-Dutch listeners. In a follow-up
investigation, Lipski et al. (2012) record event-related potentials (ERP) from electroen-
cephalography (EEG) with comparable stimuli and listeners. They find that L1-Spanish
L2-Dutch listeners show weaker sensitivity to spectral cues (as measured through Mis-
matched Negativity (MMN)) than the L1-Dutch listeners in the pre-attentive stages of
stimulus processing. Similar investigations have demonstrated that differences between
L1- and L2-listeners’ neural weighting of acoustic cues can be attenuated with increased
language experience or task exposure (Peltola et al., 2003; Ylinen et al., 2009). Taken as a
whole, evidence of cue-integration in earlier, more on-line measures of processing indi-
cates that these effects are not solely an artifact of later categorizations.

1.1.5 Multi-Modal Integration of Visual Articulatory Cues

While the acoustic signal is the primary modality of speech, many of the physical
gestures which produce the acoustic signal also produce predictable visible movements
of the lips and jaw. Such visual articulatory cues could in theory provide some mea-
sure of additional information about co-occurring acoustic cues and the underlying ges-
tures which serve as a common source. Listeners appear to recruit these informative cues
during speech perception, as presenting congruent audio-visual cues improves speech
recognition in noise and for unfamiliar accents compared to audio-only controls (Helfer &



CHAPTER 1. INTRODUCTION 7

Freyman, 2005; Rosenblum, 2008; Xie et al., 2014; Banks et al., 2015; Bidelman et al., 2020).
Overt visual cues such as lip-rounding are also critical in guiding learners to language-
specific articulatory strategies (Ménard et al., 2013).

When audio-visual cues and acoustic cues are incongruous, the resulting perceptual
effects are intriguing. The experiments of McGurk & MacDonald (1976) paired mis-
matched audio and visual signals, with the face of “ba” pairing with the acoustics of “ga”.
Rather than preferentially perceiving one channel’s stimulus, or alternating between the
two, listeners tended to perceptually merge the two channels’ stimuli and report hear-
ing “da”. This MCGURK EFFECT demonstrates that visual cues can influence perceptual
behavior, and has provided a rich test-bed for investigating cross-modal cue integration
(Tiippana, 2014, inter alia).

The integration of acoustic and visual cues appears to only occur when each cue could
be causally linked to the same source. For acoustic “ba” and visual “ga”, visual cues do
not clearly rule out a “da” perception and the cue-integration leads to a McGurk percept.
But for acoustic “ga” and visual “ba”, the visible lip closure is incompatible with “ga”
acoustics and listeners overwhelmingly report the non-integrated “ga” (Saalasti et al.,
2012; Olasagasti et al., 2015; Magnotti & Beauchamp, 2017). As Tiippana (2014) points
out, even McGurk & MacDonald (1976)’s earliest study prefaces this compatibility argu-
ment, noting that visual-only “ga” is often already categorized as “da.” Multi-modal in-
tegration can persist despite small temporal delays between the audio and visual signals,
but significant temporal delays cause the integration effect to disappear and perceptual
activity relies only on the acoustic cue, as listeners interpret the signals as coming from
two distinct speakers (Magnotti et al., 2013).

Visual cues can induce shifts in categorization similar to compensation for coarticu-
lation of acoustic stimuli. Overt cues to anticipatory lip-rounding of ambiguous /s/-/S/
tokens lead listeners to report hearing more /s/, compared to an audio-only condition
(Mitterer, 2006). The increasing compensation for coarticulation with visual information
may exist only for ambiguous information, however, as non-ambiguous vowel stimuli
do not exhibit compensation differences between audio-only and audio-visual conditions
(Kang et al., 2016). Another similarity between acoustic-only and cross-modal acoustic
and visual integration is the development of specific cue-weighting strategies during de-
velopment. Young children rely more heavily on the acoustic portion of cross-modal cues
than adults (Sloutsky & Napolitano, 2003; Robinson & Sloutsky, 2004) and are less prone
to exhibit McGurk effects, not reaching comparable integration to adults until ages 10-
12 (Tremblay et al., 2007; Hirst et al., 2018). These differences due to developmental age
appear to be particular to the McGurk effect and are not observed for non-speech multi-
modal phenomena (Tremblay et al., 2007).

Differences between multi-modal and uni-modal stimuli provide a window into the
inner workings of the integration system. Unlike acoustic-only integration, the cross-
modal integration of visual and acoustic cues appears to require significantly more pro-
cessing resources. In a simultaneous perception task and tactile somatosensory task de-
signed to induce high cognitive load, processing costs are observed for audio-visual per-
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ception, but not in the audio- or visual-only conditions (Alsius et al., 2007). Integration
of audio and visual cues during a dual task experiment is particularly affected for older
adults with greater demands on cognitive resources (Gosselin & Gagn, 2011). Eyetrack-
ing studies indicate that adults with Asperger Syndrome (which has been argued to im-
pair general multi-sensory integration) show weaker McGurk Effects than paired controls
without Asperger Syndrome, while showing equivalent uni-modal perceptual behavior
(Saalasti et al., 2012).

Studies of perceptual adaptation also illustrate a possible difference between McGurk
Effect percepts and other auditory “illusions.” The selective adaptation paradigm (Eimas
& Corbit, 1973; Samuel, 2011) demonstrates that repeated exposure to a given stimulus
on a continuum can shift the perceptual boundary such that less of the continuum is
perceived as the stimulus. As discussed in 1.1.6, top-down lexical influences can restore
absent sub-lexical units and bias ambiguous stimuli towards prototypical sub-lexical cat-
egories. These lexically-induced percepts demonstrate comparable perceptual adapta-
tion to their non-induced counterparts (Samuel, 1997, 2001). McGurk induced percepts,
however, do not appear to cause perceptual adaptation to the fused percept (e.g, “da”),
but showed adaptation to the acoustic component (e.g., “ba” and subsequent decrease in
“ba” responses) instead (Roberts & Summerfield, 1981; van Linden et al., 2007; Samuel
& Lieblich, 2014). In fact, ambiguous audio (/b/-/d/) paired with unambiguous video
(/b/ or /d/) can lead to a perceptual recalibration in the opposite direction to selective
adaptation (Bertelson et al., 2003; Vroomen et al., 2004, 2007). That is, listeners will be
more likely to report hearing the category of the visual adaptor, rather than less likely.

Similarities and differences between McGurk percepts and non-McGurk percepts are
also observable in neurophysiological activity during stimulus presentation. Following
exposure to incongruous “ba”-audio/“ga”-video, listeners report more “da” than in the
audio-only “ba” condition. This difference exists in early neurophysiological measures as
well, as audio-only “ba” reported as “da” induces neural activity in the auditory cortex
more similar to veridical “da” stimuli than veridical “ba” stimuli (Lüttke et al., 2016). The
similarity of activity between McGurk induced “da” and veridical “da” develop during
processing, as activity in the auditory, somatosensory, and visual areas for induced per-
cepts initially pattern like simultaneous “ga” and “ba”, before resolving into activity like
that of the fusional percept (Skipper et al., 2007). Taking advantage of the high degree of
listener variability in the realization of the McGurk percepts (Basu Mallick et al., 2015),
Pratt et al. (2015) examine neurophysiological activity over the time-course of perception
of stimuli which did and did not result in integrated percepts. Using Electroencephalog-
raphy (EEG) measures, they demonstrate significant differences between successful and
unsuccessful McGurk percepts at the earliest stages of stimulus processing, (between 30-
200ms after consonant onset3). The network of neural regions involved with audio-visual
integration is still an area of active research, but initial studies are consistent in demon-

3To account for latency of auditory processing and EEG measurements, the authors introduce a flat
300ms normalization; the critical range corresponds to 330-500ms post consonant onset.
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strating parallel interactions between areas associated with auditory processing, speech
production, and visual processing (Calvert, 2001; Skipper et al., 2007; Bernstein et al.,
2008; Hertrich et al., 2009; Pratt et al., 2015).

1.1.6 Lexical Effects in Cue-Integration

1.1.6.1 Ganong Effect

Integration of phonetic cues during perception is mediated not only by elements of
the acoustic signal, but also by more abstract information, such as lexical properties of
the frame containing the signal. When presented with an acoustic phoneme continuum
(e.g., /t/ to /d/), perceptual boundaries can be shifted towards one end of the contin-
uum if the resulting category would lead to a word while the alternate end would result
in a non-word. That is, when presented with an ambiguous signal (e.g., “task” to “dask”
continuum), listeners are biased to interpret the signal in a way consistent with a lex-
ical outcome (e.g, more “t”/”task” responses); this phenomenon is called the Ganong
Effect (Ganong, 1980; Samuel, 2011). This lexical bias on perceptual behavior does not
just exist in tasks where an explicit identification is called for, but can be detected in-
directly through selective adaptation paradigms (Samuel, 2001; Samuel & Frost, 2015).
Additionally, individual differences in the strength of lexical biases involved in Ganong
tasks can predict performance on multi-speaker transcription tasks, with those showing
high degrees of lexical influence exhibiting lower levels of transcription accuracy in multi-
speaker conditions (Lam et al., 2017). This suggests that the degree of lexical bias is in part
speaker-specific, rather than simply task-specific.

The strength of the Ganong Effect has been shown to be more robust (a) when uncer-
tainty in the phonetic cues is increased, such as with degraded signal quality (Gianakas
& Winn, 2016) or Specific Language Impairment (SLI; Schwartz et al. (2013)), (b) with in-
creased linguistic experience due to increased L2 proficiency (Samuel & Frost, 2015) or age
(controlling for hearing loss, Mattys & Scharenborg (2014)), and (c) under conditions in
which lexical biases are stronger, such as identification of final segments in longer words
(Pitt & Samuel, 2006), lengthened delays between stimulus and categorization (Rysling
et al., 2015), or in conditions of greater cognitive load (Mattys & Wiget, 2011).

These behavioral results are not sufficient to definitively conclude that lexical informa-
tion is recruited during low-level perceptual processes, since they are also consistent with
lexical information being recruited only at later decision stages (Norris et al., 2000). To
address this question, eyetracking and neurophysiological studies have been carried out
during Ganong tasks. Kingston et al. (2016) collect eyetracking fixation measurements
during Ganong tasks and find evidence that both acoustic cues to the target segment and
cues to the lexical identity of the frame influence fixations to targets as soon as they be-
come available. When presented stimuli on a dunk-*denk or *dush-*desh continuum,
for example, fixations on the “U” visual target are significantly higher in the d-nk frame
(where it forms a word) than in the d-sh frame where both options are non-words. Crit-
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ically, this effect emerges rapidly, even before the acoustic onset of the coda nasal. The
presence of nasalization in the target vowel is sufficient to rapidly cue lexical informa-
tion and result in increased fixations to the “U” visual target. The authors interpret these
results as evidence against the gradual build-up of lexical information as proposed in
the interactive model TRACE (McClelland & Elman, 1986) and instead find support for
feed-forward models such as MERGE (Norris et al., 2000).

The case for rapid lexical effects during early perception is bolstered by neurophys-
iological studies during typical Ganong tasks, which find significant lexical effects on
patterns of fMRI (Myers & Blumstein, 2008) and EEG (Noe & Fischer-Baum, 2020) activ-
ity during the earliest stages of phonetic encoding in the superior temporal gyri (STG).
Since these differences were observed in the STG, which is associated with auditory pro-
cessing, rather than solely in areas associated with executive function (e.g., left inferior
frontal gyrus [IFG] and anterior cingulate cortex [ACC]), the authors interpret their re-
sults as evidence for lexical influence on early, low-level perceptual processes occurring
in the STG. Gow et al. (2008) further explore this phenomenon, utilizing Granger causal
analysis techniques to examine causality in patterns of phonetic and lexical activation.
They find evidence for a causal relationship of lexical information from the left superior
medial gyrus (SMG) affecting activation levels in the left STG during early stages of pro-
cessing (280-480ms post-stimulus-onset). Taken as a whole, these investigations argue for
the top-down influence of lexical information in the earlier stages of phonetic processing
(280-480ms post-stimulus-onset), but not during the earliest stages of phonetic processing
(80-280ms post-stimulus-onset).

On the basis of early causal activation from the SMG to the STG, Gow et al. (2008) ulti-
mately argue in favor of interactive models of lexical and phonetic processing. Kingston
et al. (2016) critique this interpretation on two grounds. First, they find issue with the
focus by Gow et al. (2008) on a subset of causal relationships which change across the
critical periods. Specifically, they question the absence of a causal relationship between
the LaSTG and the SMG during the earliest stages of processing (80-280ms post-stimulus-
onset). This absence is explained by Gow et al. (2008) as indirect activation by the LaSTG
of the AG and then in turn the SMG, suggesting that lexical representations in the SMG
are activated not directly by low-level acoustic representations, but rather by abstract pre-
lexical units in the AG. While the critique by Kingston et al. (2016) of the focused selection
of particular relationships is well motivated, their argument against the results of Gow
et al. (2008) on the basis of “large number of causal relationships and their appearances
and disappearances” is less motivated. It is unclear why we might expect the causal pat-
terns of activation during perception to be limited or to remain fixed across perception.
The transfer of information between functionally linked neural populations has been pro-
posed to be quite rapid, possibly carried out through oscillations of neural activity in the
gamma range (30-80Hz) (Bonnefond et al., 2017). While little is known about the spe-
cific temporal dynamics of communication between neural populations in the STG and
the SMG, the presence of complex, rapidly evolving causal relationships between related
regions is not sufficient to discredit the results of Gow et al. (2008)
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Second, Kingston et al. (2016) find issue that the GanongMax stimuli (e.g, [S/SH]ampoo
or [S/SH]andal) of Gow et al. (2008) do not exhibit the same causal patterns as the non-
word (*sampoo, *shandal) or word (shampoo, sandal) stimuli. It is unclear why we might
expect the ambiguous GanongMax stimuli to exhibit the same causal relationships as non-
words or words, since the intermediate acoustics could induce separate processing path-
ways and strategies. It is well known that categorization measures are more sensitive to
stimuli which occur in ambiguous acoustic regions (e.g., Feldman et al., 2009), and Gow
et al. (2008) specifically address this possibility and present evidence of different neural
pathways for ambiguous and unambiguous stimuli during explicit phonetic categoriza-
tion tasks, where unambiguous stimuli rely more on top-down sublexical phonological
information (AG), while more ambiguous stimuli rely more on bottom-up phonetic signal
information (STG).

As a whole, the eyetracking and neurophysiological studies point towards a rapid
integration of both acoustic and lexical information, likely as soon as such information
becomes available in the signal. While Kingston et al. (2016) find issue with the inter-
pretation of Gow et al. (2008) and lexical feed-back models generally, I have argued here
that both sets of results are not inconsistent with a lexical feed-back model that operates
rapidly.

1.1.6.2 Phoneme Restoration

While the Ganong Effect demonstrates that lexical information can guide perception
of ambiguous sub-lexical units, lexical knowledge can also bias perception when the el-
ements of the acoustic signal have been completely masked. This PHONEME RESTORA-
TION effect occurs when a relevant sub-lexical unit is replaced with white noise, a cough,
or some other non-speech event (Warren, 1970). In these contexts, listeners will report
hearing the original phoneme and perform poorly when asked to locate the non-speech
masking event (Warren, 1970; Warren & Sherman, 1974; Samuel, 1997). The strength of
the restoration is modulated by the acoustic match between the mask and the phone, with
fricatives showing greater restoration by a white noise mask than a tone mask, and vice
versa for vowels (Samuel, 1981). Neurophysiological measurements of the STG demon-
strate that restored sub-lexical units exhibit patterns of activity which are strikingly sim-
ilar to their non-masked counterparts (Leonard et al., 2016), though differences in time-
course and processing pathway show that these restored percepts are not fully identical
to natural, uninterrupted stimuli (Shahin et al., 2009; Leonard et al., 2016). Taken as a
whole, the phoneme restoration effect points towards an influence of lexical knowledge
on early perceptual processes.

1.1.6.3 Structural Properties of the Lexicon

In addition to the categorical presence of biasing lexical items as demonstrated in the
Ganong Effect and Phoneme Restoration, continuous properties of the structure of the
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lexicon can also influence perceptual processes during recognition.
The most notable of these properties is Lexical Frequency, or the relative frequency of

exposure to a given lexical item. Despite being subject to significant individual variabil-
ity and methodological concerns (e.g., base vs. inflected frequency, appropriate corpora
measures, co-linear lexical variables, etc.), frequency is perhaps the most well-studied
and consistent lexical variable in investigations of speech perception and spoken word
recognition (Baayen et al., 2016). Lexical frequency effects permeate the perceptual sys-
tem, and high-frequency lexical items are consistently responded to more quickly and
more accurately in recognition tasks (Howes, 1957; Luce & Pisoni, 1998)

High frequency words also demonstrate greater retention in serial recall tasks when
compared to low-frequency controls (Hulme et al., 1997; Roodenrys et al., 2002), which
has been interpreted as evidence for these words’ greater resting activation levels com-
pared to competitors (McClelland & Elman, 1986; Luce & Pisoni, 1998; Todd et al., 2019).
This explanation is supported by neurophysiological evidence that demonstrates greater
neural activity during lexical access of low-frequency words (Fiebach et al., 2002; Prab-
hakaran et al., 2006; Berglund-Barraza et al., 2019).

An early hypothesis for the source of apparent frequency effects was facilitation for
words occurring in dense phonological neighborhoods (Eukel, 1980). Phonological neigh-
bors are customarily defined as two words which differ by only one phoneme (Luce et al.,
2000). Words with many phonological neighbors are considered items in DENSE PHONO-
LOGICAL NEIGHBORHOODS, and words with less neighbors as items in SPARSE neighbor-
hoods. More frequent words tend to occur in dense neighborhoods, hence the earlier pro-
posal that apparent frequency effects were due to true neighborhood effects. However,
careful studies of the independent roles of lexical frequency and phonological neighbor-
hood density have consistently demonstrated that the two variables influence perception
in opposite directions. While high-frequency words tend to demonstrate facilitative ef-
fects in recognition tasks, words in high-density neighborhoods consistently exhibit in-
hibitory effects on the same tasks (Pisoni et al., 1985; Luce & Pisoni, 1998; Vitevitch &
Luce, 1998; Dell & Gordon, 2003). Such results have been interpreted as evidence for pro-
cesses of competition and lateral inhibition between candidate words during recognition,
and were critical in the formation of connectionist models of spoken word recognition
and lexical access (McClelland & Elman, 1986; Norris et al., 2000; Norris & McQueen,
2008).

Continuous properties of the lexicon such as lexical frequency and neighborhood den-
sity can also guide the interpretation of acoustic cues in the signal. Like the lexical bias
observed in the Ganong Effect, interpretation of ambiguous acoustic cues in non-word
stimuli can be shifted by manipulating neighborhood density, with listeners more readily
interpreting the ambiguous cues as coherent with the high-density interpretation (New-
man et al., 1997; Boyczuk & Baum, 1999). The influences of frequency and neighborhood
density are also observable in neurophysiological data, where their effects are present at
rapid time-scales (Cibelli et al., 2015).
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1.2 Social Cue Integration
The act of perceiving and producing speech is not carried out in a vacuum, but is

carried out in a rich interactional context with complex overlapping goals, sources of in-
formation, and constraints. Investigations of the relationship between the social and the
linguistic led to the development of the field of sociolinguistics, and careful studies of the
correlations between linguistic variants and social characteristics (most commonly more
large-scale demographic characteristics such as age, gender, and class (Labov, 2001)) have
demonstrated a profound connection between these two domains. Consider, for example,
the principle of ordered heterogeneity, a systematic relationship between variable linguistic
behavior and social characteristics of communities and speakers. This relationship per-
meates all levels of linguistic structure, from an individual’s allophonic conditioning pat-
terns (Labov et al., 2013) to realizations of discourse and syntactic structure (Dı́az-Campos
& Zahler, 2018).

The existence of a patterned relationship between social characteristics and speech
variability does not require that the speech perception system draw upon such a link
during processing. In fact, earlier models of speech perception rejected such a connection,
instead holding that the variability among speakers was normalized away, in search of
“invariant cues” (Liberman et al., 1967). However, a wealth of experimental evidence in
the past few decades has demonstrated that listeners do in fact recruit their knowledge
of the co-occurrence of social and linguistic cues in their interpretation of the linguistic
signal (Drager, 2010; Foulkes & Hay, 2015). Just as listeners rely not just on acoustics,
but also on visual articulatory cues in the external environment to interpret the linguistic
signal, listeners appear to be able to incorporate other useful and informative cues like
the social identity of a speaker to arrive at their likely intended message. Understanding
how, when, and under what circumstances social and phonetic cues are integrated during
perception is critical to a complete theory of speech perception. In what follows, I survey
a variety of experimental evidence from psycholinguistics, sociophonetics, and related
areas in order to determine what is known about this process.

1.2.1 Visual Gender Cues influencing Phonetic Perception

The influence of visual gender cues on acoustic cue perception is robustly attested.
Like the incorporation of visual cues to consonant place of articulation (McGurk & Mac-
Donald, 1976), listeners appear to use visual cues to speaker gender to guide the interpre-
tation of gender-conditioned phonetic variation. Differences in vocal tract length caused
by sexual dimorphism lead to predictable variations in the spectral realizations of certain
sounds as conditioned by gender: fricatives produced by women tend to have greater
energy in higher spectral components than those produced by men (Jongman et al., 2000;
Fox & Nissen, 2005; Munson et al., 2006b), and the vowel formants produced by men are
typically lower than comparable productions by women (Kent & Vorperian, 2018). Aver-
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age pitch differences between men and women are, to some extent at least, due to similar
physical differences.

Listeners have been shown to be sensitive to this relationship and recruit visual social
cues during perception. For example, when presented with ambiguously gendered frica-
tives on a /s/-/S/ continuum, listeners in Strand & Johnson (1996) categorized the stimuli
as “s” more often when it was presented with a male face than when it was presented with
a female face. This result was detected even when participants were instructed to imag-
ine the stimulus was spoken by a man or spoken by a woman. This pattern of results has
been consistently replicated (Munson, 2011; Winn et al., 2013), and the strength of this ef-
fect has been shown to be dependent on the degree of overtness of the social information,
with explicit gendered faces showing the greatest effect, and implicit gendered sentences
showing a weaker effect (Munson et al., 2017).

At first glance, this phenomenon might be interpreted as an extension of the visual in-
tegration of articulatory cues; perhaps what listeners are attuned to is not the social cues
per se, but inferences about physical size and vocal tract lengths. Such an outcome could
sidestep the social altogether, and instead maintain that phonetic knowledge is knowl-
edge about articulations and their acoustics. In fact, novel vocal-tract normalization tech-
niques (Johnson, 2020) provide excellent vowel classification after a single exposure to a
speaker’s vowel, providing a possible mechanism for this size normalization procedure.

However, evidence of gendered differences in production cross-linguistically and in
children suggests that the vocal-tract normalization interpretation cannot be the complete
explanation. For example, gender differences in /s/ acoustics in German and English
persist when vocal tract morphology is taken into consideration (Fuchs & Toda, 2010).
Cross-dialectal and cross-linguistic studies also demonstrate considerable variability in
the size of gender differences for vowel and consonant acoustics (Johnson, 2005; Stuart-
Smith, 2007; Andreeva et al., 2014). While these cross-variety studies do not explicitly
control for vocal tract differences, there is not a consistent regional dimorphism explana-
tion that would account for these results. Gendered differences in acoustic patterns have
also been demonstrated for young children whose vocal tracts have not yet experienced
changes due to the effects of puberty (Sachs, 1975; Lee et al., 1999). These results demon-
strate that gender differences in phonetics are due, at least in part, to the effects of abstract
social characteristics, and cannot be fully accounted for by physical differences.

1.2.2 Abstract Social Cues influencing Speech Perception

In addition to gender, listeners have also been shown to display sensitivity to visual
cues to social characteristics that do not have a clear link to vocal-tract morphology.
Matched visual guise experiments have demonstrated that manipulations of perceived
class (Hay et al., 2006b), age (Hay et al., 2006b; Koops et al., 2008; Drager, 2011), and eth-
nicity (McGowan, 2015; Zheng & Samuel, 2017; Gnevsheva, 2018) have the power to in-
fluence intelligibility of speech in noise, shift perceptual boundaries between phonemes,
or bias lexical identification. These visual manipulations of ethnicity, region of origin, and
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class are often carried out through changing the background, clothing, or other contex-
tual elements of the visual speaker, while keeping the speaker and audio the same. While
effects of gender on speech perception could be at least in part due to inferences about
physical properties of vocal tracts, such an interpretation is not possible for more ab-
stract patterns associated with these other macro-social characteristics. Instead, we must
hypothesize that listeners build up knowledge of the arbitrary co-occurrence of these ab-
stract social categories and patterns of phonetic variation.

The influence of social cues on perception detailed above include examples of fairly
ecologically-valid manipulations. In our daily lives, inferences about social characteris-
tics of individuals are quickly made on the basis of their clothing, environment, and other
visual features (Adams & Kveraga, 2015). The influence of social cues on perceptual be-
havior is also present in other tasks which are less reflective of how social cues are typ-
ically communicated in everyday communication. For example, explicit social labeling
(e.g., “You are about to hear a speaker from X.”) has been demonstrated to shift catego-
rization responses (Niedzielski, 1999; Hay et al., 2006a). Such an effect is present not just
for macro-social categories such as gender or ethnicity, but also for more nuanced and
locally defined categories. Explicit labeling of locally defined personae and stereotypes
(“This speaker has been called a Valley Girl.”) can shift listeners’ perceptual boundaries,
congruent with expectations of that persona’s phonetic patterns (D’Onofrio, 2015, 2018).

The efficacy of explicit labeling is mixed, however, as McGowan & Babel (2019) find
that listeners exposed to the same voice with two different guises will shift their qualita-
tive evaluations of the speaker, but will not shift their perceptual response to the acous-
tic signals. This non-effect on perceptual boundaries persists despite listeners reporting
they heard two separate speakers. These results are interpreted as evidence for multiple
streams of processing for sociophonetic cues, and demonstrate that perceptual processes
may not always be affected by overt explicit labeling (see similar arguments in Drager &
Kirtley (2016)). Hearkening back to debates over perceptual versus post-perceptual lexi-
cal influence, these results suggest some social influences may exist only in later decision
stages.

Zheng & Samuel (2017) explore similar concerns over whether effects reported in so-
ciophonetic experiments could be attributed to post-perceptual influences, rather than
integration with perceptual processes. Using the selective adaptation paradigm (argued
to represent decision-free perceptual processes), they demonstrate that ethnically-marked
face guises shift listeners’ ratings of accentedness but do not induce selective adaptation
of accentedness ratings. These results are parallel to Samuel & Lieblich (2014) finding
that certain McGurk induced percepts do not lead to selective adaptation, but lexically
restored percepts do.

These results are complicated by traditional measures of on-line processing such as
eyetracking, which appear to indicate that social information can be active at the earliest
stages of perceptual processing. Visual guises of age (Koops et al., 2008) and gender
(Bouavichith et al., 2019) have been shown to influence eyetracking fixations to lexical
items, with listeners showing more fixations to lexical items consistent with the social cue.
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Similarly, effects of social cues on on-line lexical access have been observed when those
cues are introduced via explicit labeling (e.g., “This speaker is a Californian”, D’Onofrio
(2015, 2018)), or via sentential frames marked for male sexuality (e.g., “My boyfriend told
me to look at the X”, Bouavichith (2019)).

A possible explanation for the divergent results between selective adaptation and the
on-line eyetracking studies could be a role for sufficient experience with a given sociopho-
netic pattern. Some support for this view is found by Bouavichith (2019), who demon-
strates that implicit priming of male sexuality can shift eyetracking behavior towards
lengthened sibilants, but only for listeners with a high-degree of experience with gay male
speakers. Additionally, the discrepancy could arise due to separate processing strategies
for (sub-)lexical categorization and accentedness categorization.

While the eyetracking studies discussed above all demonstrate social cues inducing
overall shifts in looks to targets, the critical social cue information is provided well in
advance of the acoustic stimuli. The introduction of significant latencies before the acous-
tic target introduces the possibility that these effects are caused by decision-level adjust-
ments of expectations during the latency period, rather than direct top-down influence
on perceptual processes. Evidence for interactivity of top-down social information and
bottom-up acoustic cues would be strengthened if eyetracking fixations could be shown
to be driven on-line by social cue information presented without latencies.

1.2.3 Bi-Directionality of Social Cue Information

The existence of a systematic relationship between social and linguistic cues leads
listeners to recruit social cues in the interpretation of the linguistic signal. Given this re-
lationship, it is logically possible we would observe a bi-directional effect, with listeners
recruiting linguistic cues when making judgments of social characteristics. Experimental
work has demonstrated such an effect, with acoustic cues being able to shift listeners’
judgments of the social characteristics of a speaker. Robust effects of sociophonetic vari-
ables have been observed on the judgments of gender and sexuality (Munson & Babel,
2007; Campbell-Kibler, 2011; Levon, 2011; Mack & Munson, 2012; Walker et al., 2014),
ethnicity (Purnell et al., 1999; Thomas & Reaser, 2004), and region of origin (Clopper &
Pisoni, 2004, 2006; McCullough et al., 2019).

Fewer studies have investigated how the linguistic signal can influence social per-
ceptions on-line. Bouavichith et al. (2019), for example, utilize a visual-world eyetrack-
ing paradigm to determine how visual face gender cues (Female-Male continuum) and
sibilant production cues (Sack-Shack continuum) interact on-line. In addition to replicat-
ing the effect of gendered face cues on sibilant perception reported in Strand & Johnson
(1996), the authors also demonstrate that sibilant identity (as primed via lexical frame)
was able to shift perceptual judgments of speaker gender on a speeded gender classifi-
cation task. The existence of low-level effects of context on the perception of social char-
acteristics is perhaps unsurprising; neural studies of face perception have demonstrated
consistent effects of visual contexts on face perception in the earliest stages of stimulus
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presentation (Wieser & Brosch, 2012; Adams & Kveraga, 2015). However, the exact re-
lationship between perceptual processes involved in visual speaker perception and pho-
netic perception is an open area of research. Further work is necessary to evaluate the
possible interaction between early- and late-stage cue-integration and processing during
perception of social and linguistic information.

1.2.4 Social Information and Lexical Representations

As discussed previously, listeners’ interpretation of phonetic cues can be influenced
by lexical factors. We can also observe similar interactions between social cues and lexi-
cal factors during perception. For example, lexical activation of age-graded words (e.g.,
“old” and “young” words) is found to be faster and more accurate if the speaker’s per-
ceived age is congruent with word age (Walker & Hay, 2011; Kim & Drager, 2017). This
effect is not simply the build-up of expectations about a speaker over multiple exposures
in a blocked experimental design, but is present in rapid low-level perception observed
in mixed-talker designs (Kim, 2018; Kim & Drager, 2018). Lexical and social interac-
tions are also observed in priming studies such as Szakay et al. (2016), who employed a
cross-language lexical priming task designed to compare priming effects between Māori
(MR), Māori-Accented-English (ME), and the more standard Pākehā-Accented-English
(PE). The authors demonstrate that while both L1 varieties (ME and PE) prime the L2
(MR), the L2 (MR) only primes items in the ethnically Māori L2 voice (ME), not in the
White L1 voice (PE). These results cannot be explained on the basis of greater shared pho-
netic similarity between MR and ME because the Māori items did not share significant
phonetic overlap with the L1 translation equivalents in either dialect. A plausible inter-
pretation of these results is that social characteristics shared between stimuli/speakers,
such as inferred Māori-ness, can lead to more robust priming effects in lexical access.

The early integration of social concepts in lexical activation processes is also observ-
able in Implicit Association Tasks such as those conducted by Hay et al. (2019). In this
paradigm, participants are responding to interspersed face judgments (old vs. young
face, female vs. male face) and lexical decision judgments (real vs. fake word) with either
left or right hand button responses. The authors observe that for real-word trials there is
a facilitation effect for congruency between the social category of the face judgment and
the lexical item. That is, participants respond faster and more accurately to socially-linked
words (e.g., “young” words, “female” words) when their face-sorting hand is congruent
with that social-link (e.g., Right hand - Old facilitates “old” words for the Right hand -
Real condition). Priming effects such as these indicate that abstract social information can
influence the early stages of processing, and provide support for models of lexical access
and representation that highlight the role of social information in this domain Sumner
et al. (2014)
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Chapter 2

Selective Adaptation and Gender in
American English Fricatives

2.1 Introduction

2.1.1 Perceptual or Post-Perceptual Processes?

From our earlier survey, it is clear that social information can under certain conditions
influence the behavior of listeners in speech perception tasks. The vast majority of these
studies employ methodologies in which participants are presented with the social and
acoustic information and are then asked to make some explicit classification or catego-
rization. While observing significant effects of social information on participant behavior
in these tasks is consistent with a direct influence of social cues on perception, it is also
consistent with an alternative explanation. Namely, a post-perceptual account in which
participants (either consciously or sub-consciously) recruit social cues not during early
perceptual stages, but rather during later decision-stages of processing. Under this alter-
native account, perceptual processes would proceed identically, independent of changes
to social cues, and apparent effects of social information on behavior would be indirect,
affecting only decision processes.

The distinction between an earlier perceptual stage and a later decision stage has
been investigated extensively in the context of lexical influences on speech perception.
For example, in debates over the nature and time-course of the Ganong Effect (Ganong
(1980); in which ambiguous acoustics are more likely to be perceived in ways resulting in
words rather than non-words), Samuel (2001) holds that in these tasks lexical information
directly influences early perceptual stages. To support their claim, Samuel (2001) (and
similarly in Samuel & Frost (2015)) draw upon data from the Selective Adaptation (SA)
phenomenon. In what follows we review this phenomenon and associated experimental
paradigm and propose a novel set of SA experiments designed to test the role of social
cues on early perceptual, rather than later decision stage, processes.
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2.1.2 What is Selective Adaptation?

The speech perception process is mutable, and can be influenced by the nature of stim-
uli it is exposed to. A clear example of this mutability is found in the selective adaptation
effect, first observed in the context of speech by Eimas & Corbit (1973). In this experiment,
Eimas & Corbit (1973) presented listeners with many repetitions of exposure tokens that
were clear endpoints of a given VOT continuum (e.g., either [ba] or [pha]). Then, they
measured how listeners’ classification of that continuum changed depending on whether
their exposure blocks were composed of [ba] or [pha]. After repeated and lengthy ex-
posure blocks hearing the adapting endpoint, participants classified less of the original
continuum as belonging to the same category as the adapting endpoint they heard. For
example, a listener who was exposed to many repeated instances of the [pha] endpoint
would tend to classify more of the continuum as [ba].

Explanations of the mechanism behind the SA effect vary. For Samuel and colleagues,
SA is the result of acoustic, lexical, and visual cues to phonetic contrasts influencing early
pre-decision stage perceptual processes (Samuel, 1997, 2001, 2011; Samuel & Lieblich,
2014). This interpretation is consistent with usage-based or exemplar-type models of so-
ciophonetic knowledge which hold that social information is directly stored in the lin-
guistic representations and actively recruited during the perceptual process (e.g., Sumner
et al., 2014). Additionally, this interpretation of SA is consistent with related compu-
tational Bayesian models which cast the speech perception process as inference by an
ideal-observer (Sonderegger & Yu, 2010). Kleinschmidt & Jaeger (2015) explicitly model
the empirical SA data of Vroomen et al. (2007) and find that these data can be accurately
accounted for under this computational framework. Alternative interpretations of the
SA effect have been presented, such as the original argument of Eimas & Corbit (1973)
that SA effects are the result of auditory processes, where repeated exposure to a stimu-
lus may cause feature detectors to fatigue, thus lessening the auditory/neural response
to these stimuli during the later classification task. Regardless of one’s interpretation of
the specific mechanism behind the SA effect, it is generally assumed that this effect arises
from processes active at the early stages of perception, rather than later decision-stage
processes, and therefore offers a indirect measure of the influences active at that stage.

2.2 Motivation and Experiments
A more comprehensive understanding of the contexts in which information does and

does not induce SA behavior in speech perception can provide insights into the nature
of the speech perception process. In what follows, I recruit the SA paradigm to explore
whether socially-induced percepts can serve as adaptors, inducing SA effects. This par-
allels the explorations of Samuel (1997), where lexical information serves to bias ambigu-
ous adaptors to be perceived differently, inducing diverging adaptation patterns, and
extends it to a new domain of meaning: gender and sexuality. Experiments 1-3 inves-
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tigate whether voice gender information can influence the SA behavior of ambiguous
sibilants, with slightly varying exposure block structures. Experiment 4 explores whether
the influence of gender information on sibilant SA is induced by multi-modal visual face
gender cues in the absence of voice gender cues. Finally, Experiment 5 investigates SA
to a social cue removed from potential confounds of perceived vocal tract length: male
sexuality and sibilant SA patterns. Taken as a whole, these experiments provide novel
experimental evidence that social cues, like lexical cues, can demonstrate evidence of Se-
lective Adaptation behavior under specific circumstances. I then discuss the implications
of these data for our understanding of the SA process, the role of social information in
models of linguistic knowledge, and the speech perception process more broadly.

2.3 Experiment 1 - Voice Gender
Our first set of three experiments investigate whether the SA behavior of American

English fricatives can be influenced by the perceived gender of the speaker. If so, this
would present evidence for the view that social cues such as gender are active at the
earlier stages of speech perception that SA is argued to occur at, rather than solely at later
decision stages.

Experiments 1-3 approach this question with an identical set of experimental manip-
ulations and stimuli, but have slight differences in the structure of the exposure blocks
which will be explored in each experiment’s methods section. Given the identical condi-
tions and similar design, Experiments 1-3 share predictions as well:

1. Classification of the 5-step sibilant continuum will be affected by the sibilant-type of
the exposure condition. Participants in the canonical “S” exposure conditions will
classify less of the continuum as “S”, compared to participants in the “SH” exposure
conditions. Participants in the intermediate step conditions will show an adaptation
effect between the other two sibilant conditions.

2. Classification of the 5-step sibilant continuum will be affected by the gender-guise
of the exposure condition. Participants in the “likely perceived man” exposure con-
ditions will interpret more of the exposure sibilants as “S” and therefore classify less
of the continuum as “S”, compared to participants in the “likely perceived woman”
exposure conditions. Participants in the intermediate step conditions will show an
adaptation effect intermediate between the other two gender conditions.

3. Next, I predict there will be an interaction between gender-guise and exposure frica-
tive, with the exposure fricative having the greatest effect in the intermediate step
gender conditions, when compared to the other exposure gender conditions.

4. Finally, I predict there will be an effect of block, with the influence of the exposure-
conditions increasing throughout the experiment as participants become familiar-
ized with the exposure voice and the task.
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In what follows, I first present the methods, analysis, and results for Experiment 1.
The links to all pre-registrations and experimental materials for this chapter can be can be
found in Appendix A.

2.3.1 Methods

2.3.1.1 Stimuli Creation

Onset Coda
sale — shale lass — lash

seep — sheep lease — leash
soar — shore mass — mash
suit — shoot mess — mesh
sack — shack bass — bash
sew — show brass — brash
sock — shock class — clash
Sue — shoe crass — crash

Table 2.1: Target items for stimuli bases. Top-half in gray (sale→ mesh) were chosen as
critical items to be rated by listeners in the norming experiment.

16 single syllable minimal pairs of English /s/ and /S/ were chosen as potential con-
tinua bases during later resynthesis. These 32 total items, shown in Table 2.1, were chosen
to balance for fricative position (onset vs. coda), absence of non-target fricatives else-
where in the word, and to maximize vowel variability. Because of the phonological re-
strictions in place, it was not possible to perfectly balance for word frequency among the
items.

8 speakers (4 men and 4 women) from the UC Berkeley Linguistics community were
recruited to provide base recordings of the above 32 target items. Speakers were naive
to the purpose of the experiments and were speakers of various North American English
dialects. Target words were placed in the carrier phrase “They wanted a X again” in
order to provide a consistent prosodic framework and to reduce the coarticulatory effects
of adjacent segments. Each recording session was carried out in a quiet space of the
individuals’ homes or offices and recorded using a Røde NT-USB microphone with a
cardioid response pattern and sampled at a rate of 44100Hz.

Following the recording session, target items were manually extracted from the car-
rier phrases and their intensity levels were scaled using the SCALE PEAK() function im-
plemented in the PARSELMOUTH Python library (Jadoul et al., 2018), setting the new peak
level to 0.8. Additionally, the intensity of nasal-initial items in the carrier phrase was not
appropriate for the words in isolation, so the average intensity of each initial nasal was
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scaled to be half the average intensity of the following vocalic nucleus. Finally, 250ms of
silence was appended to the start and end of each item.

The next stage of stimuli creation involves synthesizing continua between a female
speaker and male speaker for each item. Initial explorations indicated that two speakers,
W214 and M116, produced high quality continua, due to similarities in voice quality and
dialect features. For each of the 32 target items, a continuum between W214 and M116’s
productions of the target items was created using the TANDEM-Straight Morphing Menu
(Kawahara & Morise, 2011). Temporal anchors were placed at each phone boundary,
as well as between steady-state and transition phases of diphthongs (as determined by
visual inspection of the spectrograms). Continua were generated with 9 steps, with step
1 corresponding to the female speaker W214 and step 9 to the male speaker M116.

2.3.1.2 Stimuli Norming

Stimuli norming was conducted to (a) determine the perceived gender of steps along
the continua, (b) evaluate the naturalness of stimuli, and (c) validate that items were
perceived as the intended lexical item. 16 speaker continua (the top region of Table 2.1)
were chosen for norming on the basis of their perceived naturalness to the author, as well
as balancing for sibilant position. Steps 1, 3, 5, 7, and 9 of each of these 16 continua were
chosen for norming, for a total of 80 norming items. The norming task was carried out on
Amazon Mechanical Turk, with participants being linked to an external website hosted
on the UC Berkeley linguistics server. The experiment was constructed using the LAB.JS
library (Henninger et al., 2020). Participants first completed a questionnaire to determine
their eligibility for participation, test their audio, and gather demographic information.
In order to participate, participants were required be 18 years of age or older, currently
live in the USA, be native speakers of English, and have no history of speech, language,
or hearing disorders.

Over the course of the norming experiment, participants heard a random subset of 40
of the 80 norming items and were asked to type the word they heard, rate how natural the
utterance was on a scale of 1-7 (1 = extremely natural, 3 = somewhat natural, 5 = some-
what unnatural, 7 = extremely unnatural), rate what gender they believed the speaker to
be on a scale of 1-7 (1 = definitely a woman, 3 = probably a woman, 5 = probably a man,
7 = definitely a man), and finally to indicate how old they believed the speaker to be.

Of the five continua steps tested, step 5 was chosen as to be the intermediate gender
step as it had an overall participant mean gender rating of 4.6, the closest to the middle
of the gender rating scale (4).

Of the 16 lexical bases tested in norming, 12 continua were chosen that maximized nat-
uralness ratings and were consistently heard as the intended target, rather than another
word. These are presented in Table 2.3.

With the 36 normed bases in hand (3 speaker gender steps x 12 lexical bases), I next
turned to creating the sibilant continua that would be used for both the classification
trials and to create the sibilant-conditions of the exposure trials. The sibilant tokens were
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Step 1 Step 3 Step 5 Step 7 Step 9
(1.76; 0.82) (2.57; 1.14) (4.67; 1.12) (6.17; 0.81) (6.43; 0.70)

Table 2.2: W214 to M116 continuum perceived gender ratings in norming experiment.
(Mean; Standard Deviation)

Onset Coda
seep — sheep lease — leash
soar — shore mass — mash
suit — shoot mess — mesh

Table 2.3: Target items for stimuli bases.

likely “S” intermediate step likely “SH”

A B C likely woman
D E F intermediate step
G H I likely man

Table 2.4: Breakdown of the 9 between-subject exposure conditions.

extracted from the onset sibilant of a 15-step continua from F214 ”sack” to M116 ”shack”,
constructed in Tandem-STRAIGHT as above. Steps 3, 8, and 13 were identified as likely to
be perceived as ”S”, ”an ambiguous fricative between S and SH”, and ”SH”. These three
sibilant steps were then spliced onto each of the 36 bases, resulting in 108 total exposure
tokens organized into the 9 conditions outlined in Table 2.4. Finally, the sibilant steps 3, 6,
8, 10, and 131 were extracted in isolation for the classification trials, and 250ms of silence
was appended to the start and end of each token.

2.3.1.3 Experiment Design

Experiment 1 was also carried out on Amazon Mechanical Turk, with participants be-
ing linked to an external website hosted on the UC Berkeley linguistics server. The exper-
iment was constructed using the LAB.JS library (Henninger et al., 2020). Participants first
completed a questionnaire to determine their eligibility for participation, test their audio,
and gather demographic information. In order to participate, participants were required
to not have participated in the above norming experiment, be 18 years of age or older,

1Henceforth, steps 3, 6, 8, 10, 13 from the original continuum will be referred to as sibilant steps 1-5 for
clarity.
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currently live in the USA, be native speakers of English, and have no history of speech,
language, or hearing disorders. The experiment took roughly 10-15 minutes to complete
and participants were credited $4 to their MTurk worker account as compensation. If
participants were determined to be completing the task in bad faith (e.g., randomly re-
sponding, responding with a single response, etc.), they were not compensated and their
data were destroyed. This exclusion rate was quite low, with approximately 2% of poten-
tial participants being rejected. 180 individual participants completed Experiment 1, with
20 participants assigned to each of the 9 between-subject conditions outlined in Table 2.4.

After the demographic and screening questionnaire, participants then began the ex-
periment proper, where they completed 6 classification-exposure trial pairs, and then a
final seventh classification trial.

In the classification trial, participants were instructed to indicate if they heard ”S as in
sip” or ”SH as in ship”. Once they begin the classification trial, they immediately heard
a sibilant and were required to press the ”d” key to indicate they heard ”S” or the ”k”
key to indicate they heard ”SH”. Participants were allowed to repeat the sound as many
times as they wished before coming to a judgment. Once they responded to the stimulus,
a 500ms fixation cross appeared in the center of the screen before the next classification
stimulus was presented. The classification trials involved a randomized order of 20 total
sibilants (4 repetitions each of the 5 sibilant steps: 1, 2, 3, 4, and 5). Every classification
trial in the experiment involved the same 20 stimuli, but presented in a different random
order each trial.

In the exposure trials, participants were instructed that they were about to hear a
speaker say several words, and to pay close attention to the words they heard. Each
of the 6 exposure trials randomly selected 10 exposure words without replacement from
the total set of 60 words (5 repetitions each of the 12 exposure items per condition). Once
participants began the exposure trial, they heard one of the 10 exposure items for that
trial followed by 1500ms of silence, then a 500ms fixation cross appeared in the center of
the screen, and then the next exposure item was presented. At the end of each exposure
trial, the participant was brought back to the instructions screen of the next classification
trial.

2.3.1.4 Model Structure and Choice of Priors

This analysis deviates from the pre-registered analysis in one substantial way. In the
course of data analysis, it became clear that our question and data required a random by-
participant slope for sibilant step to capture the incredible variation between individuals
categorization curves, as seen in Figure 2.1. Attempts to implement this random effect
structure using linear mixed effects models led to insurmountable convergence issues.
Because of the great deal of variability observed in the data, I did not feel confident draw-
ing conclusions from models that did not take by-speaker differences in categorization
behavior into account.
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Figure 2.1: Experiment 1 - Classification Curve Variation for Individual Participants by
Sibilant Step.

To address this issue, I implement a comparable model in the Bayesian inference
framework. In this approach, model parameter estimates are calculated via Bayes’ rule,
which provides a method for combining prior belief and knowledge about parameter val-
ues with the likelihood of observed data given these model parameters. A sketch of this
relationship is provided in Equation 2.1.

p(model|data) ∝ p(data|model) ∗ p(model) (2.1)

One benefit of the Bayesian approach over traditional Frequentist methods is practi-
cal: this framework does not suffer from as severe convergence issues when fitting more
complex models because of the incorporation of both priors and data. A second benefit is
theoretical: the ability to constrain the model using (weakly) informative priors allows us
to incorporate both the insights generated by previous studies as well as our own expert
knowledge. In what follows, I explore the choice of model structure and justify my choice
of priors for the first experiment.

The models discussed in this chapter are all logistic regression models: predicting bi-
nary outcomes (in this case, choice of “s” (0) or choice of “sh” (1)) by using a logit-link
function to transform these binary response probabilities into a continuous logit scale. In
this logit-space, the dependent response variable can be modeled as a linear combination
of the independent predictors. The logit-link function is presented in Equation 2.2 and
visualized in Figure 2.2. A probability of 0.5 of an event occurring corresponds to a logit



CHAPTER 2. SELECTIVE ADAPTATION AND GENDER IN AMERICAN ENGLISH
FRICATIVES 26

value of 0. Positive logit values corresponding to increased probability of the event occur-
ring, while negative logit values correspond to decreases in the probability of the event
occurring.

Figure 2.2: Logit-Link Function.

logit(p) = ln(
p

1− p
) (2.2)

Since the interpretation of the model parameters in logit-space can be non-intuitive,
model predictions and/or parameter values may also be transformed back into probability-
space using the inverse-logit transformation, presented in Equation 2.3. Special care will
be given to indicate when results and parameters are being presented in terms of logit-
space or probability-space.

inv.logit(x) =
ex

(1 + ex)
(2.3)

The model specification for experiment 1 is presented in Equation 2.4. We are pre-
dicting participants’ responses (0 = “S”, 1 = “SH”) to individual sibilant stimuli in the
classification blocks. The model contains a four-way interaction between the main pre-
dictors, as well as by-participant random slopes for sibilant step, capturing the individual
differences in the effect of sibilant step discussed above. Sibilant step is an ordinal predic-
tor corresponding to the step along the continuum of the classification token (1, 2, 3, 4, or
5). As mentioned previously, these sibilant steps were chosen to cover the range between
/s/ and /S/ categories. Experiment block is an ordinal predictor (0-6) corresponding to
the block number the specific classification took place in. Recall that classification blocks
1-6 each occur after an exposure block, while classification block 0 is the pre-test block.

response ∼ sib step ∗ block ∗ Exposure Gender ∗ Exposure Fric. + (sib step|participant)
(2.4)

Recall that the two exposure predictors (Exposure Gender and Exposure Fricative) are
between-subject condition manipulations, differing in the nature of the exposure materi-
als. Each of these are modeled as categorical predictors (with dummy coding). Exposure
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Parameter Type Reference Level Prior

INTERCEPT - - N (−3, 1)
SIBILANT STEP - b Ordinal : Monotonic 1 N (0, 0.5)
SIBILANT STEP - simplex Dirichlet(1)
EXPERIMENT BLOCK - b Ordinal : Monotonic 0 N (0, 0.5)
EXPERIMENT BLOCK -
simplex

Dirichlet(1)

CONDITION GENDER Categorical Intermediate Step N (0, 0.5)
CONDITION FRICATIVE Categorical Intermediate Step N (0, 0.5)
INTERACTION TERMS - - N (0, 1)
RANDOM EFFECTS TERMS - - Half-Cauchy truncated at

0, scale parameter of 0.2

Table 2.5: Priors for Experiment 1 Model.

Gender has three levels: Likely Perceived Woman, Likely Perceived Man, and Intermedi-
ate Step voice (reference level). Exposure Fricative has three levels: Likely Perceived “S”,
Likely Perceived “SH”, and Intermediate Step fricative (reference level)

Although it decreases the direct interpretability of model parameter results, the inclu-
sion of a four-way interaction in Equation 2.4 is critical to testing our specific predictions.
An interaction between EXPOSURE GENDER and EXPOSURE FRICATIVE, for example, al-
lows each individual exposure condition to be estimated separately; recall that our pre-
diction 3 specially predicts that the effect of the intermediate exposure fricative condition
will differ depending on the exposure gender. The inclusion of SIBILANT STEP in this
now three-way interaction allows for the exposure effect to differentially affect the clas-
sification continuum, representing our belief that the differences will be most visible in
the middle of the sibilant continuum, while the endpoints will be classified at essentially
floor and ceiling levels. Finally, the inclusion of BLOCK allows for the various effects to
change during the experiment, reflecting our expectation that individuals will shift their
classification behavior as they become more practiced in the task and hear more of the
exposure condition materials.

Table 2.5 presents the prior distributions chosen for the various parameters for Ex-
periment 1. For all predictor variables, I have chosen weakly informative priors centered
around 0. Since these priors are specified in logit-space rather than probability-space, that
means that a value of 0 corresponds to no shift (compared to the baseline intercept). Recall
that our intercept in this case corresponds to when the ordinal and categorical variables
are at their reference level: (sibilant step 1, block 0, intermediate step exposure gender
and fricative). Given it is the stimulus step with the highest spectral energy and most [s]-
like acoustic properties, we have strong prior belief that sibilant step 1 should be all but
categorically classified as “S”, regardless of the experiment block or exposure condition.
As such, we are able to choose an informative prior of N (−3, 1) for the intercept term.
The relationship between this prior distribution and probability-space is shown in Figure
2.3 where 2,000 draws from this prior are presented.
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The ordinal predictors (sibilant step and block) are modeled as monotonic predictors,
with 2 parameters each: the scale parameter, b, and the simplex parameter, ζ. Following
(Bürkner & Charpentier, 2020), I specify a weakly informative prior over the scale param-
eter centered on zero while still allowing for “large but plausible group differences” (427)
as well as a default Dirichlet prior over ζ which corresponds to the assumption that all
differences between adjacent groups are equivalent.

(a) Logit-space (b) Probability-space

Figure 2.3: Visualization of 2,000 Draws from Intercept Prior of N (−3, 1).

All models in this chapter were fit using the BRM function of version 2.17.0 of the BRMS
package (Bürkner, 2021). Arguments were kept to their default values, with the following
exceptions: the response distribution family was Bernoulli, the backend was CMDSTANR
(v. 2.30.0), and the default 4 chains were calculated across 20 cores using 5 threads per
chain. One diagnostic of a well-specified model is overlapping and well mixed chains.
Ill-mixed chains, where chains seem to heavily diverge and not overlap on a given value,
are indicative of issues with the model or prior specifications. Visual inspections of the
chains for the model parameters found them to be well-mixed, indicating that we did not
encounter significant issues with divergent transitions, inappropriate priors, or poorly
chosen model structures. This is true for all remaining models presented in this chapter.

2.3.1.5 Results

Turning to consider the model results, direct interpretation of model parameter esti-
mates in a logistic regression with a 4-way interaction between ordinal and categorical
predictors is extremely unintuitive. As such, I randomly sample from the fitted posterior
distribution of parameter estimates and will visualize these draws to better understand
the model output. In what follows, all references to “posterior distribution draws” refer
to the same random 4,000 draws from the fitted posterior distribution.

Our interpretation of the magnitude of potential differences between groups will be
guided by the Highest Density Interval (HDI) measures from these posterior draws. HDI
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Figure 2.4: Experiment 1 Posterior Distribution Draws: Middle Sibilant Steps (2-4) by
Experiment Block.

“indicates which points of a distribution are most credible, and which cover most of the
distribution. Thus, the HDI summarizes the distribution by specifying an interval that
spans most of the distribution, say 95% of it, such that every point inside the interval has
higher credibility than any point outside the interval” (p. 87, Kruschke, 2015). For the
visualizations of posterior distribution draws in this chapter, I present two HDIs for each
grouping: one at the 66% level (the thicker, shorter black bar) and one at the 89% level
(the longer, thinner black bar). Both 89% and 95% HDIs are used to detect differences
between groups, Kruschke (p. 184 2015) argues that at least 10,000 samples must be used
to calculated a 95% HDI that is accurate and stable, and thus I have chosen 89% as our ar-
bitrary threshold of group difference. In interpreting the results, I may also refer to group
posterior differences whose 66% HDIs do not overlap but whose 89% HDIs do overlap
as suggestive differences or trends, but these do not represent as robust evidence of dif-
ference as non-overlapping 89% HDIs. Additionally, where relevant in the text, I may
refer to specific HDI values; I also provide the complete HDI values for all experiments’
post-test block of the middle sibilant step classification in Appendix B.

Turning first to the main effects of stimulus step and experiment block, we see that
each of these variables have a sensible and predicted influence on probability of “SH” re-
sponses. Posterior estimates for stimuli steps 1 and 5 are at floor and ceiling, respectively,
and are omitted from Figure 2.4. The intermediate stimuli steps (2-4) are well-separated
with no overlap occurring between each step’s 89% HDI, even at pre-test block 0. This
effect of stimulus step is made even more prominent as the experiment continues. These
posterior draws indicate as the experiment progresses, group-level response distributions
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Figure 2.5: Experiment 1 Posterior Distribution Draws: classification differences for step
3 stimulus, separated by exposure condition fricative.

become more categorical, with stimulus step 2 shifting towards 0% “SH” classification
and stimulus step 4 shifting towards 100% “SH” classification. This pattern of stimulus
step and experiment block indicate that, as norming suggested, our sibilant continuum
does cover the entire /s/—/S/ range, and that participants are carrying out the classifi-
cation task as instructed.

With those predicted effects in hand, we now turn towards the predicted effects of
exposure condition fricative and speaker gender. Recall that previous selective adaptation
experiments have demonstrated that repeated exposure to a phoneme can lead to less of
an acoustic continuum being classified as that phoneme. This led to our prediction that
participants in the ‘likely perceived “SH”’ conditions would exhibit less “SH” responses
than other exposure fricative conditions. This predicted effect can be weakly observed
in Figure 2.5 which presents the posterior distribution draws for the most ambiguous
stimulus step (step 3) broken down by exposure fricative condition. The left panel of
this figure shows both the pre-test and post-test distributions, indicating a slight decrease
in probability “SH” responses for the intermediate and likely “SH” exposure conditions.
The difference between post-test distributions is most visible in the right panel of this
figure, which shows that listeners in the likely perceived “S” group show the highest
probability of classifying step 3 as “SH”, while the intermediate and likely “SH” group
are less likely to rate this stimulus item as “SH”.

This fricative effect is consistent with our predictions and aligns with previous work
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Figure 2.6: Experiment 1 Posterior Distribution Draws: Post-test (block 6) classification
differences for step 3 sibilant, separated by exposure condition sibilant and speaker gen-
der.

on selective adaptation effects in English. This effect is slight however, with the fricative
conditions’ HDI (both 66% and 89%) overlapping to an extent, corresponding to a shift in
mean percent “SH” classification of approximately 10%.

I turn now to the novel question and predictions of this experiment: the effect of ex-
posure voice gender on selective adaptation behavior. Figure 2.6 presents the posterior
distribution draws broken down by exposure fricative and exposure gender, which cor-
respond to the 9 conditions presented in Table 2.4. We can first observe that, averaging
across fricative conditions, listeners exposed to the likely perceived woman voice were
less likely to categorize the sibilant continuum as “SH” overall. Additionally, consider-
ing the interaction between exposure fricative and exposure speaker gender, we see the
predicted fricative selective adaptation effect is quite robust for the likely perceived man
speaker: listeners presented with this speaker show shifted response patterns to stimulus
step 3 depending on which exposure fricative they heard.

This is evident in the “S” and “SH” HDIs for this speaker condition, which have been
presented in isolation in Figure 2.7. These HDIs correspond to the HDIs in Figure 2.6 and
are interpreted in the same way: the point represents the mean of the posterior draws of
that condition, the thick, shorter bar represents the 66% HDI, and the thinner, longer bar
represents the 89% HDI. Evidence for the SA fricative effect is found in the HDIs of the
likely perceived man speaker, which do not overlap in the case of the 66% HDI (“SH”:
0.45-0.59; “S”: 0.64-0.77) or barely overlap in the case of the 89% HDI (“SH”: 0.40-0.63;
“S”: 0.59-0.80). For the other two “speakers”, this distinction is not as evident as the HDIs



CHAPTER 2. SELECTIVE ADAPTATION AND GENDER IN AMERICAN ENGLISH
FRICATIVES 32

Likely P
erceived W

om
an

Interm
ediate S

tep
Likely P

erceived M
an

0.4 0.5 0.6 0.7 0.8

Likely Perceived "S"

Intermediate Step

Likely Perceived "SH"

Likely Perceived "S"

Intermediate Step

Likely Perceived "SH"

Likely Perceived "S"

Intermediate Step

Likely Perceived "SH"

Percent "SH" Classification

E
xp

os
ur

e 
F

ric
at

iv
e

Figure 2.7: Experiment 1 Posterior Distribution Highest Density Intervals: Post-test clas-
sification differences for step 3 sibilant, separated by exposure condition sibilant and
speaker gender.

for all three fricative conditions overlap to a large extent. However, notice that we do not
observe the reverse pattern for either of these two speakers (e.g., less “SH” responses after
the likely perceived “SH” exposure fricative).

2.3.2 Interim Discussion

The results of this experiment demonstrate a weak fricative SA effect in the predicted
direction at the aggregate level (more “SH” responses after “S”). This is driven by a robust
SA for the likely perceived man speaker and no evidence of SA fricative differences for
the other two speaker gender guises.

One potential source of the attenuated effect compared to other SA studies is the lack
of an attention check in our exposure. While participants were instructed to pay attention
to the exposure stimuli, they were not required to perform any attention checks during
these exposure blocks. It is unclear, especially given the remote and online nature of ex-
perimental participation, whether participants truly were attending to the exposure stim-
uli for all speakers, or rather simply choosing to focus only on the classification blocks.

Another potential cause could come from differences in the structure of exposure
blocks. The exposure conditions of other previous SA experiments involve many more
stimuli than the current experiment and are quite lengthy. It is possible that a longer
exposure block is necessary for the effects of SA to build up and be robustly detected.
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2.4 Experiment 2 - Voice Gender: Exposure Block changes
and Attention Check

2.4.1 Methods

Experiment 2 is designed to address the methodological differences between Exper-
iment 1 and previous SA studies. The materials and methods are identical to those of
Experiment 1, with the following small changes. First, a random attention check was
added to approximately 15% of exposure stimuli. In this attention check, participants
would be asked to type the word they just heard. These responses were not monitored
for accuracy, and served to only ensure participants were actively engaged during the
exposure blocks. Second, the exposure blocks were condensed: moving from 6 to 4 ex-
posure blocks. Each exposure block was lengthened as well, moving from 10 exposure
items per block to 18. This corresponded to an increase in total exposure items from 60 (5
reps of 12 possible items) to 72 (6 reps of 12 possible items). These changes are designed
to increase the salience and amount of exposure stimuli, and detect any effects, if present.
Our predictions remain the same as those presented in Section 2.3.

2.4.2 Results

The model-fitting process for Experiment 2 was identical to Experiment 1. Again,
given the difficulty of directly interpreting posterior parameter distributions, I instead
consider draws from the posterior distribution of all parameter estimates, and present
them in probability space, rather than logit space. Additionally, complete HDI values for
all experiments’ post-test block of the middle sibilant step classification are provided in
Appendix B.

Like Experiment 1, we can observe the clear effect of experiment block, with ratings
of steps 2 and 4 shifting further towards the 0% and 100% “SH” classification endpoints,
respectively. Additionally, the HDIs for steps 2-4 are non-overlapping during all blocks
of the experiment, providing evidence that these stimuli steps are reliably distinguished
during classification. In Figure 2.8 we observe that posterior distribution of step 3, the
most intermediate sibilant step, is extremely wide. This could indicate a uncertain treat-
ment by listeners, or could hide bimodality or structure conditioned by exposure vari-
ables.

This is indeed the case, and the wide posterior distribution for step 3 does hide mean-
ingful differences conditioned by exposure variables. Looking first at the aggregate in-
fluence of exposure fricative on step 3 stimuli in Figure 2.13, we can appreciate the clear
bimodal distributions for the intermediate step fricative and the ‘likely “S”’ fricative.

This bimodal distribution is caused by the manipulation of exposure speaker gender,
as seen in the full exposure condition visualization in Figure 2.10. For the likely per-
ceived woman and likely perceived man speakers, the HDI values (present in Figure 2.10
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Figure 2.8: Experiment 2 Posterior Distribution Draws: Middle Sibilant Steps (2-4) by
Experiment Block.
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Figure 2.9: Experiment 2 Posterior Distribution Draws: classification differences for step
3 stimulus, separated by exposure condition fricative.
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Figure 2.10: Experiment 2 Posterior Distribution Draws: Post-test classification differ-
ences for step 3 sibilant, separated by exposure condition sibilant and speaker gender.
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Figure 2.11: Experiment 2 Posterior Distribution Highest Density Intervals: Post-test clas-
sification differences for step 3 sibilant, separated by exposure condition sibilant and
speaker gender.
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and pulled out for visibility in Figure 2.11) for “S” and “SH” exposure conditions are
non-overlapping at the 89% level, indicating a high degree of confidence in this differ-
ence. The HDIs for “S” and “SH” for the intermediate gender step do not overlap at the
66% level, but do at the 89% level (“SH”: 0.39-0.65; “S”: 0.55-0.76), which we can inter-
pret as suggestive of a difference. For all three speakers, the difference between fricative
exposure conditions occurs in the predicted SA direction: more “SH” responses follow-
ing clear “S” than when the exposure condition fricative was “SH”. We also see tentative
evidence for an intermediate SA effect for the intermediate step fricative for the “likely
perceived woman” and “likely perceived man” speakers, though the intermediate step
fricative appears to overlap with the “SH” exposure fricative for the intermediate step
speaker.

2.4.3 Interim Discussion

The methods changes designed to enhance the salience of the exposure blocks (adding
an attention check, condensing exposure stimuli into fewer, longer blocks) appears to
have achieved the desired outcome. For all three speakers, we observe evidence for the
fricative SA effect. This effect develops as the experiment progresses, as seen by the sig-
nificant influence of experiment block.

We also observe partial evidence for our prediction 2: listeners exposed to the “likely
perceived woman” speaker rated less of the continuum overall as “SH” than the “likely
perceived man” speaker. The intermediate step speaker, however, did not show an in-
termediate effect in this case, and instead appears to pattern largely with the “likely per-
ceived woman” speaker.

While the changes to the nature of the exposure block appear to have increased lis-
tener attention to the exposure stimuli, this could potentially be due not to an increased
SA effect, but rather a confound in the wording of the attention check task. The inter-
pretation of the SA as representative of perceptual processes rather than decision stage
processes rests on the assumption that no explicit decision regarding the exposure stim-
uli is requested. Rather, participants make decisions about other stimuli (in this case the
sibilants in isolation in the classification blocks), thus indirectly measuring the effect of the
exposure tokens on perception. However, the wording chosen for Experiment 2’s atten-
tion check (“What was the word you just heard?”) can be considered an explicit decision
about the exposure fricatives, since that decision is necessary to make an identification of
the word it occurs in. I address this potential confound in Experiment 3.
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2.5 Experiment 3 - Voice Gender: Updated Attention
Check Question

2.5.1 Methods

Experiment 3 was designed to test whether the specific attention check question (“What
was the word you just heard?”) biased listeners to focus on and classify exposure sibilant.
Recall that the argument of the SA paradigm is that the effect of the adapting exposure
stimuli is pre-perceptual precisely because its effects are obtained even in the absence
of any explicit request to classify the adapting sound. While this attention check is not
required an explicit judgment of the adapting sound, it does ask for a decision at the
lexical-level. To address this potential confound, I implement a new attention check ques-
tion which does not call for any explicit categorization of the adapting words. In this new
attention check question, participants perform a semantic association task. In the atten-
tion checks, participants are asked to type the first other related word that came to mind
after hearing the word they just heard. Otherwise, the experiment procedures and meth-
ods are identical to Experiment 2. Our predictions remain the same as those presented in
Section 2.3.

2.5.2 Results

The model-fitting process was identical to Experiment 2. In what follows, we con-
sider 4,000 draws from the posterior distribution of all parameter estimates, and present
them in probability space, rather than logit space. Additionally, complete HDI values for
all experiments’ post-test block of the middle sibilant step classification are provided in
Appendix B.

Looking first at the posterior draws collapsing across exposure conditions, we see in
Figure 2.12 a clear and expected effect of sibilant step and experiment block on listeners’
classifications. As in previous experiments, the posterior distributions for steps 2 and 4
shift closer to the opposite ends of the classification space as the experiment progresses.
Additionally, the HDIs for each sibilant step are non-overlapping at all stages of the ex-
periment.

Turning next to the question of exposure fricative of classification behavior, Figure 2.13
demonstrates the expected SA effect on step 3 categorizations, collapsing across exposure
speakers. We observe less “SH” responses to this classification stimulus in the exposure
condition “SH” compared to the exposure condition “S”, consistent with SA predictions.

This effect persists even when the posterior distributions are separated by exposure
speaker gender, as shown in Figure 2.14. Listeners in all three speaker groups demon-
strate evidence for differential SA behavior for “S” and “SH” adaptors in the predicted
direction: more “SH” classifications of this sibilant step if listeners were exposed to “S”
adaptors versus “SH” adaptors. As shown in Figure 2.15, all three speakers’ 66% HDIs for
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Figure 2.12: Experiment 3 Posterior Distribution Draws: Middle Sibilant Steps (2-4) by
Experiment Block.
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Figure 2.13: Experiment 3 Posterior Distribution Draws: classification differences for step
3 stimulus, separated by exposure condition fricative.
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Figure 2.14: Experiment 3 Posterior Distribution Draws: Post-test classification differ-
ences for step 3 sibilant, separated by exposure condition sibilant and speaker gender.
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Figure 2.15: Experiment 3 Posterior Distribution Highest Density Intervals: Post-test clas-
sification differences for step 3 sibilant, separated by exposure condition sibilant and
speaker gender.
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“SH” and “S” are non-overlapping or, in the case of the likely perceived woman, nearly
non-overlapping (“SH”: 0.45-0.58; “S”: 0.57-0.70). The 89% HDIs for all three speakers’
“SH”-“S” conditions are overlapping, indicating that this potential difference is not as ro-
bust as in Experiment 2. Additionally, unlike previous experiments, however, we do not
observe differences in the base rate of “SH” classifications between the speaker manipu-
lations.

2.5.3 Interim Discussion

This experiment demonstrates that an altered attention check task (semantic associ-
ation rather than lexical identification) still induces a Selective Adaptation effect based
on exposure fricatives, though this is slightly weaker than the SA effect of Experiment 2.
Like Experiment 2, we do not observe evidence for differential SA behavior to the inter-
mediate fricative step conditioned on speaker. That is, we do not find support for our
prediction 3, that the speaker gender manipulation would induce differential perception
of the intermediate fricative step, and lead to different patterns of SA: patterning with
“SH” adaptors for the “likely perceived woman” speaker and with the “SH” adaptors for
the “likely perceived man” speaker.

2.6 Experiment 4 - Face Gender
In addition to acoustic cues to a speaker’s gender, visual cues through static images or

videos of differently gendered faces have been shown to shift listeners’ classifications of
ambiguous tokens. This effect was first demonstrated by Strand & Johnson (1996), who
found that listeners were more likely to classify ambiguous tokens on an [S]-[s] contin-
uum as instances of /s/ if they were paired with a man’s face, compared to if they were
paired with a woman’s face. Listeners appeared to group-level differences in the realiza-
tion of fricatives, with men’s productions of these sibilants exhibiting lowered spectral
energy. This visual influence of gender on American English sibilant categorization has
been consistently replicated using a variety of materials (Munson, 2011; Winn et al., 2013;
Munson et al., 2017). Using a subset of the materials from the previous experiment, this
experiment investigates the extent to which visual face gender cues, rather than acoustic
gender cues, can induce SA effects.

In a related experiment, Burgering et al. (2020) utilize video recordings of men and
women producing Dutch vowels (/e/-/ø/) to determine the extent to which voice gen-
der and face gender cues can induce shifts in vowel categorization.2 The authors find
evidence for a stronger SA effect for the female face and voice than the male face and
voice, but the direction of the effect was identical. The gender exposure conditions used
by Burgering et al. (2020) contained both unambiguously gendered video cues, but also

2Burgering et al. (2020) also investigated how vowel identity influenced gender classification, though
we do not explore those results here.
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unambiguously gendered acoustic cues around the unambiguous and ambiguous adapt-
ing . As such, they are not able to test whether visual face cues alone are enough to induce
shifts in classification behavior to sounds when the identity of the adapting sounds is un-
clear.

If visual cues to social information (present in visual face gender cues) are integrated
into the earlier perceptual processes (and not just active at later decision stages), we
would predict that face gender cues would be sufficient to guide the perception of am-
biguously gendered sibilant tokens. For example, in the absence of clear voice gender
information, we would expect an ambiguous sibilant paired with a woman’s face to not
only be classified more often as /S/ (replicating the classification work mentioned above),
but also to shift their SA behavior. If visual face gender can change the interpretation of
an ambiguous fricative, we would expect it to also change the direction of its SA effect.

2.6.1 Predictions

This experiment directly tests that prediction, by pairing ambiguously gendered bases
with variously gendered faces and exploring how these gender manipulations influence
the SA behavior of different fricatives. The predictions for this experiment are as follows:

1. Classification of the 5-step sibilant continuum will be affected by the sibilant-type of
the exposure condition. Participants in the canonical “S” exposure conditions will
classify less of the continuum as “S”, compared to participants in the “SH” exposure
conditions. Participants in the intermediate step conditions will show an adaptation
effect between the other two sibilant conditions.

2. Classification of the 5-step sibilant continuum will be affected by the gendered face
guise of the exposure condition. Participants in the “likely perceived woman” face
condition will classify less of the continuum as “SH”, compared to participants in
the “likely perceived man” face condition. Participants in the intermediate step face
condition will show an intermediate effect.

3. There will be an effect of block, with the influence of the exposure-conditions in-
creasing throughout the experiment as participants become familiarized with the
exposure face and the task.

2.6.2 Methods

The structure of this experiment is identical to Experiment 3, with the following changes
to the exposure blocks. First, all exposure stimuli belonged to the intermediate gender
step speaker. With the acoustic gender condition removed, I instead implemented a gen-
der manipulation via visually presented faces instead. During the exposure blocks, the
face image was presented simultaneous with the exposure stimuli, followed by a fixation
cross as in previous experiments. Finally, at the end of the experiment, participants were
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(a) Face 1 (b) Face 2 (c) Face 3

Figure 2.16: Synthesized faces used in the visual face gender exposure conditions.

asked to rate on a 1-7 scale (1 = definitely a woman, 3 = probably a woman, 5 = probably a
man, 7 = definitely a man) the perceived gender of the person presented in the face image.

The face stimuli used in the present study were developed by Agneta Herlitz3 and
Martin Asperholm4 and I sincerely thank them for their gracious allowance of their stim-
uli to be used in this project. All faces were synthesized crosses of real faces, with an
oval shaped bounding region to remove hair and clothing cues, and are placed on a black
background. For likely perceived woman condition, I chose one of the Herlitz and As-
perholm images created by crossing two female faces (here, face 1). For the intermediate
face step condition, I chose a face created by crossing a male and female face (here, face
2). Finally, for the likely perceived man condition, I chose a face created by crossing two
male faces (here, face 3). These 3 faces are presented in Figure 2.16.

The ratings of each face from participants in Experiment 4 are presented in Figure
2.17. While the ratings for Faces 1 and 3 are relatively uniform and reflect the intended
endpoints of this imposed gender continuum, Face 2 is treated more variably.

A summary of the exposure conditions for this experiment is presented in Table 2.6;
recall that all exposure bases were that of the intermediate gender step speaker of Exper-
iments 1-3.

2.6.3 Analysis & Results

As in the previous experiments, I eschew direct interpretation of individual param-
eter’s posterior distribution and instead focus on draws from the posterior distribution
of all model parameters, yielding posterior density estimates in probability space which

3https://ki.se/en/cns/agneta-herlitz-research-group
4http://asperholm.xyz

https://ki.se/en/cns/agneta-herlitz-research-group
http://asperholm.xyz
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Figure 2.17: Participants’ ratings of the perceived gender of each face.

likely “S” intermediate step likely “SH”

A B C likely perceived woman face
D E F intermediate step face
G H I likely perceived man face

Table 2.6: Breakdown of the 9 between-subject exposure conditions.

take into account each model parameter. Additionally, complete HDI values for all exper-
iments’ post-test block of the middle sibilant step classification are provided in Appendix
B.

Viewing the posterior distribution draws collapsed across conditions in Figure 2.18,
we observe evidence for the predicted effect of block, with steps 2 and 4 moving to to-
wards opposite ends of the classification space. As expected, the sibilant steps 2, 3, and
4 are clearly separated at all stages of the experiment, with their 89% HDIs not overlap-
ping. Additionally, the posterior distribution for step 3 becomes wider as the experiment
progresses, perhaps indicative of the emergence of separate distributions conditioned by
the specific exposure stimuli.

Turning to the fricative exposure conditions presented in Figure 2.19, we can observe
clear evidence for a global fricative SA effect in the predicted direction.

This global fricative SA pattern persists when we analyze each exposure gender con-
dition separately in Figure 2.20. Focusing on the HDIs in Figure 2.21, we see that all three
“speakers” demonstrate non-overlapping “SH” and “S” HDIs at the 66% level. The inter-
mediate step face and the likely perceived man face also have non-overlapping 89% HDIs
for “S” and “SH” exposure conditions, while the likely perceived woman face overlaps to
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Figure 2.18: Experiment 4 Posterior Distribution Draws: Middle Sibilant Steps (2-4) by
Experiment Block.
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Figure 2.19: Experiment 4 Posterior Distribution Draws: classification differences for step
3 stimulus, separated by exposure condition fricative.
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Figure 2.20: Experiment 4 Posterior Distribution Draws: Post-test classification differ-
ences for step 3 sibilant, separated by exposure condition sibilant and speaker face gen-
der.

a small degree (“SH”: 0.35-0.61; “S”: 0.55-0.78).

2.6.4 Interim Discussion

We find clear evidence for the most robust effects of previous experiments: the ex-
posure fricative inducing SA effects in the predicted direction and this effect developing
over time as measured via experiment block. However, we observe no evidence for dif-
ferences between classification in the three face gender conditions. This is despite partici-
pants’ clear post-experiment classification of these faces in line with the intended gender
manipulation.

Unlike Burgering et al. (2020) who found a fixed effect of gender on the amount of
SA observed for Dutch vowels, the size of the SA effect in the current experiment does
not appear to be. This is perhaps unsurprising, as unlike Burgering et al. (2020), I present
gender information only via the visual face cues, not via acoustic cues to gender as well. It
appears that in our case, the presence of static face images was not sufficient to overcome
the ambiguous nature of the gender information presented in the voice and our prediction
2 was not supported. It appears that we do not have evidence for a SA effect induced by
visual gender cues.

Despite both visual and acoustic gender cues being shown to shift listeners’ catego-
rization behavior, in our data the SA effect only occurs with acoustic gender cues. This
highlights a potential dichotomy between the perceptual stages each of these cues are
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Figure 2.21: Experiment 4 Posterior Distribution Highest Density Intervals: Post-test clas-
sification differences for step 3 sibilant, separated by exposure condition sibilant and
speaker gender.

most active in. Under the assumption that SA reflects the integration of information at
earlier perceptual stages, we would then conclude on the basis of these experiments that
only voice gender cues directly influence these early perceptual processes, with the influ-
ence of visual gender cues being found later on and only detectable via the classification
behavioral measures.

2.7 Experiment 5 - Perceived Male Sexuality
The influence of gender on the perception and classification of American English frica-

tives is well studied, and thus represented a natural starting point for the replications and
extensions carried out in Experiments 1-4. In the next experiment, I explore the SA behav-
ior for another well studied sociophonetic variable: fricative realization and perceptions
of male sexuality.

The relationship between male sexuality and fricative realizations has been well doc-
umented, with increased spectral energy, spectral skew, and longer durations of sibilants
all being shown to increase the likelihood of a speaker being perceived as gay (Munson
& Babel, 2007; Campbell-Kibler, 2011; Levon, 2011; Mack & Munson, 2012; Walker et al.,
2014). Higher frequency sibilants are found to be recruited stylistically by both in- and
out-group members in the creation and indexing of “gay identity” in American English
(see, e.g., Podesva, 2006; Levon, 2011).
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Given the relationship between sibilant realization and perceptions of sexuality, it
raises the question whether listeners utilizes cues to sexuality during sibilant perception.
To our knowledge, only one study has tested for this reverse relationship: Munson et al.
(2006a) find no evidence for an influence of perceived sexuality on the categorization of
a /s/-/S/ continuum, though their experiment included only 10 listeners and there has
not yet been (to our knowledge) an attempt to replicate this experiment. As such, I still
consider it fruitful to explore the degree to which this influence (perceived sexuality on
fricative perception) may exist.

While modern formulations of exemplar-based models hold that all meaningful social
information is included in the multi-modal structure of phonetic representations, can we
observe the influence of all such social information on the SA behavior of these sounds? If
not, is it possible to articulate a set of criteria that would predict when certain social infor-
mation would and would not induce SA behavior? Like gender, male sexuality represents
a domain in which perception of a social cue is linked to the perception of sibilants. Test-
ing whether we observe SA effects in this new domain can thus help us better understand
the scope of social cues which potentially influence early perceptual processes.

2.7.1 Predictions

The predictions for this experiment are as follows:

1. Sibilant categorization will be affected by the sibilant-type of the exposure condi-
tion. Participants in the canonical “S” exposure conditions will classify less of the
continuum as “S”, compared to participants in the “SH” exposure conditions. Par-
ticipants in the intermediate step conditions will show an adaptation effect between
the other two sibilant conditions.

2. There will be an effect of block, with the influence of the exposure conditions in-
creasing throughout the experiment as participants become familiarized with the
exposure voice and the task.

3. Sibilant categorization will be influenced by the sexuality guise of the exposure con-
dition. Participants in the “likely perceived straight” exposure conditions will in-
terpret more of the exposure sibilants as “S” and therefore categorize less of the
continuum as “S”, compared to participants in the “likely perceived gay” exposure
conditions.

2.7.2 Methods

The experimental design, materials, and analysis of this experiment is identical to
Experiment 3, with the following exception: instead of including an exposure condition
of speaker gender via acoustic cues in the bases of the adapting words, I introduce an
exposure condition of perceived speaker sexuality. To do this, I chose two self-identified
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male speakers from the set of potential voices that were originally normed, and identified
two speakers which were likely to be perceived as straight and likely to be perceived
as gay as the endpoints of our resynthesis continuum. The “likely perceived straight”
speaker is the same speaker as our “likely perceived man” endpoint in experiments 1-3,
though due to the nature of the resynthesis process there may be minor variations in the
nature of this speaker’s endpoint across continua.

With the two endpoint speakers in hand, I created a resynthesized continuum using
the TANDEM-Straight Morphing Menu (Kawahara & Morise, 2011) in a method identi-
cal to that described for experiments 1-4. The fricative tokens used for the classification
blocks and the exposure fricatives are identical to those used in the previous experiments
and are splice onto the new bases.

2.7.3 Analysis & Results

As in the previous experiments, I eschew direct interpretation of individual param-
eter’s posterior distribution and instead focus on draws from the posterior distribution
of all model parameters, yielding posterior density estimates in probability space which
take into account each model parameter. Additionally, complete HDI values for all exper-
iments’ post-test block of the middle sibilant step classification are provided in Appendix
B.

Observing the posterior distribution draws in Figure 2.22, we find evidence for a fa-
miliar pattern: a clear separation of sibilant steps that becomes more pronounced as the
experiment progresses, with steps 2 and 4 moving towards 0% and 100% “SH” classi-
fication, respectively. The HDIs for all three steps are non-overlapping throughout the
experiment. Additionally, the posterior estimates for the intermediate step 3 cover a wide
range of classification space, likely the result of exposure condition based differences.

This is indeed the case, as we observe in Figure 2.23 clear evidence for a fricative
SA effect in the expected direction, with “S” exposure conditions falling above the other
exposure fricative conditions and inducing more “SH” classifications of this intermediate
sibilant step.

Turning to the speaker-based differences in Figure 2.24, classification of this step ap-
pears to be uninfluenced by exposure speaker sexuality for the intermediate step and “S”
exposure fricatives and the HDIs for these conditions are effectively identical. However,
we do find that the SA effect is larger for the likely perceived gay male speaker, with the
66% HDI for “SH” exposure tokens for this speaker (0.26-0.38) not overlapping with the
other two speakers (likely perceived straight: 0.39-0.53; intermediate step: 0.50-0.64). At
the 89% HDI level, this speaker’s “SH” HDI (0.22-0.42) still does not overlap with the
intermediate step speaker (0.46-0.48), and only overlaps to a small degree with the likely
perceived straight speaker (0.35-0.57).
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Figure 2.22: Experiment 5 Posterior Distribution Draws: Middle Sibilant Steps (2-4) by
Experiment Block.
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Figure 2.23: Experiment 5 Posterior Distribution Draws: classification differences for step
3 stimulus, separated by exposure condition fricative.
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Figure 2.24: Experiment 5 Posterior Distribution Draws: Post-test classification differ-
ences for step 3 sibilant, separated by exposure condition sibilant and speaker sexuality.
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Figure 2.25: Experiment 5 Posterior Distribution Highest Density Intervals: Post-test clas-
sification differences for step 3 sibilant, separated by exposure condition sibilant and
speaker sexuality.
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2.7.4 Interim Discussion

This experiment has replicated a robust selective adaptation effect for fricatives for
a new set of listeners and speakers. Our original prediction, that we would observe in-
creased “SH” categorizations for the likely straight speaker compared to the likely gay
speaker was not supported overall. However, we do find robust evidence for a difference
in the magnitude of the SA effect of the “SH” adaptor between the voices, with this effect
on categorization of the intermediate step fricative being extremely robust for the likely
perceived gay voice. While this effect was not predicted, it could potentially be explained
by listeners’ sexuality based expectations for fricative realizations. If listeners expecta-
tions of the likely gay voice are higher spectral energy fricatives overall, the pairing of
the “SH” exposure fricative with its dramatically low center of gravity could potentially
enhance its perceptual status, causing its SA effect (reducing “SH” categorizations after
such an extremely obvious “SH”) to be even further enhanced.

2.8 Chapter Summary and Discussion
This chapter has presented results from 5 separate Selective Adaptation experiments

investigating if and how social information can influence the SA behavior of fricatives in
American English. Experiments 1-3 demonstrated that robust fricative Selective Adap-
tation effects were observed for the current set of materials, but only when an explicit
attention check was added to the exposure block. Turning to the question of influence of
social cues on the SA behavior, we find in Experiments 2-3 evidence for subtle speaker (or
gender) based differences in the strength of the fricative SA effect. We do not, however,
observe evidence for our core prediction: that the SA behavior of an intermediate fricative
step could be shifted to align with the SA behavior of “S” when paired with a likely per-
ceived man’s voice and “SH” when paired with a likely perceived woman’s voice. This
pattern continued with Experiments 4 and 5, where we find evidence for a robust fricative
SA effects but no evidence of visual face gender cues or perceived male sexuality being
able to induce the differential SA behavior in the intermediate fricatives.

Unlike lexical information, which in previous work was found to be sufficient to cause
ambiguous sounds to induce SA effects comparable to unambiguous sounds, the social
cues explored in this chapter did not shift the SA behavior of ambiguous sounds. Thus,
it appears that our main hypothesis of the central role of social cues during the early
perceptual processes involved in selective adaptation is not supported.
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Chapter 3

Perceptual Compensation for
Coarticulation — Eyetracking data

3.1 Introduction
In speech production, individual speech “segments” are rarely if ever produced in

an easily segmentable fashion; rather, the articulations of adjacent sounds can overlap
and influence one another, leading to patterns of coarticulation. Listeners appear to be
sensitive to the patterned coarticulatory relationships between sounds in their language
and draw upon these patterns during perceptions. For example, listeners in the experi-
ments of Mann & Repp (1980) classified ambiguous fricatives from an /S/-/s/ continuum
more often as /S/ when they preceded an unrounded vowel than when the preceded a
rounded vowel. This corresponds to listeners attributing the lowered spectral energy of
the fricative to the coarticulatory influence of the following vowel. This effect is known
as perceptual compensation for coarticulation (PCCA) and has been robustly attested for
a wide variety of segments and languages (Sonderegger & Yu, 2010; Samuel, 2011, inter
alia). PCCA effects are not only found in the perception of vowels, but can also be found
in adjacent consonants. Mann (1980) introduces a well-known set of PCCA inducing con-
sonant pairs: /l/-/ô/ and /d/-/g/. One of the key acoustic features distinguishing /ô/
from /l/ is its lowered F3. Another source of potential lowered F3 is the presence of a
velar consonant, like /g/, which will induce a so-called “velar pinch” of F2 and F3. Mann
(1980) demonstrated that when asked to classify stimuli that were ambiguous between
/da/ and /ga/, listeners were less likely to categorize the stimuli as examples of /ga/
when they followed /aô/, as they apparently perceptually compensated for the lowered
F3 and attributed it to the preceding rhotic, rather than the stop.

Critically, PCCA effects have been demonstrated to be sensitive to information beyond
the acoustic cues present in the signal. Elman & McClelland (1988) demonstrate that it is
possible to reverse the direction of PCCA caused by an ambiguous fricative on a following
stop by using lexical information to change listeners’ interpretation of the ambiguous
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fricative. For example, when placed in an /s/-biasing lexical context (e.g, “Christmas
[t/k]apes”), an ambiguous fricative behaved like a clear /s/ and induced a PCCA effect
on a following ambiguous /t/-/k/ token, eliciting more “K” responses. When that same
ambiguous fricative was placed in an /S/-biasing lexical frame (e.g, “British [t/k]apes”),
it elicited a PCCA effect in the opposite direction, resulting in more “T” responses for the
following stop.

PCCA effects thus offer an additional method of addressing our core theoretical ques-
tion on the nature and timing of the influence of social cues on speech perception. If, like
lexical information, social cues are able to influence the direction of the PCCA effects, this
would be evidence for their central role in early perceptual processes. In what follows
I present the predictions for and results from an eyetracking PCCA study and outline
the implications of these results for our understanding of the role of social information
during speech perception.

3.1.1 Predictions

This experiment investigates PCCA effects for two classes of stimuli: an asta-ashka
class and an alda-arga class. From this point on, I will refer to the first consonant in a pair
of adjacent consonants as C1, and the second as C2. As shown in Table 3.1, each class
consists of 27 unique combinations of C1, C2, and Speaker. A detailed discussion of the
stimuli creation process can be found in Section 3.2.1.

Class C1 C2 Speaker Total

asta-ashka S – ? – SH T – ? – K W – ? – M 27
alda-arga L – ? – R D – ? – G W – ? – M 27

Table 3.1: PCCA stimuli breakdown. “?” steps represent intermediate steps drawn from
the exact middle of the synthesis continuum of the endpoints. For the Speaker column,
“W” refers to the “likely perceived Woman” endpoint speaker, and “M” refers to the
“likely perceived Man” endpoint speaker.

3.1.1.1 Categorization Data

Let us first consider the predictions for the categorization data from this experiment.

1. C2 Effect: more “K” categorizations for “K” C2 steps, more “G” categorizations for
“G” C2 steps. This would indicate that our C2 continuum synthesis was effective.

2. PCCA C1 Effect: we will observe more “K” responses following “S” than “SH”,
and more “G” responses following “L” than “R”. This would replicate past work
on PCCA categorization patterns.
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3. Speaker Gender Effect: This is the novel prediction of this experiment: speaker
gender manipulations will change the interpretation of the intermediate step C1
Fricative, and thus the direction of its PCCA influence on C2. For the likely per-
ceived woman speaker, this intermediate step will be consistent with an “SH” in-
terpretation, and lead to a decrease in “K” responses. For the likely perceived man
speaker, this will be consistent with an “S” interpretation, and therefore increase
“K” responses.

3.1.1.2 Eyetracking Data

Next, I consider the related predictions for the eyetracking data gathered during this
experiment.

1. C2 Effect: Most fixations to velar targets when C2 is the velar endpoint (“K or G”);
least when C2 is the alveolar endpoint (“T or D”); intermediate fixation amounts to
velar target for intermediate C2 step. This would indicate that our C2 continuum
synthesis was effective and illustrate that our eyetracking data recover meaningful
behavioral signals.

2. PCCA C1 Effect: More fixations on velar targets (“K or G”) when C1 is “S” or “L”,
less fixations on velar target when C1 is “SH” or “R”, intermediate effect for inter-
mediate C1 step. This corresponds to a replication of the traditional PCCA catego-
rization effect.

3. PCCA on-line Effect: the effect of C1 on C2 fixations will be detectable during C1
(allowing 150ms to program an eye-movement). This would indicate that listeners
are using C1 information to make inferences about the nature of C2 in real-time.

4. Speaker Gender Effect: for the asta-ashka class, the direction of the influence of
the intermediate C1 step will depend on the speaker gender guise. For the likely
perceived woman, this should pattern like “SH” while for the likely perceived man
it should pattern like “S”.

5. Speaker Gender on-line Effect: Given that the social cues are available at the be-
ginning of the stimulus, we predict the influence of gender on C1 behavior to be
present as soon as differences in C1 fixation behavior emerge.
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Figure 3.1: Duration of stimuli segments for both classes of stimuli. Width of boxes is
proportional to segment duration. Gaps are included in this figure for visibility purposes,
but stimuli segments are joined without gaps.

3.2 Methodology

3.2.1 Stimuli

Stimuli were created using an implementation of the Klatt speech synthesis system
(Klatt, 1980) developed for Python by Ronald Sprouse and Keith Johnson.1 Baseline syn-
thesis parameter values were taken from recordings of various speakers producing the
target items in initial-stress frames (e.g., ["aS.ta]). From these baseline recordings, end-
points were created for each individual stimuli segment. This involved manually smooth-
ing formant and f0 trajectories, standardizing durations and intonational contours, and
implementing more naturalistic stop bursts.2

The standardized durations for each stimuli class can be found in Figure 3.1. Tokens
were synthesized at a sampling rate of 22050Hz. Because of constraints on sampling rate
and KLP parameter refresh rate, the durations of the final stimuli items are approximately
12ms shorter than the requested durations shown in this figure (e.g., asta-ashka: 840ms re-
quested vs. 828ms actual). Segment durations are identical across classes, except that the
C1 durations for alda-arga are 60ms shorter than the C1 of asta-ashka, as initial impression-
istic review by the author indicated that a shorter duration for these liquids was required
to elicit a naturalistic percept. The speaker gender manipulation is largely carried out by
changes in the vowel tokens. The intonational contours are held constant across speak-
ers, with differences only manifesting in f0 and other formant parameters (F1-F5). For the
asta-ashka class, the vowels (and their associated transition periods) are the only location
of potential speaker differences: C1 and C2 are identical for all speakers. For the alda-
arga class, speaker information is present during C1, as the acoustic realization of liquids
required speaker-specific spectral information. After endpoints were established, inter-

1https://github.com/rsprouse/klsyn.
2Links to the KLP parameter files, stimuli recordings, and other files used in this experiment are avail-

able in Appendix A.

https://github.com/rsprouse/klsyn
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mediate steps were generated via a linear interpolation of KLP parameter values, setting
the intermediate steps as exactly between the endpoint values.

Figures 3.2 and 3.3 present the waveforms and spectrograms for a subset of the end-
point syllables for the “likely perceived Woman” (W) and “likely perceived Man” (M)
speakers. Note the presence of a brief transient at the beginning of the M alda-arga tokens.
This is an artifact of the synthesis process and is low enough frequency to be inaudible.

3.2.2 Participants

25 participants, largely Berkeley affiliated students and staff, took part in this exper-
iment. Participants were recruited via flyers posted around campus, through email an-
nouncements, via snowball sampling, and from the Berkeley XLab participant pool. To
be eligible for this study, participants were required to be 18 years of age or older, native
English speakers (self-id), and have no known history of uncorrected speech, hearing,
language, or vision impairments. As compensation for their participation, study par-
ticipants received $10 cash. Recruitment, compensation procedures, and experimental
methods were reviewed and approved by the UC Berkeley Committee for Protection of
Human Subjects (#2021-11-14869).

Participants’ ages ranged from 19 to 47 (mean: 21.48, median: 20). For the free re-
sponse gender demographic question, 17 participants responded “female”, 2 participants
responded “F”, and 5 participants responded “male”. Given the uniformity in partici-
pants’ responses to this free response question, I will split participants into two gender
groups: female/F and male, named after the most common response for that group. As
is typical of the subject population participants were drawn from, the demographic re-
ported high levels of multilingualism, with nearly half of participants being simultaneous
bi- or multilinguals. No participants were monolingual English speakers. However, the
current experiment does not explore the role of multilingualism in this task. With such
variability in participants’ specific language backgrounds, I will not attempt to include
this as a factor in these analyses.

3.2.3 Procedure

Before the experiment began, participants first completed the informed consent doc-
uments, the language background and demographic questionnaire, and received their
compensation. The experiment itself took place in a WhisperRoom one-person sound
booth, with participants seated in a chair approximately 20cm away from the desk. Stim-
uli were presented visually via a 300e 2nd Gen Lenovo Laptop with an 11.5” screen was
placed 8.5cm away from the edge of the desk. The Tobii Pro Nano eyetracker was affixed
directly below the center of the screen. Audio was presented through AKG 55 Ohms K240
Studio over-ear headphones and participants responded to experimental instructions via
the laptop keyboard button presses and USB mouse clicks.
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Figure 3.2: Waveforms and Spectrograms for endpoint alda-arga stimuli.
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Figure 3.3: Waveforms and Spectrograms for endpoint asta-ashka stimuli.
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The experiment was carried out within OpenSesame 3.3.10 (Mathôt et al., 2012) run-
ning on Windows 10 with a display resolution of 1366 x 768. The experiment consisted
of three distinct phases: eyetracker calibration, an introduction to the task, and the main
experimental trials. I utilized the default OpenSesame calibration routine provided by the
PyGaze python package (Dalmaijer & Van der Stigchel, 2014). In this routine, participants
fixated on points presented in different areas of the screen to estimate the participant’s
distance from screen, visual angle, and ensured that the detection algorithm’s accuracy
thresholds were met for that session.

In the next phase, participants were provided a brief introduction to the nature of the
task through on screen prompts as well as a single practice trial. This practice trial was
identical in structure to the main experiment trials (described below), except the stimulus
item was a member of a non-test set (“AVA” - “ABA” - “APA” - “AWA”) and it was
presented in a separate resynthesized voice.

Then, participants moved to the main experiment block where they completed the
108 trials in a randomized order. The 108 trials are composed of 2 reps each of the 27
individual stimuli items for the 2 classes of stimuli (asta-ashka and alda-arga). In each trial,
participants were first presented with a fixation cross at the center of the screen and were
instructed to fixate on that point for its duration, 1000ms. Then, the orthographic stimuli
options were presented at the center of each quadrant. Orthographic representations of
each choice option were presented in the Upper Left, Upper Right, Lower Left, and Lower
Right quadrants, centered on positions 192 pixels above or below, and 352 pixels to the left
or the right of the center of the screen. The specific quadrant location of each orthographic
choice was randomly assigned for a participant but remained fixed for them throughout
the experiment.

Simultaneous with the end of the fixation cross and the presentation of the written
choices, the trial audio began playing. Participants indicated their final choice via mouse
click, at which point their cursor was automatically recentered on the screen and then the
next trial began with its fixation cross presented at the center of the screen.

3.3 Categorization Results

3.3.1 Raw Data

During the course of the experiment, it was determined that the specific choice pre-
sentation arrangement for the first two participants was not correctly recorded. As such,
the data for these participants indicated that participants made a selection in the Upper
Left quadrant, for example, but did not explicitly correspond to that orthographic choice
was presented in that quadrant. For the asta-ashka class, these two participants’ responses
to the unambiguous acoustic endpoints was nearly uniform, allowing us to infer with a
high degree of confidence the presentation order for these trials. However, the alda-arga
class exhibited greater variability in quadrant responses to each combination of stimuli
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Figure 3.4: Categorization Aggregate Responses.

and the decision was made to exclude these trials from the subsequent categorization and
fixation analyses.

This is observed within the aggregate mean categorization responses for each class,
shown in Figure 3.4. Turning first to the asta-ashka items in Figure 3.4a, we can observe
a clear separation between the “T” C2 items, which are nearly completely categorized
as “T”, and the intermediate step and “K” stimuli, which are mostly categorized as “K”,
regardless of condition. In these aggregate data, we do see evidence for the perceptual
compensation for coarticulation (PCCA) effect in the expected duration for these two C2
steps: following a clear “SH”, these two C2 stimuli are less likely to be categorized as
“K”. The PCCA effect is not visible in the “T” C2 step, since responses to this step of the
continuum are effectively at floor.

Next, we consider the aggregate response data for the alda-arga class presented in Fig-
ure 3.4b. First, at the group level, responses to each of the C2 stimuli appear less categori-
cal than the previous class, with “D” stimuli items not at floor. However, we still observe
a clear PCCA effect in the predicted direction: “G” responses are more common following
a clear “R” C1 for all C2 stimuli items.

Figure 3.5 splits the aggregate responses of Figure 3.4 by the speaker gender manipula-
tion. Additionally, Figure 3.6 zooms in on aggregate responses to the intermediate “?” C2
stimuli, broken down by previous C1 and speaker gender manipulation. Going from left
to right in each panel, we observe decreases in categorizations of C2 as the velar choice,
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Figure 3.5: Categorization Aggregate Responses by Speaker.

consistent with the PCCA predictions. Additionally, for the asta-ashka class (and perhaps
the alda-arga class as well), the entire C2 continuum seems less likely to be categorized
as velar. While various suggestive differences are observed in the aggregated condition
responses, I will reserve meaningful interpretation for the results of the statistical analy-
ses below, which take into account not only differences in means but also variance in the
data.

3.3.2 Model Results

Turning from the initial inspections of the raw data, I now consider the degree to
which each of our predictions about the categorization data are statistically supported.
Much like the models of the previous chapter, I draw upon Bayesian logistic models im-
plemented in version 2.17.0 of the brms package (Bürkner, 2021). Again, arguments were
kept to their default values, with the following exceptions: the response distribution fam-
ily was bernoulli and the backend was CMDSTANR (v. 2.30.0).

Two series of models were fit to the categorization data: a series for the asta-ashka trials
and a series for the alda-arga trials. The prior specifications, model-fitting procedures, and
model outputs for each class will be discussed separately.
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Figure 3.6: Categorization Responses for intermediate step C2.

3.3.2.1 asta-ashka class

The first series of models were fit to the subset of the data containing only the asta-
ashka class trials. Our dependent variable is the binary K CHOICE which is 1 if the partici-
pant chose a k-word (“aska” or “ashka”) and 0 otherwise (“asta” or “ashta”). The models
predictor variables are all ordinal variables: Syllable 1 Consonant Step (1 ‘likely ”S”’, 2 ‘in-
termediate step’, 3 ‘likely ”SH”’), Syllable 2 Consonant Step (1 ‘likely ”T”’, 2 ‘intermediate
step’, 3 ‘likely ”K”’), and Speaker Step (1 ‘likely perceived Woman’, 2 ‘intermediate step’,
3 ‘likely perceived Man’). Given that each participant only heard 2 reps of each unique
combination of these 3 variables, by-participant random effects are not appropriate.

All three independent ordinal variables are modeled as monotonic predictors. As fur-
ther discussed for the Selective Adaptation models, this involves estimating both a sim-
plex and scale parameter for each predictor. A weakly informative prior of N (0, 0.5) was
chosen for the scale parameters, and the default uniform Dirichlet was chosen for the sim-
plex parameters. As in the previous chapter’s model, an informative prior of N (−3, 1)
was chosen for the intercept term. This represents our high degree of confidence that the
combination of variables corresponding to our reference levels (‘likely “SH”’, ‘likely “T”,
“likely perceived Woman”) would elicit the least “K” responses.

To determine the best fitting model, I fit the nested models presented in Table 3.2,
corresponding to no-interactions, all pairwise interactions, and a complete interaction
between all 3 predictor variables.
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m0 C1 + C2 + Speaker Step
m1 C1 * C2 + Speaker Step
m2 C1 + C2 * Speaker Step
m3 C2 + C1 * Speaker Step
m4 C1 * C2 * Speaker Step

Table 3.2: Nested model interaction structure.

elpd diff se diff elpd loo se elpd loo p loo se p loo looic se looic

m2 0.000 0.000 -463.267 21.302 6.792 0.545 926.535 42.605
m0 -2.294 1.841 -465.561 21.186 5.586 0.398 931.122 42.372
m4 -2.789 0.869 -466.057 21.522 10.273 0.835 932.113 43.045
m1 -3.094 2.027 -466.362 21.377 7.259 0.592 932.723 42.754
m3 -3.497 1.899 -466.765 21.290 7.176 0.489 933.530 42.579

Table 3.3: asta-ashka model fitness information criteria comparison.3

Model fitness was determined by comparing various measures of models’ LOO (leave-
one-out cross-validation) information criteria, as implemented by the LOO COMPARE func-
tion in BRMS. Like more familiar information criteria such as AIC or BIC, LOO estimates
should not be interpreted directly, but rather in relation to the LOO estimates of a competi-
tor model. LOO estimates are calculated via the leave-one-out cross-validation process.
The various LOO estimates and their standard errors are presented in Table 3.3. m2 (an
interaction between C2 and Speaker Step) is the best fitting model (lowest looic, closest
elpd to 0), but is only a slight improvement over the no-interaction model (m0). This indi-
cates that we have weak evidence for the Syll. 2 and Speaker interaction, and no evidence
for any remaining interactions.

Let us now consider the best-fitting model, m2. This model includes an interaction
between Speaker Step and C2, but no interactions with C1. Given that interpreting the
posterior parameter estimates for multiple ordinal predictors in a logistic regression can
be unintuitive, I instead present random draws from the fitted posterior distribution of
all parameters, allowing us to more easily map onto probability estimates.

Observing the effect of C2 on the posterior distribution in Figure 3.7, our Prediction
1 as well as the patterns observed in the aggregate responses are well supported: the
“T” stimuli are consistently at floor, with very narrow distributions. The other C2 steps

3elpd loo: expected log pointwise predictive density; elpd diff: difference in elpd loo between current
and best-fitting model; p loo: effective number of parameters; looic: -2*elpd loo
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Figure 3.7: Posterior distribution draws by C1 and C2 Step.

overlap one another and have wider distributions, as made especially clear in the zoomed
in version of Figure 3.7b. The distributions of the intermediate “?” step tend towards “K”
despite being the intermediate continuum step, and are especially wide, exhibiting clear
evidence of a bimodal distribution.

This bimodal distribution corresponds to the differential influence of speaker gender
manipulations on ratings of C2. Figure 3.8 represents the posterior distribution draws
for only the intermediate C2 step. Recall that across gender conditions, the C1 acoustics
are kept constant. That is, the “SH” step presented along with the “likely perceived man
endpoint” voice is identical to the “SH” step presented with the other two speakers. When
speakers are separated, the PCCA effect is clearly obtained: for all speakers, the posterior
distribution of “SH” is further to the left than the other C1 steps. We can thus confirm
with a high degree of certainty our Prediction 2: the intermediate C2 step is less likely to
be categorized as “K” following “SH”.

Regarding our Prediction 3, we do not observe the differential effects of perceived gen-
der on the PCCA inducing behavior of C1 on C2. Recall that our prediction was that the
intermediate C1 would be variably perceived for the different speakers (more likely per-
ceived as “S” for the “likely perceived man endpoint”, and more likely perceived as “SH”
for the “likely perceived woman endpoint”). However, a model which included an inter-
action between speaker gender step and C1 did not significantly improve model fitness,
leading to us to conclude that the effects of C1 are consistent across all speaker gender
manipulations. What we do observe, however, is an overall difference in C2 responses to
each of the speaker gender guises. This is clearly observable in Figure 3.6a in which we
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Figure 3.8: Posterior distribution draws for intermediate C2 step by C1 step and speaker
step.

observe clear evidence for the “likely perceived man endpoint” speaker eliciting less “K”
responses and more “T” responses overall, compared to the other two speakers. This ef-
fect was not included in our initial predictions, but is quite robust. I return to this question
in Section 3.3.3.

3.3.2.2 alda-arga class

The model fitting process for alda-arga class proceeded identically to the previous class.
Like the asta-ashka trials, the best fitting model for this class was m2, which included an
interaction between C2 and speaker gender step, but no interactions with C1. This lack of
support for our Prediction 3 is consistent with the analyses of the asta-ashka data.

Observing the draws from the posterior distribution by C1 and C2 step in Figure 3.9,
it is immediately obvious that this class of stimuli exhibit a higher degree of variance in
responses than the previous class. While the intermediate and “G” steps are relatively
well separated and narrow, the posterior distributions for the ‘likely “D” endpoint’ are
extremely wide. This correlates to a measurable difference in the categorization of this
C2 step dependent upon the speaker gender manipulation, as presented in Figure 3.10.
While the likely “D” step is categorized nearly completely as “D” for the “likely perceived
man endpoint” speaker, this step is often categorized as “G” when presented in the other
voice gender guises.
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elpd diff se diff elpd loo se elpd loo p loo se p loo looic se looic

m2 0.000 0.000 -621.829 19.217 8.769 0.397 1243.658 38.433
m4 -2.641 0.561 -624.470 19.376 11.894 0.572 1248.940 38.752
m0 -12.854 4.740 -634.683 19.121 6.484 0.270 1269.366 38.241
m1 -13.742 4.751 -635.571 19.189 7.408 0.321 1271.143 38.378
m3 -13.836 4.744 -635.665 19.171 7.506 0.303 1271.330 38.343

Table 3.4: alda-arga model fitness information criteria comparison.
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Figure 3.9: Posterior distribution draws by C1 and C2 step.
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Figure 3.10: Posterior distribution draws for ‘likely “D”’ C2 step by C1 and speaker step.

Despite this variability, we do observe evidence for both our Prediction 1 (main effect
of C2 step) and our Prediction 2 (more “G” responses after “L” than “R”). The overall
PCCA effect is especially evident in the case of the intermediate step C2 shown in Figure
3.11. As is consistent with our predictions and previous PCCA literature, we find clear
evidence for a decrease in “G” categorizations following a clear “R” C1 than the interme-
diate or “L” C1 steps.

As discussed previously, the lack of statistical support for an interaction between C1
and speaker gender leads to us not finding evidence supporting our Prediction 3. Like the
asta-ashka class, we do however see in Figure 3.11 an overall decrease in “G” categoriza-
tions for the “likely perceived man endpoint” speaker than the other two speaker gender
steps. As in the previous class, this effect was not predicted, and I return to this in the
following section.

3.3.3 Discussion

To summarize, the categorization data from this experiment replicated two well-known
instances of perceptual compensation for coarticulation (PCCA). Consistent with this pre-
vious work and our predictions, perception of a preceding fricative (in the case of asta-
ashka) or liquid (in the case of alda-arga) significantly shifted listeners’ categorization of
the following stop’s place of articulation.

Regarding our novel Prediction 3, we did not observe evidence for a significant influ-
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Figure 3.11: Posterior distribution draws for intermediate C2 step by C1 and speaker step.

ence of speaker gender guise on the PCCA behavior of intermediate C1 fricatives. Recall
that if an intermediate fricative would conceivably be treated as an /s/ when presented in
a man’s voice, but /S/ in a woman’s voice, we would predict this token’s PCCA effects to
shift categorization of the following C2 in opposite directions. However, this prediction
rests on the assumption that the intermediate fricative stimulus is plausibly interpreted as
different phonemes in the different speaker guises. From the raw categorization data as
well as the modeling results, it is evident that our intermediate C1 steps were not percep-
tually intermediate, and were effectively treated as “S” and “L” for all listeners. As such,
we do not have the appropriate level of uncertainty or intermediateness in the underlying
phoneme identity of the fricatives to be able to adequately test our Prediction 3.

We also observe an unpredicted effect of the speaker gender manipulation on baseline
C2 response rates. That is, in both classes of stimuli the categorization of C2 for likely
perceived man speaker was shifted away from the velar C2 category and towards the
alveolar C2 categorization. This is most visible for the intermediate C2 posterior draws for
asta-ashka shown in Figure 3.8, where a categorization of “K” for this speaker is nearly 30%
less likely. This could be due to differences between the speakers in magnitude of formant
transitions following the vowel. For all speakers, the duration of formant transitions
following C2 into the stable portion of the final [a] was kept constant. However, the exact
F2 and F3 values during the stable portion of the vowel vary between speakers, leading
to slight differences in the magnitude (or “steepness”) of the formant transitions. This
could potentially lead to different interpretations of the place of the previous burst, and
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Figure 3.12: Example of SACCADES output from a single trial. Points represent individual
measurements, lines indicate automatically detected fixations.

cause the C2 categorization difference by speaker gender that we observe here.

3.4 Eyetracking Results

3.4.1 Data Pre-Processing

The first step in data processing involved transforming the coordinate system of OpenS-
esame’s mouse clicks and cursor movement (center of screen is the origin) to the coordi-
nate system of the Tobii gaze measurements (upper left corner of screen is the origin).
Next, the SACCADES R package (v. 0.2.1, von der Malsburg, 2019) was used to automati-
cally detect events in the raw gaze position data. This detection algorithm relies on veloc-
ity measurements to detect periods of rapid transition and movement (saccades) and pe-
riods of relative stability (fixations or blinks). Given the relative low sampling rate of the
eyetracker used, I followed the procedure outlined by the SACCADES author and enabled
coordinate smoothing and disabled saccade smoothing, though qualitatively this did not
appear to significantly affect the number, duration, or location of fixations detected.

An example application of this method to an individual trial is presented in Figure
3.12. The automatically detected fixations are noted by the black lines. This trial includes
a clear example of a blink at approximately 500ms, with a characteristic shift in the y-axis
estimates in the lead up to and transition out of the blink (pixel position estimates are 0).
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Figure 3.13: Time from start of stimuli to response. Vertical line represents the response
cut off of 4000ms.

Smoother periods of rapid transition in both x and y axes are characteristic of saccades,
as evidence by the saccade between transitions in this trial at approximately 1750ms.

Following the automatic fixation detection algorithm, I excluded fixations that oc-
curred within 60 pixels of a quadrant boundary. This threshold was determined by vi-
sually inspecting the distribution of fixations across the experiment and excluded 34%
of fixations from consideration. These 34% excluded fixations include fixations on the
center fixation cross (which by definition occurs at the start of every trial), as well as fix-
ations that were not located near enough to the target choices. Finally, adjacent fixations
which occurred within the same quadrant but that occurred at slightly different positions
within that quadrant were treated as a single fixation for the purposes of the quadrant-
based analyses below.

I took a data-driven approach to determining what the maximum response time for
analysis should be. Observing the distribution of response times in Figure 3.13, we can
observe that these are well behaved and appear log-normally distributed. 95.2% of trials
were completed faster than 4,000ms, and I take this as my upper bound, excluding any
trials with a longer response time.
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3.4.1.1 asta-ashka class

3.4.1.2 Raw Data

Let us first ensure that the fixation data are sound before exploring the effects of our
experimental manipulations. Figure 3.14 presents the percentage of fixations in each
100ms bin4 as calculated from the raw fixation counts. Each panel represents trials where
participants made a particular choice. For example, the top left panel represents fixa-
tions in trials where listeners ultimately chose “ashka”. Unsurprisingly, we see a peak
in “ashka” fixations in this panel, as represented by the dark purple line representing
these fixations. In all four panels, the target that is eventually chosen receives the most
fixations, serving as an indicator that the fixation data are sound and reflect participants’
eventual decision.

While our earlier categorization analyses indicate that listeners’ classification behav-
iors are linked to our experimental manipulations, the relationship is not perfect. As
such, I turn away now from an investigation of fixation trajectories by listeners’ ultimate
choices, and instead explore how fixations vary as a function of our experimental manip-
ulation of C1, C2, and speaker gender.

Figure 3.15 presents the raw fixation trajectories by C1 and C2 condition averaging
across speakers. For each condition I am plotting a separate trajectory for each potential
fixation target. This view allows us to investigate how listeners’ fixation patterns evolve
during the course of the trial. For example, consider the top right panel which corre-
sponds to the clear “asta” condition: in this panel, we see that fixations on “asta” and
“aska” quickly rise in tandem over the “SH” targets, before the “asta” competitor falls off
at approximately 700ms, with “aska” receiving the bulk of later fixations.

The patterns we observe here tend to echo what was found in the classification tri-
als: the endpoint C1 and C2 manipulations elicited perceptual behavior as predicted but
the intermediate steps chosen for this experiment do not appear to be perceptually inter-
mediate. Returning to Figure 3.15, we can see that the intermediate C1 fixations closely
mirror that of “S”, while the intermediate C2 fixations closely match those of “K”. Given
that our intermediate steps appear (averaging over speakers) to not be truly perceptually
intermediate, this may prevent us from testing for fine influences of speaker gender that
we predicted would be strongest for the most ambiguous consonant steps. I return to this
point in the later discussion section.

In addition to the raw fixation trajectories, another useful measure of the influence of
our experimental manipulations on C2 fixation behavior is the calculation of a Fixation
Bias measure. Following similar methods utilized in McMurray et al. (2008) and Galle
et al. (2019), I first calculate for each bin the percentage of fixations to “K” targets and to
“T” targets. Then, I calculate Biask−t by taking the difference of these two percentages.

4In actuality, this includes an implicit 5th category of “no fixation”. For example, in the 0-100 bin nearly
no one is fixating in one of the quadrants, and the sum of the percentage fixations of the four targets in this
bin is quite small. If the “none/not fixating” were not included, the legibility and informativity of this plot
would decrease, with areas with low fixation counts varying wildly.
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Figure 3.14: Percentage of fixations on specific asta-ashka Fixation Targets, broken into
panels representing listeners’ final decisions.
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Figure 3.15: Smoothed fixation percentage by C1 and C2.

This new measure can range from 1 (in this bin everyone was fixating and they were
fixating on “K”) to -1 (in this bin everyone was fixating and they were fixating on “T”).
Note that a Biask−t value of 0 could map onto a situation in which there are no fixations
(0% “K” - 0% “T” = Biask−t of 0) all the way up to a scenario in which everyone is fixating
(50% “K” - 50% “T” = Biask−t of 0); in any case, the percentage of fixations to “K” and
“T” are equal. This reflects the fact that we are not primarily concerned with how many
fixations occur in any given bin, but rather whether each bin is biased towards a given C2
fixation target.

Figure 3.16 presents the Biask−t values, averaging across conditions and broken down
by C2 step. We can observe that the Biask−t values for all three C2 steps are all overlap-
ping initially, and are slightly negative, indicating an overall bias towards fixating on “T”
in this period, regardless of condition. As we will see later, this does not represent the
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Figure 3.16: Biask−t averaging across conditions.

hidden effect of an experimental manipulation, as this effect is present in each individual
condition as well. This pattern of early fixation bias to “T” also does not represent a con-
found based on any visual preferences for specific quadrant positions, as the quadrant
location of each fixation target was randomized between speakers. As such, the likeliest
interpretation is that this difference represents an overall early bias towards “T” targets,
regardless of the specific conditions.

Moving past the early bias towards “T” fixations, we see the detectable emergence
of the C2 influence on fixations occur starting around 700ms, when the “T” and “?/K”
stimuli begin to diverge, with the latter peaking at approximately 1500ms with a positive
value. This indicates that this period exhibits the greatest Biask−t and thus the greatest
difference between percentage fixations to “K” and fixations to “T”. Interestingly, the in-
termediate step C2 “?” induces a bias that is temporally aligned with the endpoint “K”,
but slightly weaker. This indicates that we do not have evidence for any additional pro-
cessing time associated with an ambiguous token, and most listeners perceived this step
equivalently to “K”.

I turn now to the question of potential PCCA effects induced by differences in C1 step,
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Figure 3.17: Biask−t separated by C1 and C2 steps.

and examine in Figure 3.17 the bias measures calculated separately for each C1 and C2
combination. Recall that the PCCA prediction is that we expect less fixations to “K” (a
smaller Biask−t value) following “SH” than following “S”. The patterns presented here
are suggestive, and we see evidence for the predicted difference in fixations, particularly
in the central intermediate C2 panel. However, it remains to be see whether these patterns
persist when we not only consider the influence of speaker gender, but also when subject
our interpretations and predictions to statistical analysis.

3.4.1.3 Modeling

To determine whether the patterns observed in these initial explorations of the raw
data represent stable and meaningful trends, I now turn to statistical modeling of the
asta-ashka subset of the data. Given the time-varying nature of the signal, I will utilize gen-
eralized additive models (GAMs) during the modeling phase. This modeling approach
allows for robust investigations of variable time-course data, without specifying a priori
the shape of the response distribution or factor smooths (e.g., linear, cubic, etc.). Like the
categorization models, our fixed effects are C1 step, C2 step, and Speaker Gender step; we
do not have enough observations per participant in each condition to include participant
as a random effect.

Our dependent measure is Biask−t as calculated in the previous section; this variable
represents the difference of percentage “K” fixations and percentage “T” fixations for each
bin. A value of 0 would indicate that participants are fixating on “T” and “K” equally
during that bin. A value of -1 in a given bin would indicate that participants were only
fixating on “T” in the bin, with no fixations on “K”.

GAMs were fit using the MGCV R package (Wood, 2011) with various visualizations
constructed using functionality of the ITSADUG R package (van Rij et al., 2022). All mod-
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Figure 3.18: Model predicted Biask−t for the likely perceived woman speaker. The verti-
cal dotted lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms
forward to account for delays in programming eye movements.

els included smooths of bin start time using cubic regression splines as basis functions. I
compared all candidate models created by the inclusion of the 3 fixed effects, their inter-
actions, and their influence on the bin start time smooth (using the “by” functionality).
Model fitness was determined via AIC, with the best fitting model being one including a
smooth of time by the three-way interaction of our fixed effects.

Figure 3.18 presents the model results for only the “likely perceived woman” speaker.
For these and all related visualizations of model predictions, non-overlap between two
conditions (or a condition and a value, say 0) indicates a significant difference at that spe-
cific time point.5 Predicted Biask−t is plotted on the y-axis, and we can observe that our
C2 manipulations significantly condition participants’ fixation strategies. The leftmost
panel presents fixations during trials where the C2 step was “T”; unsurprisingly, Biask−t
is predicted to be largely negative, indicating a strong bias towards fixating on “T” rather
than “K” in this trial. Interestingly, all three C2 panels demonstrate a slight but measur-
able bias towards early fixations to “T” in almost all conditions, as seen in the dip below
0 from approximately 150-600ms. This is a true bias towards “T” “first guesses”, rather
than simply a positional quadrant bias, as the specific quadrant position of targets were

5Though, be sure to consider the granularity of the data and the limitations therein. Bias is calculated
for every 100ms bin and the eyetracking samples occur approximately every 17ms.
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Figure 3.19: Model predicted Biask−t for the intermediate step speaker. The vertical dot-
ted lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms forward
to account for delays in programming eye movements.

randomized between speakers.
These patterns continue for the remaining two speakers in Figures 3.19 and 3.20, with

evidence in both of an early “first guess” to “T”, regardless of condition. Additionally,
we continue to find clear support for our Prediction 1 for these speakers, with as well as
clear effects of the C2 manipulation, supporting our Prediction 1.

I now turn towards testing our Predictions 2 and 3 which involve the PCCA effect of
C1 on C2 fixations. First, in Prediction 2 I outlined the expectation that, like the classifi-
cation data, we should see greater fixations to “K” following a clear “S” than after “SH”.
Additionally, we would expect this PCCA effect to be most visible when C2 at its most
ambiguous, at its intermediate step.

Figure 3.21 presents precisely this comparison from the model. The y axis now repre-
sents the predicted difference in Biask−t for “S” C1 trials versus “SH” C1 trials for only the
intermediate C2 step. A positive value indicates that the Biask−t effect is larger following
“S” (more bias towards “K”), while a negative value, the opposite (more bias towards “K”
following “SH”). A value of zero indicates no detectable differences in Biask−t between
the two C1 conditions.

We find evidence for a greater bias towards fixating to “K” following “S” for both
speakers, as indicated by the portions of the trajectories significantly above 0 which are
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Figure 3.20: Model predicted Biask−t for the likely perceived man speaker. The verti-
cal dotted lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms
forward to account for delays in programming eye movements.

highlighted in red. This significant difference aligns with our Prediction 2 and conforms
with the PCCA effect detected in the categorization analyses.

Turning to our more specific Prediction 3, I predicted that this difference would emerge
early, being detectable as soon as this information became available, before the onset of
C2. This prediction is not supported, as the earliest detectable differences are after the end
of the stimulus. The vertical dotted lines in 3.21 correspond to the beginning of C2 and
the end of the stimulus, each shifted 150ms later to correspond for the standard accepted
delay for programming eye movements. Interestingly, for the likely perceived woman
speaker we can observe both an earlier onset (500ms earlier) and greater magnitude (3x
peak) of the PCCA effect. I return to consider these differences later in the discussion.

Given that we did not find support for our on-line PCCA Prediction 3, we can imme-
diately discount our more specific Prediction 5 in which we posited that this on-line effect
would be modulated by the speaker gender manipulation. Instead, we move towards our
less-specific Prediction 4, which held that we would observe speaker gender influencing
the PCCA behavior of the intermediate C1 fricative: we expect it to induce PCCA behav-
ior like “S” for the likely perceived man and like “SH” for the likely perceived woman
speaker.

Figure 3.22 examines the model predictions for the intermediate C1 - intermediate
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Figure 3.21: Model predicted Biask−t difference between S and SH C1 steps for inter-
mediate C2 step. The bolded red regions indicate areas in which the Bias difference is
significantly different from zero. The vertical dotted lines indicate the beginning of C2
and the end of the stimulus, shifted 150ms forward to account for delays in programming
eye movements.

C2 condition, where we expect the consonant identity to be the most ambiguous and
therefore malleable to the influence of earlier gender cues. The left panel presents the
trajectories for each speaker, while the right panel presents the difference between these
two speakers. If our Prediction 4 held, we would expect the intermediate C1 for the likely
woman speaker to be perceived as “SH” and therefore have a lower Biask−t than the likely
man speaker (whose intermediate), ultimately leading to a negative difference trajectory
in the right panel. Instead, we observe the opposite pattern, indicating that the likely
woman speaker induces greater bias towards “K” fixations for this condition than the
likely man speaker. This effect emerges during the stimulus presentation, with the differ-
ence between speakers’ bias trajectories becoming significantly different from 0 starting
at approximately 380ms after the stimuli began. Allowing for a 150ms delay to program
an eye movement, this would correspond with listeners responding to information pre-
sented at 130ms: solidly within C1.

As alluded to earlier, it appears that the difference observed here reflects the fact that
listeners responding to the likely woman speaker are overall more likely to fixate on (and
eventually choose) “K” targets than men for this specific C2 step. Additionally, it is clear
that the intermediate C1 step is not as perceptually ambiguous as intended, patterning
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Figure 3.22: Biask−t trajectories for intermediate C1 and C2 steps. The vertical dotted
lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms forward to
account for delays in programming eye movements.

often with “S”. In order to reliably test Predictions 4-5, we would need to ensure more
ambiguous, and perceptually malleable, C1 and C2 tokens.

3.4.2 alda-arga class

3.4.2.1 Raw Data

I consider now the fixation data for the alda-arga trials. Figure 3.23 presents the per-
centage of fixations in each 100ms bin as calculated from the raw fixation counts. Each
panel represents trials where participants made a particular choice. For example, the top
left panel represents fixations in trials where listeners ultimately chose “alda”. Unsurpris-
ingly, we see a peak in “alda” fixations in this panel, as represented by the dark purple
line representing these fixations. In all four panels, the target that is eventually chosen
receives the most fixations, serving as an indicator that the fixation data are sound and
reflect participants’ eventual decision.

While our earlier categorization analyses indicate that listeners’ classification behav-
iors are linked to our experimental manipulations, the relationship is not perfect. As
such, I turn away now from an investigation of fixation trajectories by listeners’ ultimate
choices, and instead explore how fixations vary as a function of our experimental manip-
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Figure 3.23: Percentage of fixations on specific alda-arga Fixation Targets, broken into pan-
els representing listeners’ final decisions.
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Figure 3.24: Smoothed fixation percentage by C1 and C2.

ulation of C1, C2, and speaker gender.
As alluded to by the classification analysis for this class, participants responses to each

C1-C2 condition were less uniform for the alda-arga trials than for the asta-ashka trials. This
is evident in the raw fixation trajectories as well, with many conditions showing longer
influence of competitors and less consensus.

Calculated identically to the Biask−t discussed earlier, the Biasg−d measure represents
the relative strength of bias towards fixating on “G” versus on “D”. Figure 3.25 presents
the trajectory of this bias measure over time for different C2 steps. It is clear that, aver-
aging across other conditions, our C2 manipulations induced changes in fixations in the
predicted direction. Unfortunately, the intermediate C2 step appears to be not perceptu-
ally intermediate, and instead patterns similarly to “G”. This is not unexpected, given
similar results for this C2 step in the categorization analyses.
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Figure 3.25: Biasg−d averaging across conditions.

Figure 3.26 explores how this bias evolves over time for each of the various C1 manip-
ulations. In this visualization we observe trends suggestive of our PCCA Prediction 2: a
greater bias towards fixating on “G” following “L” than following “R”. Like the interme-
diate step C2, the intermediate step C1 appears to pattern largely with “R”, rather than
being fully perceptually intermediate.

Next, I test whether these trends persist across different speaker conditions and re-
main robust when subjected to statistical analysis.

3.4.2.2 Modeling

The modeling process for alda-arga trials was identical to that of asta-ashka and again
our best fitting model includes a smooth of start bin time by the three-way interaction
between our fixed effects.

Figure 3.27 presents the model predicted Biasg−d over time for the likely perceived
woman speaker. Recall that if two curves (or a curve and a value) do not overlap at a
specific time, then the difference between those two curves is significant. For C2 steps “?”
and “G”, we see early evidence for a bias towards “G”, with bias trajectories becoming
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(b) C2 - ?
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(c) C2 - G

Figure 3.26: Biasg−d separated by C1 and C2 steps.
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Figure 3.27: Model predicted Biasg−d for the likely perceived woman speaker. The verti-
cal dotted lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms
forward to account for delays in programming eye movements.
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Figure 3.28: Model predicted Biasg−d for the intermediate step speaker. The vertical dot-
ted lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms forward
to account for delays in programming eye movements.

significantly greater than 0 during, or slightly after, the stimulus itself. The situation is
less clear for the “D” C2 step, where the bias hovers closer to 0 indicating that listeners
fixations are more evenly split. This aligns with the categorization analyses, where this
“D” token was rated just as often “G” for this speaker. Despite this attenuated bias effect,
we can still observe the predicted effects of PCCA: the bias towards “G” is significantly
higher following “L” than following “R”.

These patterns continue with the likely perceived man and intermediate step speakers
in Figure 3.28-3.29. The negative Biasg−d profile for the “D” C2 step becomes clearer for
these two speakers though, indicating that these continua endpoints better match listen-
ers’ expectations for a /d/-/g/ for these speakers. Additionally, we see clear evidence for
the predicted PCCA effect in all conditions, though the timing and magnitude vary.

Although I made no specific predictions for an interaction of speaker gender on C1-C2
PCCA for the alda-arga stimuli, we do observe a fixed effect of speaker gender, as in Figure
3.30. We see a significantly increased bias towards fixating on “G” for the likely woman’s
voice, compared to the likely man’s voice, across all C1 exposure conditions. This effect
emerges gradually following the end of the stimulus and reflects participants’ fixations
and subsequent responses on “G” targets for this speaker.
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Figure 3.29: Model predicted Biasg−d for the likely perceived man speaker. The verti-
cal dotted lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms
forward to account for delays in programming eye movements.

3.4.3 Interim Discussion

As for the asta-ashka class, we find clear evidence for the gradual build-up of percep-
tual compensation for coarticulation in listeners’ fixation trajectories for the alda-arga stim-
uli. These patterns align with the categorization data, and demonstrate more fixations to
“G” targets when preceded by “L”, rather than “R”. Additionally, we find evidence an
overall effect of speaker (or gender) on C2 fixations, with fixations to “G” being overall
more likely for the likely perceived woman speaker. This effect emerges after the end of
the stimuli and corresponds to period of peak responses, likely corresponding to a peak
in “G” classifications for the likely woman speaker that we observed in the categorization
data.

3.5 Chapter Summary and Discussion
This chapter has investigated listeners’ perceptual compensation for coarticulation

(PCCA) and tested whether this PCCA effect is modulated by the perceived gender of
the speaker. Combining listeners’ visual fixations during trials with their eventual cate-
gorizations, I demonstrated robust PCCA effects for both classes of stimuli: in the asta-
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Figure 3.30: Biasg−d trajectories for intermediate C1 and C2 steps. The vertical dotted
lines indicate the beginning of C2 and the end of the stimulus, shifted 150ms forward to
account for delays in programming eye movements.

ashka class, listeners fixated more on “K” and categorized stops more often as “K” when
the previous consonant was “S”; in the alda-arga class, listeners fixated more on “G” and
categorized stops more often as “G” when the previous consonant was “L”.

We did not find support for our original predictions on the role of speaker gender.
These predictions centered around the assumption that speaker gender would be suffi-
cient to shift the perception of intermediate C1 steps, and thus change their PCCA influ-
ence on the following sounds. We did however observe evidence for fixed speaker-based
differences in categorization of and fixations to different C2 targets (e.g., overall more fix-
ations to and categorizations of “K” for women). These fixed effects appear to emerge
early in perception, and were detectable in fixations initiated before C2 began.

The lack of support for our original speaker gender predictions could represent the
ground truth, and the influence of these social cues does not extend to shifting the PCCA
behavior of C1 on C2. This would be support against the view that holds social cues such
as this are intrinsically linked to the nature of phonetic representations that are involved
in early perceptual processes and acted upon during PCCA effects. However, we can-
not reject our original predictions on the basis of these experiments alone, given that we
discovered a substantial confound during analysis. Namely, our intermediate consonant
steps, despite being intermediate on the synthesized continuum, were not perceptually
intermediate. Our key predictions held that for the most ambiguous consonant steps,
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speaker gender would be able to shift the interpretation and PCCA behavior of conso-
nants in different directions. It appears that all our intermediate steps were far from the
perceptual boundary for these continua to be influenced in this way.

This represents a clear line for future work of careful norming of a wider range of
steps along these continua in order to choose the true intermediate stimuli steps. The
thorough and careful work of Luthra et al. (2021) provides one example of the merit of this
approach. With the appropriately ambiguous consonant steps in hand, a more conclusive
repetition of the current experiment may be carried out. Should speaker gender be able
to induce different directions of PCCA effect of C1 on C2 in this case, it would represent
a strong argument for the central role of social cues in this process and the earliest stages
of perception.
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Chapter 4

Conclusion

Speech perception involves mapping from a highly variable, multi-dimensional signal
to an abstract representation of the speaker’s intended utterance. Listeners are adept at
this task, and can consistently arrive at a correct interpretation of the message despite
distractions, variability in the signal, and deteriorated or obscured cues. Previous work
has demonstrated that one strategy listeners employ during the speech perception task is
taking advantage of the multi-dimensional aspect of the speech signal and drawing upon
many informative, and often redundant cues in the signal. One such set of informative
cues are the social characteristics of a speaker or community, which can become correlated
with particular linguistic variables and which listeners can use to guide their perception.
This dissertation investigated the extent to which social cues are recruited during speech
perception, focusing on determining whether these cues are mainly active during later
decision stages of perception or whether they are also recruited during the earliest stages
of perceptual activity.

First, I investigated how social cues interacted with other acoustic cue during a series
of selective adaptation experiments. In this experimental paradigm, listeners are exposed
to repeated instances of clear exemplars of a category which typically results in a decrease
in later categorizations of a stimulus continuum as being members of the exposure cate-
gory (e.g., being exposed to many clear instances of /S/ leading to less “SH” responses
to a /S/-/s continuum). Previous work has demonstrated that lexical frames (e.g., in in-
stances of the Ganong effect) can bias ambiguous stimuli to induce selective adaptation
differentially, causing adaptive shifts consistent with the phoneme associated with the
lexical frame. This leads to the prediction that social cue information, if it is active at the
earliest stages of perception which selective adaptation is argued to occur at, should also
be able to guide the interpretation and thus the selective adaptive behavior of ambiguous
sounds. While the series of experiments show robust replications of the established selec-
tive adaptation effect, we do not observe evidence for the influence of social cues (either
acoustic cues to gender or sexuality, or visual face gender cues) on selective adaptation
behavior.

Next, I presented categorization and real-time eye-tracking data from a compensa-
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tion for coarticulation experiment in which classical effects of perceptual compensation
for coarticulation (PCCA) were replicated. For example, listeners consistently catego-
rized stimuli more often as /k/ than /t/ when the token was preceded by /s/ rather
than /S/. Additionally, these patterns were observed in real-time, as listeners fixated
to PCCA-consistent targets quicker and more often than targets not consistent with the
PCCA effect. Given the obtained perceptual influence of the first consonant on the second
consonant, our critical prediction was that social cues would mediate the perception and
subsequent PCCA influences of our first consonant. These perceptual influences would
be detected indirectly via the PCCA influence on the second consonant categorizations,
thus providing evidence for the early and influential role of this social information. Like
the selective adaptation experiments, however, we did not observe evidence for the influ-
ence of social cues (here, acoustic gender information) on the PCCA effect.

Taken as a whole, these experimental results provide support for the position that so-
ciophonetic cues may be restricted in their influence to later decision stages of perception,
rather than earlier stages of perception. This interpretation rests on the assumption that
the critical difference between categorization on the one hand and compensation for coar-
ticulation and selective adaptation effects on the other is the stage at which their effects
are active. An alternative account, say in the nature of representations drawn upon in
each effect, that separates these sets of experiments would also be consistent with the
empirical results presented here. Further experimentation replicating and extending the
research carried out here will provide further support and evidence for the role of socio-
phonetic cues in perception and continue to inform and shape our models of phonetic
knowledge and perception.
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Appendix A

Experiment Materials/Preregistration
Selective Adaptation Exp. 1 https://osf.io/2zj97/

Selective Adaptation Exp. 2 https://osf.io/r5wta/

Selective Adaptation Exp. 3 https://osf.io/m4dy7/

Selective Adaptation Exp. 4 https://osf.io/brx5h/

Selective Adaptation Exp. 5 https://osf.io/xdtwr/

Eyetracking Experiment https://osf.io/edgxq/

Table A.1: Experiment Materials and Preregistrations

https://osf.io/2zj97/
https://osf.io/r5wta/
https://osf.io/m4dy7/
https://osf.io/brx5h/
https://osf.io/xdtwr/
https://osf.io/edgxq/
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Appendix B

Exposure Gender Exposure Fricative .epred .lower .upper .width

1 Intermediate Step Intermediate Step 0.58 0.52 0.65 0.66
2 Intermediate Step Likely Perceived ”S” 0.63 0.56 0.69 0.66
3 Intermediate Step Likely Perceived ”SH” 0.54 0.47 0.61 0.66
4 Likely Perceived Woman Intermediate Step 0.49 0.41 0.55 0.66
5 Likely Perceived Woman Likely Perceived ”S” 0.56 0.49 0.62 0.66
6 Likely Perceived Woman Likely Perceived ”SH” 0.54 0.47 0.62 0.66
7 Likely Perceived Man Intermediate Step 0.57 0.51 0.64 0.66
8 Likely Perceived Man Likely Perceived ”S” 0.70 0.64 0.77 0.66
9 Likely Perceived Man Likely Perceived ”SH” 0.52 0.45 0.59 0.66

10 Intermediate Step Intermediate Step 0.58 0.47 0.69 0.89
11 Intermediate Step Likely Perceived ”S” 0.63 0.52 0.75 0.89
12 Intermediate Step Likely Perceived ”SH” 0.54 0.43 0.65 0.89
13 Likely Perceived Woman Intermediate Step 0.49 0.37 0.60 0.89
14 Likely Perceived Woman Likely Perceived ”S” 0.56 0.44 0.66 0.89
15 Likely Perceived Woman Likely Perceived ”SH” 0.54 0.42 0.66 0.89
16 Likely Perceived Man Intermediate Step 0.57 0.46 0.67 0.89
17 Likely Perceived Man Likely Perceived ”S” 0.70 0.59 0.80 0.89
18 Likely Perceived Man Likely Perceived ”SH” 0.52 0.40 0.63 0.89

Table B.1: Experiment 1 Posterior HDI Estimates for Post-test block (block 6) and Middle
Sibilant Step (3)
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Exposure Gender Exposure Fricative .epred .lower .upper .width

1 Intermediate Step Intermediate Step 0.47 0.38 0.55 0.66
2 Intermediate Step Likely Perceived ”S” 0.66 0.60 0.72 0.66
3 Intermediate Step Likely Perceived ”SH” 0.53 0.45 0.61 0.66
4 Likely Perceived Woman Intermediate Step 0.50 0.43 0.57 0.66
5 Likely Perceived Woman Likely Perceived ”S” 0.65 0.58 0.71 0.66
6 Likely Perceived Woman Likely Perceived ”SH” 0.39 0.32 0.45 0.66
7 Likely Perceived Man Intermediate Step 0.71 0.64 0.78 0.66
8 Likely Perceived Man Likely Perceived ”S” 0.85 0.82 0.90 0.66
9 Likely Perceived Man Likely Perceived ”SH” 0.52 0.45 0.60 0.66

10 Intermediate Step Intermediate Step 0.47 0.35 0.63 0.89
11 Intermediate Step Likely Perceived ”S” 0.66 0.55 0.76 0.89
12 Intermediate Step Likely Perceived ”SH” 0.53 0.39 0.65 0.89
13 Likely Perceived Woman Intermediate Step 0.50 0.39 0.61 0.89
14 Likely Perceived Woman Likely Perceived ”S” 0.65 0.54 0.76 0.89
15 Likely Perceived Woman Likely Perceived ”SH” 0.39 0.27 0.50 0.89
16 Likely Perceived Man Intermediate Step 0.71 0.59 0.81 0.89
17 Likely Perceived Man Likely Perceived ”S” 0.85 0.79 0.91 0.89
18 Likely Perceived Man Likely Perceived ”SH” 0.52 0.40 0.64 0.89

Table B.2: Experiment 2 Posterior HDI Estimates for Post-test block (block 4) and Middle
Sibilant Step (3)
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Exposure Gender Exposure Fricative .epred .lower .upper .width

1 Intermediate Step Intermediate Step 0.49 0.43 0.55 0.66
2 Intermediate Step Likely Perceived ”S” 0.63 0.57 0.69 0.66
3 Intermediate Step Likely Perceived ”SH” 0.41 0.35 0.48 0.66
4 Likely Perceived Woman Intermediate Step 0.54 0.49 0.61 0.66
5 Likely Perceived Woman Likely Perceived ”S” 0.64 0.57 0.70 0.66
6 Likely Perceived Woman Likely Perceived ”SH” 0.52 0.45 0.58 0.66
7 Likely Perceived Man Intermediate Step 0.54 0.48 0.61 0.66
8 Likely Perceived Man Likely Perceived ”S” 0.70 0.64 0.76 0.66
9 Likely Perceived Man Likely Perceived ”SH” 0.50 0.44 0.58 0.66

10 Intermediate Step Intermediate Step 0.49 0.39 0.59 0.89
11 Intermediate Step Likely Perceived ”S” 0.63 0.53 0.73 0.89
12 Intermediate Step Likely Perceived ”SH” 0.41 0.31 0.52 0.89
13 Likely Perceived Woman Intermediate Step 0.54 0.43 0.65 0.89
14 Likely Perceived Woman Likely Perceived ”S” 0.64 0.52 0.73 0.89
15 Likely Perceived Woman Likely Perceived ”SH” 0.52 0.40 0.63 0.89
16 Likely Perceived Man Intermediate Step 0.54 0.42 0.65 0.89
17 Likely Perceived Man Likely Perceived ”S” 0.70 0.59 0.79 0.89
18 Likely Perceived Man Likely Perceived ”SH” 0.50 0.40 0.63 0.89

Table B.3: Experiment 3 Posterior HDI Estimates for Post-test block (block 4) and Middle
Sibilant Step (3)
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Exposure Gender Exposure Fricative .epred .lower .upper .width

1 Intermediate Step Intermediate Step 0.67 0.61 0.75 0.66
2 Intermediate Step Likely Perceived ”S” 0.70 0.65 0.78 0.66
3 Intermediate Step Likely Perceived ”SH” 0.46 0.38 0.52 0.66
4 Likely Perceived Woman Intermediate Step 0.59 0.52 0.66 0.66
5 Likely Perceived Woman Likely Perceived ”S” 0.66 0.59 0.74 0.66
6 Likely Perceived Woman Likely Perceived ”SH” 0.48 0.40 0.55 0.66
7 Likely Perceived Man Intermediate Step 0.61 0.55 0.69 0.66
8 Likely Perceived Man Likely Perceived ”S” 0.76 0.71 0.82 0.66
9 Likely Perceived Man Likely Perceived ”SH” 0.50 0.42 0.58 0.66

10 Intermediate Step Intermediate Step 0.67 0.55 0.78 0.89
11 Intermediate Step Likely Perceived ”S” 0.70 0.59 0.81 0.89
12 Intermediate Step Likely Perceived ”SH” 0.46 0.34 0.58 0.89
13 Likely Perceived Woman Intermediate Step 0.59 0.47 0.71 0.89
14 Likely Perceived Woman Likely Perceived ”S” 0.66 0.55 0.78 0.89
15 Likely Perceived Woman Likely Perceived ”SH” 0.48 0.35 0.61 0.89
16 Likely Perceived Man Intermediate Step 0.61 0.50 0.73 0.89
17 Likely Perceived Man Likely Perceived ”S” 0.76 0.66 0.85 0.89
18 Likely Perceived Man Likely Perceived ”SH” 0.50 0.37 0.63 0.89

Table B.4: Experiment 4 Posterior HDI Estimates for Post-test block (block 4) and Middle
Sibilant Step (3)
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Exposure Sexuality Exposure Fricative .epred .lower .upper .width

1 Intermediate Step Intermediate Step 0.47 0.41 0.54 0.66
2 Intermediate Step Likely Perceived ”S” 0.66 0.60 0.72 0.66
3 Intermediate Step Likely Perceived ”SH” 0.57 0.50 0.64 0.66
4 Likely Perceived Gay Man Intermediate Step 0.47 0.40 0.53 0.66
5 Likely Perceived Gay Man Likely Perceived ”S” 0.66 0.60 0.73 0.66
6 Likely Perceived Gay Man Likely Perceived ”SH” 0.32 0.26 0.38 0.66
7 Likely Perceived Straight Man Intermediate Step 0.54 0.48 0.61 0.66
8 Likely Perceived Straight Man Likely Perceived ”S” 0.73 0.68 0.79 0.66
9 Likely Perceived Straight Man Likely Perceived ”SH” 0.46 0.39 0.53 0.66

10 Intermediate Step Intermediate Step 0.47 0.36 0.58 0.89
11 Intermediate Step Likely Perceived ”S” 0.66 0.55 0.75 0.89
12 Intermediate Step Likely Perceived ”SH” 0.57 0.46 0.68 0.89
13 Likely Perceived Gay Man Intermediate Step 0.47 0.36 0.58 0.89
14 Likely Perceived Gay Man Likely Perceived ”S” 0.66 0.54 0.76 0.89
15 Likely Perceived Gay Man Likely Perceived ”SH” 0.32 0.22 0.42 0.89
16 Likely Perceived Straight Man Intermediate Step 0.54 0.43 0.64 0.89
17 Likely Perceived Straight Man Likely Perceived ”S” 0.73 0.63 0.82 0.89
18 Likely Perceived Straight Man Likely Perceived ”SH” 0.46 0.35 0.57 0.89

Table B.5: Experiment 5 Posterior HDI Estimates for Post-test block (block 4) and Middle
Sibilant Step (3)
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