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Abstract 12 

The 2010 Mw 7.2 El Mayor-Cucapah Earthquake is the largest event recorded in the broader 13 

Southern California – Baja California region in the last 18 years. Here we try to analyze primary 14 

features of this type of event by using dynamic rupture simulations based on a multi fault 15 

interface and later compare our results with space geodetic models. Our results show that, 16 

starting from homogeneous prestress conditions, slip heterogeneity can be achieved as a result of 17 

variable dip angle along strike and the modulation imposed by stepover segments. We also 18 

considered effects from a topographic free surface and find that, although this does not produce 19 

significant first-order effects for this earthquake, even a low topographic dome such as the 20 



Cucapah range can affect the rupture front pattern and fault slip rate. Finally, we inverted 21 

available InSAR data, using the same geometry as the dynamic rupture model, and retrieved the 22 

space geodetic slip distribution that serves to constrain the dynamic rupture models. The one to 23 

one comparison of the final fault slip pattern generated with dynamic rupture models and the 24 

space geodetic inversion show good agreement. Our results lead us to the following conclusion: 25 

in a possible multi-fault rupture scenario, and if we have first order geometry constraints, 26 

dynamic rupture models can be very efficient in predicting large scale slip heterogeneities that 27 

are important for the correct assessment of seismic hazard and the magnitude of future events. 28 

Our work contributes to understanding the complex nature of multi-fault systems. 29 

1. Introduction 30 

The occurrence of multi-fault M>7 events in the last 15 years has stimulated research that aims 31 

to better understand the dynamics of large continental earthquakes. These developments are due 32 

to two main reasons. First, the collection of new, comprehensive geophysical datasets provides 33 

unprecedented and extensive coverage of these events. Second, the rise of supercomputers and 34 

advanced numerical techniques allows researchers to simulate large and complex fault ruptures 35 

(e.g., Heinecke et al., 2014) that include significant realism such as complex fault geometry and 36 

surface topography (e.g., Ely et al., 2010).   37 

In particular, these advances have led to improvements in our ability to simulate dynamic 38 

earthquake ruptures with increasing sophistication and detail. A dynamic rupture model is a 39 

computational simulation in which initial physical conditions (e.g., the distribution of pre-event 40 

stress magnitudes and directions) and assumed physical properties (e.g., friction laws and 41 

associated parameters) are applied to a model domain and fault geometry. An earthquake is 42 

nucleated when the shear stress on one or more fault elements exceeds its static frictional 43 



strength, typically through some sort of artificial nucleation. This simulated earthquake rupture 44 

then propagates spontaneously along the model fault surface(s) according to the available stress 45 

and any dynamic weakening mechanisms permitted under the friction laws used. In this way, it is 46 

possible to gain insights into: the physical conditions under which an earthquake rupture is able 47 

to initiate, propagate and ultimately stop; the speed of the fault rupture; the magnitude, rate and 48 

distribution of fault slip; and the strong ground motions that accompany the rupture. In the case 49 

of a complex multi-segment rupture, we can additionally infer the sequence of events and 50 

conditions in which a rupture successfully jumps or otherwise propagates between fault segments 51 

(e.g., Harris and Day, 1993; Lozos et al., 2011). 52 

 We focus our attention in this study on the M7.2 El Mayor-Cucapah (hereafter 53 

‘Cucapah’) earthquake, which occurred on at least seven subparallel segments of a fault system 54 

extending geographically from the Yuha Desert, southern California at its northern end, across 55 

the international border into northern Baja California, Mexico, through the Sierra Cucapah and 56 

Sierra El Mayor, and ending within the Colorado River Delta (e.g. Fletcher et al., 2014). 57 

Our interest in this event arises from three main reasons. First, the complex, multi-segment 58 

nature of the causative fault system has implications for the physics of the rupture and slip 59 

process, and in particular on how we may estimate the potential slip in earthquakes on such 60 

structures.  Second, this earthquake took place in close proximity to three major fault systems in 61 

Southern California (the San Andreas, Imperial, and Elsinore faults), and this event caused 62 

triggered earthquakes and slip on these faults to the north. Finally, we note that this event may 63 

resemble potential future events in more populated regions in Southern California and elsewhere, 64 

where there may be less-characterized fault systems directly adjacent to more well-known ones. 65 

The last two times an earthquake of this size hit the Southwestern US/Northwest Mexico were 66 



the 1999 Mw 7.1 Hector Mine Earthquake (e.g. USGS, 2000) and the 1992 Mw 7.3 Landers 67 

Earthquake (e.g., Hauksson et al., 1993; Olsen et al., 1997), both of which took place on a 68 

somewhat analogous systems of non-coplanar fault segments. Fortunately, both of these events 69 

and the Cucapah event took place in a less-populated desert environment, but future earthquakes 70 

may not be in such fortunate locations. 71 

Although the near-source seismic data coverage is not as good as if the Cucapah event had 72 

occurred in a more populated region, it has still been well characterized by multiple data sets, 73 

including seismological, geological, space geodetic (InSAR and GPS), geodetic imaging 74 

(UAVSAR), and LiDAR. These data have given rise to studies of both the coseismic and 75 

postseismic processes for this event, including observations of triggered seismicity and slip in the 76 

region (Haukkson et al., 2011; Rymer et al., 2011; Wei, S. et al., 2011; Wei, M. et al, 2011; 77 

Graves and Aagaard, [2011];Oskin et al., 2012; Pollitz et al., 2012; Castro et al., 2013; Kroll et 78 

al., 2013; Fletcher et al., 2014; Gonzalez-Ortega et al., 2014; Donnellan et al., 2014; Rollins et 79 

al., 2015; Spinler et al., 2015; Fletcher et al., 2016; Hines and Hetland [2016]; Huang et al., 80 

2017). The earthquake has been variously characterized as both “superficially simple” (Wei, S. et 81 

al., 2011) and “complex” (Fletcher et al., 2016). The differences may arise from the fact that 82 

different approaches using different datasets may focus on different aspects of the earthquake 83 

and draw different conclusions on its complexity.  84 

The research produced by the various groups can be categorized into two main areas: coseismic 85 

and postseismic effects. The global centroid moment tensor (GCMT, www.globalgcmt.org) 86 

shows a right lateral strike slip event (M0=7.62e+19, Mw =7.2) but with a considerable non-87 

double couple component. Prior studies (Hauksson et al., 2011; Wei, S. et al., 2011) indicate that 88 

this event nucleated on a N-S oriented normal fault that is adjacent to the main fault system, 89 



which could at least partially explain this effect. Wei, S. et al. (2011) also showed that rupture 90 

propagated bi-laterally, towards the NW and SE.  Models that incorporate geodetic data 91 

represent the interface geometry as a concatenation of 4 to 8 faults and with maximum slip 92 

between 5 and 6m (Fialko et al., 2010, Wei et al., 2011, Gonzalez-Ortega et al., 2014, Huang et 93 

al., 2017). They also show that the majority of slip occurred in the northern region of the fault 94 

interface. Studies based on geologic investigations (e.g. Fletcher et al., 2014) and/or studies 95 

supported by LiDAR observations (Oskin et al., 2012) highlight the complex rupture pattern of 96 

this event, and in particular the activation of several smaller segments near the surface. 97 

Postseismic investigations demonstrated the effectiveness of the El Mayor-Cucapah event in 98 

triggering seismicity (Kroll et al., 2013) and aseismic slip (Donnellan et al., 2014) on 99 

neighboring structures to the north, including the Brawley geothermal area and the San Jacinto 100 

fault zone of Southern California (Meng et al., 2014). Furthermore, the first years following the 101 

El Mayor-Cucapah event provided the opportunity to study the mechanisms driving the 102 

postseismic phase (Gonzalez-Ortega et al., 2014) and allowed investigations of the rheological 103 

properties of the local mantle (Pollitz et al., 2012, Rollins et al., 2015, Spinler et al., 2015, Hines 104 

and Hetland, 2016). 105 

As our ability increases to model the dynamics of highly complex earthquakes on 106 

multiple faults, we must bear in mind that these models must be based on and consistent with 107 

actual geophysical data. Therefore, it is useful to combine some sort of data-driven inverse 108 

model with the forward dynamic rupture modeling, such as in the case of the 1992 Landers 109 

earthquake (Olsen et al., 1997) the 2002 Denali fault earthquake (Oglesby et al., 2004), and the 110 

2010 Haiti earthquake (Douilly et al., 2015). Inverse models can constrain the parameter space of 111 

the dynamic models by providing a target for their slip distribution and rupture evolution, and the 112 



dynamic models in turn can provide physical insight into the physics underlying the 113 

observations.  114 

Our goals are multi-fold. First, we perform 3D dynamic rupture models to investigate the 115 

physical sources of the heterogeneous slip pattern of the Cucapah event, including effects from 116 

the non-planar, variably-dipping fault geometry and the surface topography.  Second, we use 117 

geodetic data to infer the slip distribution of the Mw 7.2 2010 El Mayor-Cucapah earthquake. 118 

Finally, we investigate how the fault structure and surface topography affect near-source ground 119 

motion, with implications for our understanding of fault dynamics and ground motion in general. 120 

2. Methods 121 

a. InSAR Data  122 

The surface rupture of the El Mayor-Cucapah earthquake is covered by four different tracks of 123 

the Japanese Aerospace Exploration Agency (JAXA) ALOS PALSAR instrument – two in 124 

ascending track geometries and two in descending track geometries (Figure 1). Details of these 125 

data are given in Table 1. We process coseismic interferograms for each of these tracks using the 126 

JPL/Caltech ROI_PAC software (Rosen et al., 2004). Topographic artifacts are removed using a 127 

3 arc second digital elevation model from the Shuttle Radar Topography Mission (SRTM; Farr et 128 

al., 2007); in each case, the altitude of ambiguity (height change necessary to generate a single 129 

fringe) for our interferograms is several times larger than the estimated relative height error for 130 

SRTM data in North America (7.0 m), implying that topographic height errors should not be a 131 

significant source of error in our data. A branch-cut algorithm (e.g. Goldstein et al., 1988) is used 132 

to unwrap the interferometric phase.  133 

To reduce the volume of data to a manageable number of data points, and recognizing the 134 

highly correlated nature of InSAR displacement data, we downsample our interferograms using a 135 



curvature-based quadtree decomposition (e.g. Simons et al., 2002), specifying a common 136 

maximum curvature per quadtree cell. In this way, we reduce the number of data points from 137 

millions to ~5700.   138 

b. 3D Finite Element Model 139 

The numerical representation of a complex event such as the Mw 7.2 2010 El Mayor-Cucapah 140 

earthquake is a difficult task. The generation of the model geometry presents several challenges 141 

that include the implementation of a multi-segment fault surface (Figure 1) and an accurate 142 

topographic surface. Furthermore, dynamic rupture simulations require the generation of a very 143 

dense mesh across the fault interface (in order to resolve rupture propagation). In addition, a 144 

mesh algorithm that applies a refinement gradient near the nonplanar fault surface provides 145 

computational efficiency. By adding these features to our model, we investigate the effect that a 146 

varying dip angle (Figure 1) and fault stepovers have on rupture propagation and slip, as well as 147 

the effect of accurate topography on both fault slip rate and ground motion.  148 

Our model domain is centered on the Sierra Cucapah mountain range and has dimensions 149 

of 160 km X 160 km x 40 km (Figure 2). The fault geometry is based on the multi-fault model 150 

from Fialko et al., 2010, which is also used in Gonzalez-Ortega et al., 2014 (see table 2 in cited 151 

paper). Although it is a simplified version of the complex network of minor faults activated 152 

during the 2010 event, this geometry captures first-order fundamental features such as the 153 

presence of several fault segments as well as the variation of dip angle along strike. The 154 

topography of the model is extracted from the ETOPO1 dataset (Amante and Eakins, 2009) and 155 

is down-sampled before the actual model implementation to a discretization of 400m. We 156 

anticipate that due to the low altitude of the Sierra Cucapah mountain “dome” (a max height of 157 

~1000m) we would not expect to see first-order effects on the final slip distribution. See Figure 158 



S1 for a zoomed in view of the mesh near Sierra Cucapah. However, the detail of our 159 

topographic surface (an element size of ~400 m) allows for a thorough investigation of the 160 

effects that an irregular free surface can have on the time-dependent rupture process, especially 161 

near the surface.  162 

After the fault geometry and surface topography are implemented, our final mesh is 163 

composed of approximately ~37 million hexahedral elements. The volume surrounding the fault 164 

interface (~1.3km on each side), is meshed with ~133m elements, while for the outer part of the 165 

domain the mesh size increases to ~400m. The change of the mesh size away from the fault 166 

interface is achieved with the use of a specific refining algorithm that triplicates the size of the 167 

hexes while also preserving the quality of the mesh. The software used for the generation of both 168 

geometry and mesh is Trelis 15.1 (www.csimsoft.com). 169 

c. Dynamic Rupture Simulations 170 

The complex mesh described in the previous section (Figure 2) is the basis for a series of 3D 171 

dynamic rupture experiments. We use the finite element code FaultMod (Barrall, 2009). This 172 

code allows for the full 3D simulation of dynamic rupture occurring along a fault surface with 173 

the coupled off-fault wave propagation, including ground motion. Possible artificial wave 174 

reflections from the boundaries of the finite model domain are avoided by using absorbing 175 

boundary conditions. FaultMod has been extensively tested and validated under the SCEC/USGS 176 

benchmarking exercise (Barall, 2009; Harris et al., 2009). Part of our computations were made 177 

using XSEDE supercomputer resources (Towns et al., 2014). A key element in any dynamic 178 

rupture simulation is a physical law that describes the evolution of friction as a function of a 179 

fundamental parameter such as slip or slip rate. Fault friction has a controlling role in earthquake 180 

dynamics, including effects on the stress drop, rupture path, and final slip distribution (e.g., 181 



Andrews, 1976; Day, 1982; Harris and Day, 1993; Andrews, 2005; Oglesby et al., 2008). The 182 

fault friction law chosen for our experiments is linear slip weakening (e.g., Ida, 1972, Andrews, 183 

1976). A set of initial parameters including the static (μstatic) and dynamic (μdynamic) coefficients 184 

of friction and the slip weakening distance d0 are reported in Table 2. The graphical and 185 

mathematical representation that synthesizes the linear slip weakening law used here is shown in 186 

Figure 3 and the following equation:  187 

 188 

where μ is the frictional coefficient, Duis the cumulative slip at a location on the fault, and d0 is 189 

the slip weakening parameter.   190 

The nucleation site is near the USGS epicentral location 191 

(https://earthquake.usgs.gov/earthquakes/eventpage/ci14607652#executive) of the event, and is 192 

approximately in the middle of the fault surface along strike, and at a depth of ~9.5 km. Rupture 193 

is allowed for a total length of ~120km along strike. The locking depth is set to be at 20km. The 194 

model is initially pre-stressed with constant traction values corresponding to an average 195 

presumed stress drop of 2.4MPa under constant normal stress conditions (Table 1). The static 196 

and dynamic friction coefficients are set to be 0.84 and 0.54 respectively. For simplicity and to 197 

allow for a focus on fault geometric and surface topographic effects, we incorporate 198 

homogeneous, generic crustal properties (e.g., Mooney et al., 1998) with a Poisson ratio of 0.25 199 

(Table 2). To accurately model the earthquake process, our FEM discretization must resolve: (1) 200 

the time it takes a P-wave to cross the smallest element dimension, and (2) the breakdown 201 

m =

mdynamic -mstatic

d0

Du+mstatic  ,        Du < d0

 mdynamic  ,                                  Du ³ d0

ì

í
ïï

î
ï
ï



process across rupture front (Palmer and Rice, 1973).  Therefore, we check the general (Courant-202 

Friedrichs-Lewy) condition (e.g., Andrews, 1985): 203 

 204 

where x is the smallest element size, t is one time step (that is constant throughout the model 205 

duration).  Also, we check that the number of elements in the breakdown zone is 4 or more to 206 

verify that the stress increase/drop around the rupture front is sufficiently resolved (e.g., 207 

Andrews, 2004; Ryan and Oglesby, 2014).  Preliminary experiments indicate that a slip 208 

weakening parameter of 50cm allows for resolution of the breakdown process, and also allows 209 

slip to propagate across the entire fault. Artificial rupture nucleation is achieved by an expanding 210 

zone of increased (strike-slip) shear stress within a preset radius of 5 km centered around the 211 

simulated hypocenter (see Figure 4B); rupture then propagates spontaneously based on the 212 

prestress, friction formulation, fault geometry, and material/model properties.  Note that we limit 213 

the size of the nucleation zone so that artificial nucleation has minimal effects on the slip 214 

distribution outside the nucleation region. 215 

3. Dynamic Rupture Simulation Results 216 

a. Dynamic rupture propagation and slip 217 

Our 3D dynamic model produces a complex pattern of rupture propagation and slip that is 218 

affected by the fault geometry. In Figure 4 we show snapshots of stress, slip, and slip rate at 219 

representative times for the propagation of rupture. Figure 4A shows the model in elastostatic 220 

equilibrium (i.e., before nucleation). Figure 4B shows the rupture at t=2 s (i.e. 2 seconds after 221 

nucleation). In this initial stage of the rupture we see a standard propagating rupture front as seen 222 

by perturbations in shear stress, fault slip, and slip rate. There is a roughly circular concentration 223 

of shear stress ahead of the crack tip, a concentration of slip rate right behind the crack tip, and a 224 

Dx ³VpDt



growing patch of slip.  There is no change in normal stress at this time since no signal has yet 225 

reached the free surface (Oglesby et al., 1998; Oglesby et al., 2000) or any fault areas with 226 

complex geometry (e.g., Harris and Day, 1993; Aochi et al., 2002). At t=12 s (Figure 4B), the 227 

rupture front has now reached the free surface and begun to propagate across two of the fault 228 

segments with different dip angles along strike. The combination of the right lateral strike slip 229 

motion with the right stepover geometry generates unclamping (i.e., reduces normal stress) of the 230 

fault in the stepover region, which facilitates rupture propagating bilaterally towards the north 231 

and south. In particular, as rupture approaches the step-over, slip on the main fault unclamps the 232 

step-over ahead of it, facilitating propagation through the step-over. Subsequently, slip on the 233 

step-over causes clamping along the edges of the main fault segments (adjacent to the step-over), 234 

but this effect is not sufficient to terminate rupture. At the same time, shear stress also decreases 235 

at the (smaller scale) stepovers because of both the decrease in friction with slip as well as 236 

dynamic changes in normal stress. We also see an amplification of the fault slip rate up to values 237 

of 2.5m/s as rupture reaches the free surface. At t=20 s (Figure 4C), as rupture proceeds in both 238 

directions, the slip pattern appears relatively symmetric with respect to the nucleation site and as 239 

it was in the previous time snapshot. Rupture propagates around the significant change in dip 240 

angle to the south, where the dip changes from vertical to 59 degrees. Fault slip is now above 2.0 241 

m along most of the current rupture surface. At t=40 s after nucleation (Figure 4D), rupture has 242 

fully developed and slip has reached its final pattern. The final slip and stress pattern emphasizes 243 

the importance that fault geometry – an irregular fault interface with varying dip angle – has in 244 

our simulations. Although we started our simulation with constant traction values across the 245 

fault, the heterogeneity of the final slip distribution is striking. The changes in dip angle as well 246 

the unclamping and clamping caused by the step-overs modulates normal and shear stress, and 247 



thus generates a slip distribution with variations in both intensity and pattern. Lobes of high and 248 

low slip are observed in both the along strike and along dip directions. The maximum value of 249 

slip, 5m, occurs at our hypocenter, and is likely affected by our artificial nucleation at that 250 

location, with little effect on the slip elsewhere. The final slip distribution is asymmetric, with 251 

most slip concentrated on the northern side of the fault and with values greater than 3.75-4m. 252 

Maximum values of 3.5m meters are observed south of the nucleation zone. The final slip values 253 

correspond to M0=2.015E+20 Nm (using a 27 GPa shear modulus value), equivalent to a Mw of 254 

7.47. Our preferred dynamic model produces a seismic moment that is larger than that inferred 255 

by Hauksson et al., 2011, although it matches our own geodetic model (below) rather well. We 256 

could match the seismological moment more precisely through trial and error by downscaling 257 

our initial stress values, but instead we choose to focus on the large-scale slip distribution of this 258 

event and its time-dependence. 259 

b. Fault slip rate modulation caused by topography 260 

Unlike many such simulations, our dynamic model of the El Mayor-Cucapah event includes an 261 

accurate representation of the surface topography. The effect of topography has been previously 262 

investigated through point sources and kinematic models and has been shown that might have 263 

significant effect in the radiated wavefield (Lee at al., 2009, Ma et al., 2007). We may analyze 264 

the effect of the Sierra Cucapah topography on the rupture process by comparing the results to 265 

those from an otherwise-equivalent flat topography model. For that reason, we generated an 266 

FEM model that shares the exact same fault geometry, material and frictional properties, and 267 

stress pattern as the topographic model, but bounded at the top by a flat free surface.  268 

Figures 5, 6, and 7 display comparisons between these experiments. As anticipated 269 

earlier, the topography does not have first order effects on fault slip intensity. However, a closer 270 



look at the fault slip rate reveals some differences between the flat and topographic models. 271 

Figure 5 compares snapshots of surface particle velocity for these two cases. Nucleation occurs 272 

in our model roughly at the center of the simulated fault, near the southern terminus of the Sierra 273 

Cucapah range and at the edge of the Colorado River delta area. Rupture then propagates 274 

bilaterally and across both the topographic dome of Sierra Cucapah and the flat surface of the 275 

delta. For that reason, the NW (left in Figure 5) propagating portion of the rupture front will 276 

experience effects from topography, while the SE front will primarily travel across a relatively 277 

flat surface. At t=7 s (Figure 5A) the surface velocity pattern appears to be similar between the 278 

two models, although differences in the absolute value are observed, especially as the rupture 279 

propagates over the Cucapah range to the left (NW) of the nucleation point. At t=12 and 13 s 280 

(Figures 5B and 5C), more obvious differences between the two models are observed in the 281 

Sierra Cucapah region, while the portion of rupture traveling on the delta shows much less of a 282 

difference. Specifically, the presence of topography appears to produce greater ground motion 283 

near the rupture front in the Cucapah region, with this motion spread over a larger area. 284 

Additional waves are observed propagating throughout the model that appear to be scattered off 285 

the topography. At t=25 s (Figure 5D), as the rupture front moves away from the highest part of 286 

the Cucapah dome (~1000m), the effect of topography decreases and the flat and topographic 287 

rupture fronts appear almost identical, but with the continued presence of additional scattered 288 

waves in the topographic model.  289 

We note that in the northern reaches of both models, the ground motion pattern is highly 290 

asymmetric across the fault due to its dipping geometry (e.g., Oglesby et al., 1998). Figure 6 291 

provides a summary of the effects of both complex fault geometry and topography on ground 292 

motion by comparing the Peak Ground Velocity (PGV) for the topographic and flat model. As 293 



explained previously, the major differences are concentrated at the highest parts of Sierra 294 

Cucapah (indicated with a black rectangle in Figure 6), north of the nucleation point.  We 295 

observe multiple patches of higher ground motion in this region for the topographic model.  To 296 

the north (left) of this region, both models show a strong asymmetry in ground motion due to the 297 

eastward-dipping fault surface in that area. 298 

An examination of the fault slip rate in the topographic and flat models can shed light on 299 

the physical origin of the ground motion differences outlined above.  In Figure 7 we show 300 

snapshots of fault slip rate (m/s) for both the flat and topographic models. The largest differences 301 

between the slip rate patterns of the flat and topographic models appear to occur beneath the 302 

topographic dome, and the intensity of these effects decreases with the reduction in topographic 303 

height.  304 

This effect correlates with differences in surface particle velocity between the 305 

topographic and flat models as well. We also examine the depth on the fault to which the 306 

dynamic rupture is affected by the topographic relief. At t=8 s (Figure 7A, B), we observe 307 

differences in both the intensity and the spatial pattern of fault slip rate. The topographic model 308 

(Figure 7B) shows a higher fault slip rate (>2m/s) that is spread over a wider area. We also note 309 

additional scattered waves propagating down the fault plane, resulting in a more complex spatial 310 

distribution of slip rate. At t=11 s (Figure 7C, D), we also note the splitting of the rupture 311 

propagation front into two major lobes (Figure 7D) instead of the compact front observed in the 312 

flat model (Figure 7C). Furthermore, the influence of topography on the fault plane appears to 313 

extend to at least 5km in depth. Surprisingly, although the maximum height of the Cucapah 314 

range is ~1000 m, the depth at which we can still observe its effects is up to five times larger. 315 

This observation implies that in other tectonic scenarios with a more prominent topography and 316 



higher topographic gradients (e.g. Nepal-Tibet, Wenchuan-China), the affected depth on the fault 317 

may be significantly larger.  318 

The effects of topography on rupture propagation and slip can be understood by a simple cartoon 319 

visualization of a vertical fault, as shown in Figure 8. Seismic waves generated at the rupture 320 

front travel ahead of it and are reflected back upon reaching the free surface due to the zero-321 

traction boundary condition there. As predicted by Snell’s Law, a seismic wave reaching the 322 

Earth’s flat free surface (Figure 8A) with an incident angle θ1 will be reflected away by the same 323 

angle. For that reason, the flat surface reflects anything other than vertically incident waves away 324 

from a vertical fault, leaving no opportunity for the waves to interact with the rupture front. In 325 

the topographic model (Figure 8B) the surface conditions are different due to the presence of the 326 

topographic dome. In this case, a portion of the seismic wave energy can be reflected directly 327 

back to the fault and contribute to the rupture and slip process because of a different incident 328 

angle with respect to the non-horizontal free surface. Thus, the implementation of a topographic 329 

surface in our FEM allows us to observe the interaction of a propagating rupture with waves 330 

reflected from the topography. The constructive or destructive interference of the reflected waves 331 

is not easy to predict; the stress perturbation inflicted on the fault by the returning waves can lead 332 

to a decrease or increase in shear and normal stress depending on the local conditions (e.g., stress 333 

perturbations, friction parameterization, topographic geometry, fault geometry etc.).  334 

In spite of these dynamic effects, the low altimetric profile of Sierra Cucapah means that the 335 

presence of topography in this specific case is not enough to significantly change the large-scale 336 

features of the model, such as the final slip distribution. The final moments of the flat and 337 

topographic models are M0=1.975E+20 Nm (Mw =7.47) and M0=2.015E+20 Nm (Mw =7.47) 338 

respectively and using a 27GPa rigidity value. The difference in moment is something expected 339 



and is attributed to the slightly larger fault area of the topographic model (the fault in the 340 

topographic model extends above the level of the fault in the flat model beneath the Cucapah 341 

dome). The final slip distributions of the two models are also similar, although we do observe 342 

some minor differences in slip amplitude in the shallower part of the model in the vicinity of the 343 

topographic dome (Supplementary Figure S2). This effect is potentially due to differences in the 344 

rupture and slip evolution and the slightly larger fault area in the topographic model. The 345 

differences observed in fault slip rate, especially the shallower part of the fault, suggest that a 346 

mountain range of large area and greater relief could play an important role in the evolution of 347 

rupture.  348 

c. Effects of Variations of the initial model setup 349 

To better understand how changes in basic parameters might affect the outcome of the final slip 350 

pattern, we tested additional models.  We specifically investigated the effect of shallower locking 351 

depth (15 and 18km instead of 20km) and lower static (0.6 instead of 0.84) and dynamic (0.10 352 

instead of 0.54) friction coefficient values. Results from these additional experiments are 353 

presented in Supplementary Figures S3 and S4. The locking depth appears to control the 354 

intensity of final slip values and the final seismic moment, a direct consequence of the reduction 355 

in available rupture area. The estimated seismic moment drops from M0=2.015E+20 Nm (Mw 356 

=7.47) in the 20km locking depth case to M0=1.708E+20 Nm (Mw =7.43) for the 18km locking 357 

depth and M0=1.253E+20 Nm (Mw =7.34) for the 15km locking depth case. As before, the shear 358 

modulus is set to 27GPa. We should also note that in the top two models (18 and 20km) the 359 

overall pattern is asymmetric with higher slip values to the north, while this pattern is not so 360 

clear in the 15km locking depth case. We also tested a model with a higher presumed fractional 361 

stress drop (2.7MPa) by using μstatic = 0.6 and μdynamic = 0.1 and with decreased initial stress 362 



values (shear stress = 3.5MPa, normal stress = 7.9MPa). Figure S4 shows a comparison of the 363 

two cases. The first and most striking difference is that in this new simulation the higher 364 

concentration of slip occurs north of the nucleation location (at 60km along strike), whereas in 365 

the original case slip decreased progressively towards the northern termination of the fault. The 366 

final moment for the high fractional stress drop model is M0=2.25E+20 (Mw=7.5). Although the 367 

final slip pattern appears asymmetric as in the original case, the gradient in the observed seismic 368 

slip has changed and now is increasing towards north. In addition, the slip pattern in this high 369 

fractional stress drop case is less heterogeneous than in our preferred model.  370 

4. Geodetic model 371 

a. InSAR inversion for slip 372 

The main goal of the geodetic inversion presented in this section is to provide a data-driven fault 373 

slip distribution that can then be physically interpreted with respect to our dynamic modeling. In 374 

particular, InSAR-based geodetic models provide spatial constraints on fault slip that can be used 375 

to analyze geometrically complex multi-segment events. The InSAR datasets used in this study 376 

provide a wide coverage on both the near and far deformation field of the Cucapah event. The 377 

linear inversion is based on a combination of FEM generated Green’s functions (GF’s), 378 

homogeneous medium with poisson ratio of 0.25, and the surface displacement field detected by 379 

four different ALOS tracks. The final product is a final slip map that we can use for comparisons 380 

with our dynamic rupture model. The finite element model used for the generation of the GF’s 381 

utilizes the same fault geometry as the dynamic rupture model, although the mesh density 382 

required for the elastostatic model is significantly lower. The geodetic model is implemented in a 383 

larger semi-spherical domain (radius = 1200km), with the fault positioned in the center (see 384 



Figure S5). We rely on the much larger size of the elastostatic model (10 times the size of the 385 

fault) to avoid boundary effects on the static deformation filed.  386 

The final mesh is composed of approximately 800,000 hexahedral elements. The mesh 387 

size is 1.5 km near the fault, and smoothly becomes larger (up to 60km) towards the boundaries 388 

and the bottom of the semi-sphere. This transition is implemented via a bias scheme that spreads 389 

radially from the center domain were the fault is implemented. The fault interface is divided into 390 

44 along-strike and 9 along-dip coincident nodes (patches) with an average size of 3 x 3 km, for 391 

a total of 396 patches. The elementary elastostatic solution-response (GF’s) for each of these 392 

patches is generated in a manner similar to previous work by Masterlark (2003), Kyriakopoulos 393 

and Newman (2016), and Kyriakopoulos et al. (2013), using the commercial finite element code 394 

ABAQUS (simulia.com). These elementary responses are calculated for both the along strike and 395 

dip directions, and are later used to populate our GF matrix, the core of our linear inversion. We 396 

use a general least squares inversion scheme with smoothing and right lateral positivity 397 

constraints based on the Matlab lsqlin function. Our final slip model is extracted through an 398 

iterative process (Figure 9B to D), comparing solutions with increasing roughness and lower 399 

residuals as described in Jonsson et. al, 2002. Our model is calibrated to simultaneously fit the 400 

four InSAR ALOS datasets (tracks t211, t212, t532 and t533). Our selected slip model is shown 401 

in Figure 9B. Modeled and observed InSAR points are presented in Figure S6 and S7. 402 

The overall slip pattern appears to be asymmetric from north to south. More specifically, the 403 

northern part of the fault is characterized by slip values greater than 3.0m (large orange to red 404 

slip area between 60-100km along strike) distributed at depths shallower than 9-10km. In the 405 

southern part, the slip intensity decreases to values between 2-3 m. The only exception consists 406 

on a secondary concentration of slip at the southern end of the fault model (at 140km along 407 



strike), with maximum slip of 3-3.5 m. The larger slip values correspond with the steep part of 408 

the fault (dip angles of 71-79 degrees). The maximum depth of significant (>1.5 m) slip varies 409 

between 5 and 18km as we move from north to south. A smaller concentration of slip, separated 410 

from the main rupture, is also observed at the northern end of the fault (between 20-40km along 411 

strike) on a somewhat deeper part of the fault interface. This feature is likely to be the result of 412 

noise in the data or artifacts of an orbital ramp included in the ALOS data. The geodetic moment 413 

estimated using the slip distribution from our preferred model, with shear modulus equal to 414 

27GPa, is M0=1.759E+20 N m, equivalent to Mw=7.43, higher than the Mw 7.2 estimated with 415 

seismological methods. However, this value drops to M0=0.652E+20 N m, equivalent to Mw 416 

7.15, if we use a 10GPa shear modulus value that characterizes better the shallower and less 417 

compacted rocks. Finally, if instead we use an average 20GPa, the final moment is 418 

M0=1.303E+20 Nm, equivalent to Mw 7.35.  In general, the larger moment is likely due to two 419 

main factors: a slip concentration in the deeper part related to orbital ramps and noise in the data, 420 

and the inclusion of aseismic afterslip in the geodetic model.  421 

b. Comparison between the dynamic and geodetic models 422 

Dynamic rupture simulations and geodetic models provide us with complementary approaches 423 

for the study of earthquake slip in the Cucapah event, with the dynamic forward model being 424 

based on a small number of physical assumptions, and the inverse geodetic model based on data 425 

and a different set of physical assumptions. For the dynamic rupture model, we assume in 426 

advance the prestress values, the friction law, and the fault geometry. The inverse geodetic 427 

model also depends on the choice of basic parameters such as the fault geometry, as well as the 428 

choice of constraints (e.g. positivity, smoothing) within the inversion algorithm. The dynamic 429 

rupture model produces a time-dependent solution based on the evolution of the friction law, 430 



while the InSAR geodetic model is essentially static because it is based on the acquisition of pre- 431 

and a post-earthquake radar images. The dynamic method is a fundamental tool to understand 432 

underlying fault rupture processes, whereas the geodetic model provides constraints and 433 

validation. The complementarity of these two methods motivates us to use them independently 434 

and compare their results. We specifically compare the geodetic model with the dynamic rupture 435 

model bounded by the flat free surface, since our geodetic model does not include topography. 436 

The two models show a significant first order agreement, especially in the main segments, while 437 

slip in the step overs is less similar. The common features can be summarized as follows: 1) Slip 438 

appears asymmetrically distributed in both cases, with higher slip to the north; 2) The maximum 439 

slip values range between 4-5 m; 3) The majority of slip appears concentrated above 10km 440 

depth; 4) In the main segments, the location of high slip patches appear to correspond in the two 441 

models. For example, the high slip in both models is between 60-100km along strike; 5) The 442 

final seismic moment is similar (M0
drupt_flat

=1.975E+20 Nm and M0
geod

 = 1.759E+20 Nm) if we 443 

use for our calculation a 27GPa shear modulus. Conversely, the main differences include: 1) The 444 

dynamic rupture model shows higher slip values (green color) at depth between 40-60km and 445 

100-120km along strike; 2) Slip depth variations are stronger in the geodetic model, although 446 

this is affected by the weight of smoothing; 3) Slip in the step-over segments of the fault is 447 

higher in the dynamic rupture model. This is the unavoidable effect of the assumed constant 448 

traction. 449 

5. Discussion and Conclusions  450 

Other works before ours presented estimates of the slip distribution for the El Mayor-Cucapah 451 

event (Fialko et al., 2010, Wei, S. et al., 2011, Gonzalez-Ortega et al., 2014, Huang et al., 2017). 452 

The datasets used to constraint the final slip include teleseismic waveforms, InSAR points, GPS 453 



measurements, SPOT images and/or various combinations of these. Furthermore, although the 454 

fault geometry used in these works captures similar and essentials features (e.g. the changing in 455 

dip angle near the epicentral area and strike orientation) some differences are present. Details in 456 

the datasets, inversion method used and fault geometry makes the direct comparison difficult, 457 

however the evaluation of large scale features is still possible. For example, all the above models 458 

place the majority of slip in the northern part of the modeled interface, which also coincides with 459 

the steeper part of their fault model and the max slip values fall between 4-6 m. These are all 460 

features also present in both our dynamic rupture model and geodetic inversion.  461 

Our models indicate that both the fault geometry and free surface topography of the El Mayor-462 

Cucapah event likely produced effects on the rupture dynamics of this earthquake, including 463 

significant stress and slip rate perturbations.  In particular, slip on the fault produces dynamic 464 

changes in shear and normal stress on non-coplanar fault segments, leading to a complex rupture 465 

process and a heterogeneous slip distribution.  Additionally, the free surface scatters the stress 466 

waves in a somewhat unpredictable manner. There may be a complex relationship between the 467 

fault geometry and surface topography that we cannot evaluate in this study.   468 

A main result of our current work is that a dynamic model that includes accurate fault geometry 469 

can reproduce first order features of the inferred slip pattern in this earthquake. Importantly, our 470 

dynamic model did not require a complicated heterogeneous pre-stress field to reproduce the 471 

large-scale heterogeneous slip pattern. If true and if generalizable to other events, this result is 472 

good news for the prediction of fault slip distribution in future events, as the geometry of faults is 473 

much more likely to be constrained than the initial stress pattern. Many more earthquakes will 474 

need to be analyzed in this way to determine if such a statement can definitely be made; indeed, 475 

earlier work that pairs dynamic models to slip inversions (e.g., Oglesby et al., 2004) may 476 



indicate that additional stress complexity may be necessary to explain slip patterns in very large 477 

events such as the 2002 Denali Fault event. 478 

Some caveats to this work are in order. In the dynamic model, our nucleation takes place 479 

on the main rupture surface.  As demonstrated in previous studies (Hauksson et al., 2011; Wei, S. 480 

et al., 2011), the earthquake did not start on one of the main NW-SE oriented faults that slipped 481 

in this event (Passo Superior, Borrego, Pescadores, Indiviso), but rather nucleated on an adjacent 482 

N-S oriented normal fault that crosses the central sector of the main segment near the estimated 483 

epicenter. For simplicity, our model does not include this effect, although it would likely have 484 

only a minor effect on our overall slip pattern and details of rupture propagation. Nonetheless, 485 

future studies should focus on identifying these small faults near larger structures, and 486 

determining how a potentially larger earthquake could be triggered by the smaller faults. 487 

Additionally, we use a uniform shear and normal prestress distribution, so we have not 488 

investigated the effects from heterogeneous prestress distributions on the rupture dynamics 489 

(although as noted above, we reproduce the geodetic slip relatively well regardless). Finally, we 490 

used homogeneous material properties in both our models to isolate the effects of fault geometry. 491 

However, we arguing that this assumption does not strongly affect our comparison between the 492 

geodetic and dynamic models, since vertical and lateral inhomogeneities will similarly affect 493 

estimates of slip in both the dynamic and static cases. 494 

There have been few studies on dynamic rupture modeling using regional topographic 495 

data. 496 

Specifically, Ely et al., 2010 showed that the topographic surface might have an effect on the 497 

rupture process and ground motion. Furthermore, based on Zhang et al., 2016, topography 498 

appears to affect the sub-shear to supershear transition. Our current work shows how topography 499 



may break up and intensify the rupture front with implications for ground motion. The effect of 500 

near-fault topography is something that bears additional study beyond this current work. We plan 501 

to systematically investigate geometric factors of surface topography in relation to rupture 502 

dynamics at stepovers in the future.   503 

 504 

 505 
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Table 1: Details of ALOS PALSAR interferogram data used in this study.  530 

Track Geometry Frames Incidence
a
 Date 1 Date 2 B (m)

b
 ha (m)

c
 N

d
 

211 Ascending 620–650 34.3° 2010/01/15 2010/04/17 744 80 1341 

212 Ascending 620–640 34.3° 2009/12/17 2010/05/04 -972 61 2495 

532 Descending 950–970 34.3° 2009/02/10 2010/05/16 -2846 21 927 

533 Descending 950–970 34.3° 2009/11/30 2010/04/17 -1415 42 973 
 

531 

a
Radar incidence angle at interferogram center 532 

b
Perpendicular baseline at interferogram center 533 

c
Altitude of ambiguity at interferogram center 534 

d
Number of quadtree-sampled data points 535 

 536 

 537 

Table 2: Material and modeling properties. 538 


o
  initial shear stress (MPa) 18  


o
 initial normal stress (MPa) 29 


nuc

 nucleation stress (MPa) 25 

Static friction 0.84 

Dynamic friction 0.54 

Slip weakening distance (m) 0.5 

Density (kg/m
3
) 2700  



Poisson ratio 0.25 

S-wave speed (m/s) 3162 

P-wave speed (m/s) 5477 

Nucleation radius (m) 5000 

Nucleation speed (m/s) 2000  

Fault element Size (m) ~133 

Off-fault element size (m) ~400 

Rupture time step (s) 10^-2  

 539 
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Figures Captions 720 

Figure 1. Sierra Cucapah region. The surface projection of the model fault interface is 721 

highlighted in purple. Aftershocks of the 2010 El-Mayor Cucapah are shown as green circles 722 

with transparency [Hauksson et al., 2012]. The orange colored curves represent fault segments 723 

based on Fialko et al. [2010]. The names of the faults are extracted from Gonzalez-Ortega et al. 724 

[2014]; 1-Paso Superior, 2-Paso Inferior accommodation zone (PIAZ), 3-Borrego (first half) and 725 

La Puerta accommodation zone (PAZ), 4-Pescadores, 5-Pescadores (first half) and Indiviso, 6-7, 726 

Indiviso. A 3D representation of these segments is shown in Figure 2c. Red curves show known 727 

surface ruptures in the US side (Imperial, Superstition Hills and Coyote Creek faults, U.S. 728 

Geological Survey database). The thick yellow line shows the US-Mexico border. The USGS 729 

estimated epicenter is marked with a yellow star. Four different InSAR ALOS tracks are shown 730 

with blue color symbols: t211 continuous line, t212 dots and dashes, t532 dots and t533 dashes. 731 

Figure 2. Mesh of the finite element model and fault geometry. (A) View of entire finite element 732 

mesh. (B) Close-up view of the mesh around the fault interface. (C) Fault segments (see Figure 1 733 

caption for more info) used to generate the underlying continuous fault interface (individual 734 

faults are ultimately connected when modeled).  735 

Figure 3. Schematic representation of friction coefficient versus slip for linear slip-weakening 736 

friction.  The friction coefficient μ drops from the static coefficient of friction μs to the dynamic 737 

coefficient of friction μd over a slip distance of d0.  The final slip is denoted by df. 738 

Figure 4. View of dynamic rupture simulation, including topography, at t=2, 12, 20 and 40 s. 739 

Each subplot is composed of four panels showing the time evolution of (starting from the top left 740 



and moving clockwise) Fault Slip (m), Normal Stress (MPa), Shear Stress (MPa), and Fault Slip 741 

Rate (m/s). View is approximately from the NE to the SW. 742 

Figure 5. (Map View) Surface particle velocity (m/s). Comparison between the topographic and 743 

flat models. Time snapshots are at (A) t=7 s, (B) t=12 s, (C) t=13 s, and (D) t=25 s. 744 

Figure 6. (Map View) Peak Ground Velocity (PGV). (A) View of the entire flat model and (C) 745 

zoomed-in view; (B) View of the entire topographic model and (D) zoomed-in view. The black 746 

box highlights the zoomed-in area of major differences between the two models. 747 

Figure 7. View from approximately SW towards NE of fault slip rate (m/s) for flat (left column) 748 

and topographic (right column) models at (A-B) t=8 s, (C-D) t=11 s. The black continuous lines 749 

running across the fault surface represent depth contours at 5, 10, 15, 20 km. The along-strike 750 

fault distance is highlighted by white vertical lines (every 20km). 751 

Figure 8. Schematic representation of ray wave paths and the influence of a non-flat free 752 

surface. (A) Flat model; (B) Topographic model.  Note that waves are scattered differently in 753 

each case. 754 

Figure 9. Slip distributions from dynamic rupture and geodetic models. (A) Dynamic rupture 755 

model; (B) Selected geodetic model; C) to D) smoother geodetic models. The horizontal black 756 

lines correspond to 5km depth contours. Vertical black lines show 20km intervals along strike 757 

starting from the northwestern end of the fault. View from approximately SW towards NE. 758 
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