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Abstract

Studies of Tonosphere/Thermosphere Plasma-Neutral Coupling in Response to Various
Energy Drivers

by
L. Claire Gasque
Doctor of Philosophy in Physics
University of California, Berkeley
Professor Stuart Bale, Co-chair

Dr. Thomas Immel, Co-chair

Extending from approximately 85 to 1,000 km above Earth’s surface, the terrestrial ionosphere-
thermosphere (I-T) system holds growing significance as we increasingly rely on space-based
infrastructure. The I-T system comprises a mixture of ionized and neutral gases whose
dynamics are tightly coupled, generating a variety of complex phenomena, some of which
remain poorly characterized and understood. This dissertation presents studies investigat-
ing three of the most enigmatic I-T phenomena, each driven by a distinct energy source.
Specifically, we examine:

1. rapid electrodynamic changes and plasma redistribution following explosive events in
the lower atmosphere, with a particular focus on the 2022 eruption of the Hunga
Tonga-Hunga Ha’apai (hereafter ‘Tonga’) volcano,

2. thermospheric wind perturbations linked to the abrupt changes in solar inputs triggered
daily by the setting sun, and

3. aurora-like glows in the subauroral ionosphere associated with rapid ion flows in the
upper ionosphere during geomagnetically active periods.

Each study employs both observational data and theoretical modeling to examine the coupled
plasma-neutral response to the energy driver and to characterize and explain the ensuing
phenomenon.

The first study delves into the ionospheric effects of the 2022 Tonga volcanic eruption. This
eruption drove global-scale atmospheric waves that propagated into space and propelled



ionospheric disturbances. This dissertation investigates the ionospheric consequences of the
eruption within about 5,000 km of the volcano. The study demonstrates the immediate
large-scale electrodynamic effects of the eruption using observations from NASA’s Iono-
spheric Connection Explorer (ICON) satellite. Extreme (>100 m/s) east-west and vertical
ion drifts are observed thousands of kilometers away from the volcano within an hour of
the eruption, before the arrival of any known neutral atmospheric wave. The measured ion
drifts are magnetically conjugate to the ionospheric E region about 400 km from Tonga.
A theoretical calculation shows that the observed ion drifts are consistent with the iono-
spheric E region dynamo effects of an expanding neutral atmospheric wavefront with a large
(>200 m/s) neutral wind amplitude. The analysis suggests that the thermospheric neutral
winds initiated by the eruption interacted with the E Region ionospheric plasma and created
strong electric potentials which propagated along Earth’s magnetic field via Alfvén waves
and caused the observed plasma drifts in the opposite hemisphere. These observations are
the first direct detection in space of the rapid and extreme electrodynamic consequences of
a volcanic eruption and contributes to our understanding of the coupling between the lower
atmosphere and I-T system following explosive events such as this eruption.

The second study considers the daily effect of the setting sun on the I-T system. The moving
solar terminator (ST) generates atmospheric disturbances, broadly termed solar terminator
waves (STWs). Despite theoretically recurring daily, STWs remain poorly understood, par-
tially due to measurement challenges near the ST. By presenting analysis of neutral wind
data from the Michelson Interferometer for Global High-resolution Thermospheric Imaging
(MIGHTT) onboard the ICON satellite, this dissertation reveals observations of STW signa-
tures in thermospheric neutral winds, including the first observed meridional wind signatures.
Seasonal analysis demonstrates that STWs are most prominent during solstices, when they
intersect the ST about ~ 20° latitude from the equator in the winter hemisphere and have
phase fronts inclined at a ~ 40° angle to the ST. This work provides the first observed STW
altitude profiles, revealing large (>200 km) vertical wavelengths above 200 km. Comparing
these observations to four different models suggests the STWs likely originate directly or
indirectly with waves from below 97 km. These results indicate that STWs may play an
under-recognized role in the daily variability of the I-T system, warranting further study.

Finally, this dissertation considers aurora-like emissions which arise equatorward of the au-
roral oval in conjunction with extremely fast ionospheric ion flows. The ‘picket fence’ is a
captivating visual phenomenon featuring vibrant green streaks. It is often observed concur-
rently with and at lower altitudes than the rare purpleish-white arc called STEVE (Strong
Thermal Emission Velocity Enhancement). Despite its aurora-like appearance, recent stud-
ies suggest that the picket fence may not be driven by magnetospheric particle precipitation
but instead by local electric fields parallel to Earth’s magnetic field. This dissertation eval-
uates the parallel electric fields hypothesis by quantitatively comparing picket fence spectra
with the emissions generated in a kinetic model driven by local parallel electric fields ener-
gizing ambient electrons in a realistic neutral atmosphere. The results demonstrate that, at



a typical picket fence altitude of 110 km, parallel electric fields between 40 and 70 Td (~80
to 150 mV/m at 110 km) energize ambient electrons sufficiently so that, when they collide
with neutrals, they reproduce the observed ratio of Ny first positive to atomic oxygen green
line emissions, without producing Nj first negative emissions, consistent with the features
observed in picket fence spectra. These findings establish a quantitative connection between
ionospheric electrodynamics and observable picket fence emissions, offering verifiable targets
for future models and experiments.

The work presented in this dissertation has contributed to ongoing I-T research as well as
spawned new research directions, including providing benchmarks for more detailed modeling
studies of the Tonga volcanic eruption, demonstrating the need for in-depth modeling follow-
up studies to examine the origin of STWs and their effects on the ionosphere, and leading to
a proposal for a rocket campaign to measure the parallel electric fields that may drive picket
fence emissions for the first time.
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Chapter 1

Dissertation Goals and Impact

1.1 Earth’s Upper Atmosphere: Impacts on
Infrastructure in the Space Age

On January 29, 2022, an active region on the sun’s surface (Figure 1.1') erupted, propelling
a coronal mass ejection (CME) towards Earth (Gopalswamy et al., 2023) [113]. The Space
Weather Prediction Center (SWPC) promptly issued an alert,? warning that a geomagnetic
storm triggered by the CME might induce power grid fluctuations, disrupt high-frequency
(HF) radio communications, or increase atmospheric drag on low Earth-orbit (LEO) satel-
lites. Upon reaching Earth on February 3, however, the CME induced only a ‘minor’ geo-
magnetic storm, which was not expected to cause major infrastructure disturbances (Berger
et al., 2023) [28].

On the warm, nearly cloudless afternoon of February 3, 2022, a SpaceX rocket launched
from Florida’s Kennedy Space Center and injected 49 Starlink satellites into an initial orbit at
210 km.? Following their successful launch and injection, the satellites should have ascended
to their designated 500 km operational altitude using their electric thrusters (Hapgood et
al., 2022) [124]. However, the ongoing geomagnetic storm heated the upper atmosphere,
enhancing the atmospheric density and increasing the atmospheric drag on the satellites
to unexpected levels (Oliveira & Zesta, 2019, Y. Zhang et al., 2022; Berger et al., 2023)
(251, 386, 28]. Despite mitigation efforts, within days, 38 of the satellites had re-entered the
atmosphere and subsequently burned up, an estimated financial loss of tens of millions of
dollars.*

!The solar data shown here was retrieved from https://stereo.gsfc.nasa.gov/cgi-bin/images.

2Warnings are issued from https://www.swpc.noaa.gov/products/alerts-watches-and-warnings.
On February 1, 2022, the alert read, “A G2 (Moderate) geomagnetic storm is likely on 2 February due to
the anticipated arrival of a CME from late 29 January. Any CME effects are likely to linger into 3 February
at G1 (Minor) storm levels” (Fang et al., 2022) [78].

3The video of the launch can be viewed at https://www.spacex.com/launches/s14-7/

“https://www.cnbc.com/2022/02/09/spacex-losing-starlink-satellites—due-to-
geomagnetic-space-storm.html



CHAPTER 1. DISSERTATION GOALS AND IMPACT 2

Figure 1.1: An Extreme-Ultra Violet (EUV, 195 A) view of the sun captured by the Sun
Earth Connection Coronal and Heliospheric Investigation (SECCHI) EUV imager on board
the Solar TErrestrial RElations Observatory (STEREO-A) at 23:55 UT on January 29, 2022.
The CME responsible for the loss of 38 Starlink satellites emanated from the active region
circled in red (Gopalswamy et al., 2023) [113].

The dramatic loss of these satellites illustrates the potentially profound repercussions
of space weather. As we increasingly rely on space-based communications, navi-
gation, and defense systems, and as we rapidly send more spacecraft into orbit
(Figure 1.2)°, we become more vulnerable to space weather effects. Only by better
understanding space weather and what drives it will we be able to predict and mitigate space
weather’s impact on modern infrastructure. The Starlink disaster, for example, might have
been prevented with an improved estimate of the incoming CME’s arrival time and effect on
the upper atmosphere (Fang et al., 2022) [78].

Understanding and forecasting the behavior of the ionosphere-thermosphere (I-T) system,
the region of space spanning ~85 to 1,000 km above Earth, is particularly essential for
mitigating space weather effects. This region houses a diverse array of objects in Low-Earth
Orbit (LEO), ranging from tiny ten centimeter cubesats to the massive football field-length
International Space Station® (Heelis & Maute, 2020) [133]. Changes in atmospheric drag,

Shttps://orbitaldebris.jsc.nasa.gov/modeling/legend.html
Shttps://www.nasa.gov/international-space-station/space-station-facts-and-figures/
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Monthly Number of Objects in Earth Orbit by Object Type
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Figure 1.2: The number of objects >10 cm in LEO, determined by the NASA Orbital Debris
Program Office.

whether induced by geomagnetic disturbances (e.g., Oliveira & Zesta, 2019) [251] or day-
to-day I-T variations (e.g., Leonard et al., 2012) [185], alter satellite lifetimes (sometimes
dramatically as in the Starlink disaster) and increase uncertainty in orbital tracking (Oliveira
et al., 2021) [252]. The recent proliferation of LEO spacecraft (as illustrated in Figure 1.2)
for purposes including communication, navigation, defense, and scientific research, heightens
the critical need for precise orbital tracking in this region to avert catastrophic collisions,
emphasizing the importance of advancing our understanding of energy dynamics in the [-T
system to obtain accurate forecasts.

In addition to affecting LEO satellites, space weather in the I-T system can impair other
space-dependent infrastructure, as illustrated in Figure 1.3. Ionospheric irregularities can
disrupt or scatter radio waves propagating through the ionosphere (e.g., Booker & Wells,
1938) [35], including Global Positioning System (GPS) signals and long-distance radio com-
munications. In the context of GPS navigation, these disruptions can lead to positioning
errors and signal loss (e.g., Wanninger, 1993; Coster & Komjathy, 2008; Oksavik et al.,



CHAPTER 1. DISSERTATION GOALS AND IMPACT 4

ASTRONAUT RADIATION
- SOLAR ENERGETIC PROTONS

SOLAR FLARE RADIATION

FIELD AND CURRENT

C——

Figure 1.3: Illustration of the many of the potential impacts of space weather on modern
infrastructure. Credit: European Space Agency (ESA).

2015; Demyanov & Yasyukevich, 2021) [363, 52, 250, 59]. Furthermore, during geomagnetic
disturbances, rapid changes in the magnetic field at Earth’s surface, often induced by iono-
spheric currents, can drive large currents in the ground (Viljanen et al., 2001; Viljanen et
al., 2006) [357, 356]. These ground-induced currents (GICs) pose a threat to ground-based
infrastructure, including power grid transformers (e.g., Kappenman, 2001; Cannon et al.,
2013) [166, 37], potentially causing major power blackouts and costing billions of dollars
(e.g., Eastwood et al., 2017; Space Studies and National Research Council, 2009) [67, 335].

Despite these potentially harmful impacts on infrastructure, the I-T system plays a cru-
cial role on our planet, safeguarding complex lifeforms from harmful radiation, moderating
atmospheric escape into space (e.g., Airapetian et al., 2020) [4], and supporting long-range
radio communications. Scientifically, it serves as a natural laboratory for studying plasma-
neutral interactions (Stubbe & Hagfors, 1997) [334]. Additionally, this atmospheric layer
contains the aurora, a striking natural display that has inspired humans since ancient times
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(e.g., Hamacher, 2013) [123].

While the importance of understanding the I-T system is evident, accurate and actionable
space weather forecasts remain a challenge, as highlighted by recent events such as the loss
of Starlink satellites. Specifically, we are still far from being able to forecast ionospheric and
thermospheric behavior, and many aspects of the coupling between the thermospheric neutral
gas and ionospheric plasma remain poorly understood (Schunk & Sojka, 1996; Harding, 2017;
Heelis & Maute, 2020) [304, 125, 133]. As Heelis and Maute (2020) expressed in their review
of current challenges in understanding Earth’s I-T system:

“To protect space-based assets and minimize the impact of space weather on
society with reliable specification and forecast, it is critical that we understand
how to specify its state and predict its evolution by advancing our holistic un-
derstanding of the I-T system... Understanding how the behavior of this region
is controlled, by internal interactions and by the external regions to which it is
coupled, is the preeminent challenge for the next generation of scientists.” [133]

This dissertation takes on the challenge outlined by Heelis and Maute (2020)
[133] and makes progress toward understanding how the coupling between neu-
tral gas and plasma in the I-T system is influenced by both daily and extreme
energy inputs. This exploration will focus on the coupled I-T response to three different
types of drivers:

1. explosive events in the lower atmosphere, with a specific focus on the 2022 eruption of
the Hunga Tonga-Hunga Ha’apai volcano,

2. abrupt changes in solar inputs triggered daily by the evening solar terminator’s passage,
and

3. extremely fast ion flows in the upper ionosphere during geomagnetic storms, associated
with unusual optical phenomena.

This dissertation will trace how the effects of these energy inputs propagate through the I-
T system, characterizing the poorly-understood ionospheric and thermospheric phenomena
which result. It will additionally provide benchmarks against which to validate future I-T
system models.

This chapter next provides a summary of each of the three problems that will be ex-
tensively addressed later in this dissertation (Section 1.2). Subsequently, an outline of the
dissertation is presented (Section 1.3), followed by a discussion of the specific contributions
that this dissertation makes to our understanding of I-T coupling and the field of space
physics more broadly (Section 1.4).
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1.2 Case Studies: I-T Drivers and Associated
Plasma-Neutral Coupling Phenomena

This dissertation investigates the impact of three types of energy inputs into the I-T system.
In this section, we offer a brief overview of each source, the associated plasma-neutral cou-
pling phenomena, and their integration into our understanding of the broader I-T system.
For each case, we will also outline the science questions that this dissertation aims to address.

Explosive Lower Atmospheric Energy Inputs: The 2022 Tonga
Volcanic Eruption

Sandwiched between Earth’s dense lower atmosphere and its magnetosphere,” the I-T sys-
tem responds to energy inputs from both below and above. Daily and seasonal variations in
ionospheric structure are broadly attributable to solar, geomagnetic, and lower atmospheric
drivers (e.g., Rishbeth et al., 2006) [290]. Studies of ionospheric variability have generally
concluded that while long-term variations are mostly driven by changes in solar inputs con-
nected to the 11-year solar cycle, geomagnetic activity has a greater effect on daily variability
(e.g., Forbes et al., 2000; Fuller-Rowell et al., 2000) [86, 96]. On shorter timescales, solar
flares generate ionospheric variations by rapidly enhancing ionospheric plasma production
rates (e.g., Qian et al., 2011) [275]. Recently, however, it has become clear that lower atmo-
spheric coupling to the I-T system via atmospheric waves also plays a significant role in daily
variations in ionospheric and thermospheric structure and behavior, potentially comparable
to the effects of geomagnetic activity (Forbes et al., 2000; Fuller-Rowell et al., 2000; Rishbeth
& Mendillo, 2001; Rishbeth et al., 2006; Goncharenko et al., 2010; Liu, 2016; Pedatella &
Liu, 2018) [86, 96, 294, 290, 112, 194, 262]. The waves responsible for this coupling are
surveyed in more detail in Chapter 2.2.

Significant progress has been made in recent years in understanding the lower atmo-
sphere’s influence on the I-T system (e.g., Forbes et al., 2009; Gasperini et al., 2015; Liu,
2016; Gasperini et al., 2022) [87, 105, 194, 104]. Despite this recent progress, understanding
the ionospheric response to lower atmospheric forcing remains an open and active research
area, including studying how the changing thermospheric wind state affects the ionosphere
(Immel et al., 2021) [155].

The first science topic addressed in this dissertation investigates the mechanisms of energy
transfer upward into space from explosive lower atmospheric events. These impulsive energy
inputs can arise from natural phenomena, such as earthquakes and volcanic eruptions, or
human-generated phenomena, such as nuclear explosions. While it has long been recognized
that such events lead to disturbances in the ionosphere (e.g., Dieminger & Kohl, 1962;
Leonard & Barnes, 1965; Roberts et al., 1982) [60, 186, 297], only recently, aided by more
abundant observations and more sophisticated modeling, have we begun disentangling the

"Earth’s magnetosphere is the part of near-Earth space dominated by Earth’s magnetic field and coupled
to the solar wind and interplanetary magnetic field.
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various I-T coupling mechanisms at play during these events (e.g., Zettergren et al., 2017; Aa
et al., 2022; Vadas et al., 2023) [381, 2, 352]. However, there remain many open questions,
particularly regarding how the thermospheric disturbances from these events couple to and
disturb the ionosphere.

In this dissertation, we focus on demonstrating and explaining the mechanisms influencing
the ionospheric impact of the Hunga-Tonga Hunga-Ha’pai (hereafter referred to as ‘Tonga’)
volcanic eruption, which occurred on 15 January 2022 (Figure 1.4(a)®). This event was the
largest volcanic eruption in at least 30 years (Duncombe et al., 2022) [65], sending ash at least
55 km into the atomsphere (Carr et al., 2022) [40], producing lightning at the highest rate
ever documented (Van Eaton et al., 2023) [354], and triggering a tsunami which devastated
the nation of Tonga (Pakoksung et al., 2022) [256]. This eruption detonated with an energy
blast comparable to the largest nuclear explosions (Astafyeva et al., 2022; Garvin, 2022;
Kulichkov et al., 2022; Vergoz et al., 2022) [13, 103, 179, 355], and the resulting tsunami’s
effects were felt across the Pacific (Caravajal et al., 2022) [41].

Beyond the energy it sent rippling through the earth and the ocean, the eruption de-
posited a significant amount of energy in the atmosphere, generating a spectrum of atmo-
spheric waves that traversed the globe (Wright et al., 2022) [371]. Although the eruption
occurred in a part of the Pacific with few ground-based observatories, the recent prolif-
eration of space-based research assets offers an unprecedented opportunity to observe the
atmospheric effects of this event. For example, Figure 1.4(b)? shows these atmospheric dis-
turbances as captured by Geostationary Operational Environmental Satellites (GOES) West
Infrared data, which, after smoothing and taking the difference between consecutive images,
reveals lower atmospheric temperature variations.

Some of the eruption’s energy propagated vertically through the atmosphere, causing
disturbances in the I-T system (e.g., Ghent & Crowell, 2022; Wright et al., 2022; Zhang et al.,
2022; Vadas et al., 2023) [109, 371, 383, 352]. Waves propagated globally in the ionosphere
(Zhang et al., 2022) [383], contributing to the formation of large equatorial ionospheric
instabilities (Aa et al., 2022; Rajesh et al., 2022) [2, 277], which interfered with GPS signals
over the Asian sector (e.g., Ke et al., 2023) [170]. As illustrated in Figure 1.4(c)', the
electrodynamics of the ionosphere were also disrupted after the eruption, with extreme winds
in the thermosphere producing unusual electric currents over South America (Harding et al.,
2022) [127].

While many studies have focused on the global or far-field ionospheric effects of this event,
relatively fewer studies have examined the near-field ionospheric effects: drastic changes that
occurred rapidly in the I-T system within ~5,000 km of the eruption. The near-field serves as
a laboratory for studying the plasma-neutral coupling resulting from an extreme, impulsive

8https://www.earthdata.nasa.gov/worldview/worldview-image-archive/explosive-eruption-
of-hunga-tonga-hunga-ha-apai-volcano
9For an animated version of this figure, showing the waves propagating over time, visit https://github.
com/mathewbarlow/animations/blob/main/tonga_wave_labeled.gif
Ohttps://www.nasa.gov/missions/icon/nasa-mission-finds-tonga-volcanic-eruption-
effects-reached-space/
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Figure 1.4: Effects of the 15 January 2022 Tonga volcanic eruption. (a) The plume from
the volcanic eruption, captured by the Advanced Baseline Imager (ABI) aboard NASA’s
GOES-West satellite. Credit: NASA. (b) Atmospheric waves emanating from the eruption
site, captured by NASA’s GOES-West satellite. Credit: Mathew Barlow/University of Mas-
sachusetts Lowell. (c) Cartoon illustrating some of the upper atmospheric effects of the
eruption, highlighting findings from Harding et al. (2022) [127]. Credit: NASA’s Goddard
Space Flight Center/Mary Pat Hrybyk-Keith.
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energy input, much of which remains poorly characterized.
In this dissertation, we aim to address the following science questions on this topic:

e How did the ionosphere in the near-field (within ~5,000 km) of the Tonga volcano
evolve over time following the eruption?

e What were the thermospheric drivers of these ionospheric changes?

e What were the dominant near-field plasma-neutral coupling mechanisms during this
event?

This dissertation will address these questions by using near-field satellite measurements of
the ionosphere and thermosphere following the Tonga eruption. In particular, leveraging data
from NASA’s Ionospheric Connection Explorer (ICON), which measures both ionospheric
plasma drifts and neutral winds along the same magnetic field line, offers an unprecedented
look at plasma-neutral coupling following explosive events in the lower atmosphere.

Daily Effect of the Setting Sun: Thermospheric Solar Terminator
Waves

The second I-T driver considered in this dissertation is the solar terminator, which marks
the division between illumination and darkness, as shown Figure 1.5. In contrast to the
extreme but solitary energy impulse in the lower atmosphere caused by a volcanic eruption,
the solar terminator sweeps across the Earth twice daily—once in the morning and once in
the evening—introducing gradients in atmospheric solar energy inputs.

Despite occurring daily, the solar terminator’s effect on the I-T system has received little
scientific attention. In the early 1970s, Chimonas and Hines (1970) [46] first theorized that
the heating gradients produced during a solar eclipse would generate a spectrum of waves
in the upper atmosphere. Later, Beer (1973) [25] suggested that the daily motion of the
solar terminator would do the same. Subsequent theoretical studies generally confirmed
that it was possible for the moving solar terminator to generate waves (Beer, 1978; Cot &
Teitelbaum, 1980; Somsikov, 1987; Somsikov & Ganguly, 1995) [26, 53, 322, 324], but few
observations were available to test their theoretical predictions.

In the decades since, numerous papers have reported observations of these waves, broadly
termed ‘solar terminator waves’ (STWs) in the ionosphere, typically near the morning solar
terminator (e.g., Galushko et al., 1998; Afraimovich, 2008; Song et al., 2013; Ding et al.,
2014; Zhang et al., 2021) [101, 3, 325, 61, 384]. However, only three studies to date have
reported observations of these waves in the thermosphere (Forbes et al., 2008; Liu et al., 2009;
Bespalova et al., 2016) [89, 199, 30|, finding them to be prominent only near the evening
solar terminator and to have longer wavelengths than their reported morning ionospheric
counterparts. This discrepancy between ionospheric and thermospheric observations remains
unresolved, and will be discussed in more detail in Chapter 4.
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Figure 1.5: View of the terrestrial solar terminator from space, as observed by the Meteosat-
9 satellite. From the left, the images were captured on the June solstice, September equinox,
December solstice, and March equinox, showing the varying angle of the terminator due to
Earth’s axial tilt. Credit: NASA Earth Observatory.

Recent whole-atmosphere modeling studies (Vadas et al., 2023; Chou et al., 2022) [352, 47]
have suggested that thermospheric STWs may be more prominent than previously thought,
and that they may consequently exert considerable influence on thermospheric and iono-
spheric dynamics. However, these suggestions have yet to be verified observationally. In
particular, the northward component of the STW winds, which could play an important
role in ionospheric plasma redistribution, has never been measured. Additionally, the alti-
tude profile of these winds has never been observed, which could help identify where in the
atmosphere these waves originate, which remains an open question.

This dissertation will attempt to fill these observational gaps and advance our under-
standing of these waves. The specific science questions addressed are:

e What is the daily effect of the solar terminator on Earth’s upper atmosphere? In
particular, what is the effect on the thermospheric north/south (meridional) winds,
and how does the effect vary with altitude in the thermosphere?

e Do observations of solar terminator waves in thermospheric winds agree with whole
atmosphere model results? Which whole atmosphere models agree best with the obser-
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vations, and how can we use the model agreement to learn about the physics of these
waves?

e Where do thermospheric solar terminator waves originate in the atmosphere? Are they
generated in-situ or do they propagate up from the lower atmosphere?

This dissertation will address these questions using ICON neutral wind observations in
combination with the outputs of various whole-atmosphere models, including the Thermosphere-
Ionosphere-Electrodynamics General Circulation Model for the Ionospheric Connection Ex-
plorer (TIEGCM-ICON) (Maute, 2017) [217], the HIgh Altitude Mechanistic general Cir-
culation Model (HIAMCM) (Becker & Vadas, 2020; Becker, Vadas, et al., 2022; Becker,
Goncharenko, et al., 2022) [20, 23, 24], and the Specified Dynamics Whole Atmosphere
Community Climate Model with thermosphere-ionosphere eXtension (SD-WACCM-X) (Liu
et al., 2018) [198].

This work will compare these results with the previous observations presented in Forbes
et al. (2008) [89] and Liu et al. (2009) [199] as well as the modeling results in Chou et al.
(2022) [47] and Vadas et al. (2023) [352] and suggest avenues for further study of STWs.

Coupling to the Magnetosphere During Substorms: Aurora-like
Emissions in the Subauroral Ionosphere

While there has been growing interest in the impact of coupling from the lower atmosphere
on the I-T system, there are also still unresolved questions regarding coupling to the magne-
tosphere above (e.g., Heelis & Maute, 2020) [133]. The magnetosphere is the region of space
dominated by Earth’s magnetic field, shielding Earth from the solar wind (e.g., Kelley, 2009)
[172]. Coupling between the magnetosphere and the ionosphere, via particle precipitation
and electromagnetic forcing, results in electrical currents, frictional and Joule heating, and
drifts in ionospheric plasma (e.g., Killeen et al., 1982; Ridley et al., 1998; Kelley, 2009) [176,
288, 172]. The plasma can exchange momentum with the neutral gas in the thermosphere,
affecting the circulation of the neutral atmosphere (e.g., Conde et al., 2018; Heelis & Maute,
2020) [50, 133]. Notably, the aurora is a visual manifestation of the magnetosphere’s effect
on the ionosphere, and is often used to trace and investigate the relationship between solar
wind forcing and magnetospheric dynamics (e.g., Akasofu, 1964; Birn et al., 2012; Forsyth
et al., 2020) [5, 32, 91].

Recently, MacDonald et al. (2018) [210] brought a new “aurora-like form” to the attention
of the scientific community. The mauve arc now known as ‘STEVE’ (defined below) and the
associated green streaks of the ‘picket fence’ (Figure 1.6) were identified by citizen scientist
“aurora chasers,” although records of similar phenomena appear in historical observations
back to the eighteenth century (Hunnekuhl, 2019; Hunnekuhl & MacDonald, 2020) [149,
150].

Initially believed to be a new type of aurora, formed when particles accelerated in the
magnetosphere or topside ionosphere collide with the upper atmosphere, it soon became clear
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Figure 1.6: Photograph of STEVE (mauve arc) and the picket fence (green streaks) taken
around 05:53 UT on 16 September 2017 by Robert Downie, reproduced from Archer et al.
(2019)a [10].

that STEVE likely had a different origin, as satellites transiting over STEVE sightings did not
observe any particle precipitation (MacDonald et al., 2018; Gallardo-Lacourt et al., 2018a;
Gillies et al., 2019) [210, 99, 110]. STEVE occurs in the subauroral ionosphere, equatorward
of the regular aurora (Gallardo-Lacourt et al., 2018b) [100], and is associated with extremely
fast (>5 km/s) ion drifts, called Sub-Auroral Ion Drifts (SAIDs), which inspired the name
‘Strong Thermal Emission Velocity Enhancement’ (STEVE) (MacDonald et al., 2018) [210].
Furthermore, unlike regular aurora, STEVE’s optical emission spectrum consists mainly of
broadband, continuum emissions (Gillies et al., 2019) [110]. A modeling study conducted by
Harding et al. (2020) [126] suggested that this unique spectrum might arise as a consequence
of the fast SAID flows colliding with and vibrationally exciting Ny molecules, setting off a
chemical cascade which results in the production of NOy and spectrally broad light.

However, there is ongoing debate regarding whether the green streaks of the picket fence
are generated by particle precipitation, similar to regular aurora, or by another mechanism.
In their recent review paper on STEVE and the picket fence, Nishimura et al. (2023) [249]
wrote:

“How the magnetosphere plays a role in the generation of the picket fence is
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another important question. Although the green ray structure resembles rayed
auroral arcs that are created by energetic electrons precipitating from the mag-
netosphere, so far there is no consensus about whether electron precipitation is
involved in the picket fence.” [249]

While early studies suggested that the picket fence might be generated by particle pre-
cipitation (Nishimura et al., 2019; Bennett & Bourassa, 2021) [248, 27|, the spectrum of the
picket fence is different from that of green aurora (Gillies et al., 2019; Mende et al., 2019)
[110, 228]. Recently, it has been suggested that the emissions are a consequence of insta-
bilities which arise from extremely fast ion flows (Lynch et al., 2022; Mishin & Streltsov,
2022) [208, 235]. In particular, these theories suggest that the light might be generated when
electrons energized by electric fields parallel to Earth’s magnetic field collide with the local
atmosphere, but it was not shown that the spectrum of light produced by such a mechanism
would be consistent with the observed picket fence spectrum.

This dissertation will take up this question, investigating how extremely fast ion flows
driven by magnetospheric activity might result in the optical signatures of the picket fence.
Specifically, this work addresses the questions:

e Can local parallel electric fields energize ionospheric electrons to energies which, upon
colliding with the neutral atmosphere, result in emissions that are spectrally consistent
with picket fence observations?

e Can we constrain the expected magnitude of parallel electric fields which can generate
picket fence emissions?

e Is this phenomenon limited to the picket fence in the subauroral region, or might it be
a more important coupling process than previously considered?

To address these questions, this work includes a model of the optical emissions produced
in the lower I-T system under the influence of local parallel electric fields and compares the
model results with spectral observations of the picket fence.

1.3 Outline of the Dissertation

To address the science questions laid out in the previous section, this dissertation is organized
as follows:

Chapter 2 will review the background material necessary to fully understand this dis-
sertation, describing the I-T system, its underlying structure and main drivers, as well as a
broad overview of ionospheric physics and phenomena.

Chapter 3 explores the near-field ionospheric impact of the Tonga volcanic eruption
within the first hour of the eruption. The results of this chapter are published in Gasque et
al. (2022) [108].
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Chapter 4 moves to studying a more quotidian phenomenon: the daily effect of the setting
sun on the I-T system. This chapter presents some of the first measurements of STWs in the
thermosphere, including the first reports of the meridional wind effects and the first observed
altitude profiles. By comparing these with the results of several whole-atmosphere models,
this work assesses the models’ ability to capture observed features, allowing speculation on
the origin of these waves. The results of this chapter are published in Gasque et al. (2024)
[106].

In Chapter 5, the focus of this work moves to subauroral latitudes to study the origin
of the picket fence. This dissertation reviews current theories behind the picket fence and
describes the development of a model to use its optical spectrum as a diagnostic tool for
studying the physics of its formation. This chapter is based on work published in Gasque et
al. (2023) [107].

Chapter 6 summarizes the results of this work and lists remaining open questions, point-
ing the way to future studies and missions which could further illuminate the explored
phenomena.

Following the main text, there are appendices for Chapters 2 through 5 which contain
further details about the data sources, models, and methods used to arrive at the results.

1.4 Contributions

This dissertation advances our understanding of the I-T system response to three energy in-
puts, presenting studies which characterize, model, and analyze I-T plasma-neutral coupling
and the resulting phenomena.

This dissertation’s studies of the Tonga volcanic eruption offer the first direct, in-situ
detection of the swift and intense ionospheric electrodynamic consequences of a volcanic
eruption. The observations and analysis presented in this dissertation will serve as pivotal
benchmarks for future modeling efforts seeking to accurately capture the ionospheric effects
of this nd future explosive lower atmospheric events.

The study of thermospheric STWs presented herein is, to date, only the fourth observa-
tional investigation of those features, and is the first study to reveal their meridional wind
signatures and altitude profiles. This dissertation demonstrates that solar terminator waves
are a dominant feature in the solstice thermospheric meridional winds, potentially influencing
daily I-T system variability. By investigating the results of whole-atmosphere simulations,
this work finds that thermospheric solar terminator waves originate below 97 km and that
gravity waves may play an important role in their formation. However, several mysteries
remain, including the waves’ increased prominence during solstice over equinox, the asymme-
try between evening and morning terminator features, and the tilt of solar terminator wave
features approximately 40° from the terminator line. This work has therefore demonstrated
the need for observational and modeling follow-up studies to resolve these open questions.

Finally, this dissertation concludes that the picket fence optical emissions are not caused
by particle precipitation like auroras, but may rather be excited by electrons energized
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by local parallel electric fields, resolving a longstanding debate. This study shows that
a kinetic model of a realistic atmosphere and ionosphere driven solely by parallel electric
fields produces emissions that are quantitatively consistent with picket fence observations,
contributing to the development of a unified model of subauroral optical phenomena. It also
identifies similar spectral features within some auroral structures, suggesting that parallel
electric fields may play a role in auroral emissions as well. As a result, this dissertation
was heavily influential in the development of a rocket proposal to attempt to make the first
in-situ measurements of parallel electric fields in the collisional base of the ionosphere. The
proposal was submitted fall of 2023, and, as of the time of this writing, we have not yet
received a funding decision.
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Chapter 2

The Coupled
Ionosphere/Thermosphere System

This dissertation advances our scientific understanding of how three different energy inputs
give rise to various phenomena within the coupled ionosphere-thermosphere (I-T) system.
As explored in Chapter 1, a more detailed grasp of the behavior of this system is essential for
predicting and mitigating space weather effects on modern infrastructure. Unlike the lower
atmosphere, which is composed of a dense neutral gas, and much of the rest of space, which
consists of collisionless and fully ionized plasma, the I-T region contains a relatively dense
blend of neutral and ionized gases. The complex interactions, or ‘coupling,” between these
two gases give rise to the various phenomena which will be explored in subsequent chapters.

This chapter provides a foundational overview of the I-T system’s fundamental structure
and governing physics, emphasizing the concepts which will form the background needed to
understand the results presented in later chapters. Since the core of this dissertation concerns
physical processes within the I-T system, Section 2.1 begins with a broad overview of the
structure and composition of Earth’s atmosphere, briefly describing the lower atmosphere
before focusing on the I-T system itself.

When the system experiences a perturbation from its steady state, induced, for instance,
by various energy inputs considered in this dissertation, different oscillations or wave modes
are excited, all capable of transporting energy and momentum within the system. The types
of oscillations most relevant to this work are described in Section 2.2. These include gravity
waves generated by thermospheric displacements (as observed following the Tonga volcanic
eruption, pertinent to Chapter 3, and likely generated by the passage of the solar termina-
tor, discussed in Chapter 4), tidal signatures that must be considered when examining solar
terminator wave effects (Chapter 4), traveling ionospheric disturbances (observed in connec-
tion with both volcanic eruptions and solar terminator effects), plasma motions influencing
whether the ionosphere is magnetized or collisional (pertinent to the modeling in Chapter 5),
and plasma wave modes facilitating the rapid propagation of electromagnetic signals along
magnetic field lines (an effect which enabled the Tonga eruption to swiftly have a global
impact, as discussed in Chapter 3).
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Following the discussion of oscillations and wave modes, Section 2.3 will explore the
mechanisms of plasma-neutral coupling in the ionosphere. Specifically, this section examines
the ion continuity equation to understand how local plasma density changes, influenced by
the dynamics of the neutral gas. In Chapter 3, when investigating the mechanisms respon-
sible for the electrodynamic changes following the Tonga eruption, this section’s discussion
of ionospheric conductivity and dynamo effects will be particularly relevant. A derivation
for ionospheric conductivity and Ohm’s law in the ionosphere complements this section (Ap-
pendix A.1).

Section 2.4 explores how Earth’s magnetic field topology creates distinct ionospheric
regions, each hosting unique phenomena. This dissertation’s work on the volcanic eruption’s
effects and solar terminator waves presented in Chapters 3 and 4 predominantly concerns
the equatorial region, while the picket fence phenomenon discussed in Chapter 5 lies in the
subauroral region. To provide sufficient background for distinguishing picket fence emissions
from regular auroral emissions, this section also includes a description of the high-latitude
ionosphere and the primary mechanisms of particle acceleration that generate auroras.

Finally, Section 2.5 concludes this introduction. While I have aimed to include back-
ground information most relevant for contextualizing later chapters, this chapter is not in-
tended to be an exhaustive survey of everything known about the I-T system. Excellent
texts, including Rishbeth and Garriott (1969) [295], Prélss (2004) [273], Schunk and Nagy
(2009) [303], Kelley (2009) [172], and Baumjohann and Treumann (2012) [18] can provide
the interested reader with additional details about the physics of the I-T system.

2.1 Earth’s Atmosphere: Structure and Composition

The terrestrial atmosphere comprises a thin (compared to Earth’s radius) shell of gas grav-
itationally bound to the planet. Earth’s atmosphere is loosely divisible into layers based on
its temperature profile, since the temperature gradient with respect to altitude is determined
by the dominant physical processes occurring within each layer (e.g., Wallace & Hobbs, 2006;
Kelley, 2009) [359, 172]. The boundaries between these regions as depicted in Figure 2.1(b)
are approximate, varying with latitude, local time, season, and solar cycle phase. The neutral
atmospheric profiles shown in Figure 2.1(a) and 2.1(b) are for midlatitude, daytime, equinox
conditions, as calculated by the Mass Spectrometer Incoherent Scatter Radar (MSIS) model
version 2.1 (Picone et al., 2002; Emmert et al., 2021, 2022; Lucas, 2023) [266, 70, 71, 205].
As the closest layer to Earth’s surface, the troposphere contains most of what we think
of as “weather” — thunderstorms, tornadoes, blizzards, hurricanes, and cyclones all inhabit
this region. The tropospheric temperature diminishes with increasing altitude as it becomes
increasingly rarefied, until the tropopause, a local minimum in temperature located approxi-
mately 10 km above the surface. Above the tropopause, in the stratosphere, the temperature
increases primarily due to the absorption of solar ultraviolet (UV, ~250-315 nm) radiation
by ozone (O3) (Prather, 1981) [271]. The stratopause, situated at around 50 km, is a local
maximum in temperature, dividing the stratosphere from the mesosphere above. In the
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Figure 2.1: Altitude profiles characterizing the thermosphere and ionosphere under midlat-
itude, daytime, equinox conditions. Neutral density, composition, and temperature profiles
were calculated with the MSIS model, while ionospheric density, composition, and temper-
ature profiles were calculated using the International Reference Ionosphere 2016 (IRI16)
(Bilitza et al., 2017; Ilma, 2017) [31, 153]. (a) Thermospheric and ionospheric density pro-
files, highlighting the dominant neutral species and the plasma density. (b) Atmospheric
temperature profiles for neutrals (black), ions (blue), and electrons (red), with major at-
mospheric regions highlighted and labeled. (c) Ionospheric composition profile, showing the

densities of dominant ion species.
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mesosphere, the temperature decreases with increasing altitude due a decreased concentra-
tion of ozone as well as radiative cooling by carbon dioxide (COz). The atmosphere reaches
its coldest point at the mesopause, located approximately 90 km above the surface. Above
the mesopause, in a layer aptly termed the thermosphere, the temperature rapidly increases
due to absorption of high-energy solar radiation (primarily extreme UV (EUV) with wave-
lengths less than 102.5 nm and UV in the Schumann-Runge continuum range below 175
nm), typically reaching temperatures over 1,000 K (Roble & Emery, 1983) [298]. Finally,
above the exobase between approximately 500 and 1,000 km, the density in the exosphere is
so low that the air can no longer be treated as a fluid dominated by collisional diffusion, but
is rather a collection of particles each on their own ballistic trajectories.

Additional reviews of these atmospheric layers can be found in texts including Holton
(1973), Curry and Webster (1999), Prolss (2004), and Kelley (2009) [143, 56, 273, 172]. This
dissertation primarily focuses on the thermosphere, stretching from the mesopause to the
exobase, so this region will be explored in greater detail. The following discussion draws
from detailed descriptions in texts by Prolss (2004), Kelley (2009), Schunk and Nagy (2009),
and Baumjohann and Treumann (2012) [273, 172, 303, 18].

Close to the base of the thermosphere, approximately aligned with the mesopause, the
turbopause delineates the boundary below which turbulence predominantly influences atmo-
spheric mixing, and above which diffusion plays the dominant role in determining composi-
tion. Below this boundary, the atmosphere is well-mixed, with a largely uniform composition
of ~ 78% Na, ~ 21% O3 and ~ 1% other species. However, above this boundary, atmospheric
constituents become increasingly separated by the mass of each constituent. This distinction
is evident in Figure 2.1(a), in which the densities of heavier species (dark grey lines) such
as Ny and O, decrease much more rapidly with altitude than those of the lighter species
(light grey lines) such as O and H. Above 200 km, O becomes the dominant neutral species,
primarily formed when photons with energies of 5.12 eV or above (wavelengths below 242.2
nm) are absorbed by Os, leading to photodissociation (Rees, 1989) [279].

The elevated temperature in the thermosphere compared to the lower atmospheric re-
gions, depicted in Figure 2.1(b), is primarily due to the thermospheric absorption of solar
radiation at EUV and shorter wavelengths. In the polar regions, energetic particle bombard-
ment also contributes to thermospheric heating through collisional momentum exchange.
These processes can also ionize the neutral atmosphere through photoionization and im-
pact ionization, respectively (Yonezawa, 1966) [378]. Further discussion of these plasma
production mechanisms will be provided in Section 2.3.

This plasma, collocated with the thermosphere, is referred to as the ionosphere. The
region of the ionosphere with the highest density, which is known as the F2 peak (identified
in Figure 2.1(c)), harbors the densest plasma in geospace. This peak density is typically
observed at around 300 km and is governed by the altitude-dependent balance between
plasma production rates and the rate at which plasma recombines into neutral gas. However,
as evident in Figure 2.1(a), the thermospheric neutral density (black line) remain orders of
magnitude higher than the plasma density (red line) at all ionospheric altitudes. Thus,
the ionosphere is a weakly ionized plasma, and the interplay between plasma and neutral
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processes strongly couples ionospheric and thermospheric dynamics. This coupling, how the
coupled system responds to various drivers, and the resulting phenomena is the broad topic
of this dissertation, and will be explored in more detail in later sections.

The ionosphere, like the neutral atmosphere, can be divided into several layers, most of
which are defined by a local peak in the plasma density. These layers form because of the
varying ionization rates and plasma recombination chemistry at different altitudes. At its
base, the D Region, which resides below 90 km, is formed primarily by photoionization of
nitric oxide (NO) by Lyman « radiation (A = 122 nm) (Kelley, 2009) [172]. Negative ions,
formed via the attachment of electrons to neutrals, are important in this region, as are metal-
lic ions such as Fet deposited by meteor ablation at these altitudes. The D Region is only
very weakly ionized and has dynamics dominated by collisions with the surrounding dense
neutral air. Although this region contains many interesting phenomena,! this dissertation
focuses on higher altitudes of the I-T system where the plasma plays an important role in
the dynamics, so the D Region region will not be explored further in this work.

Next, the E Region, composed primarily of molecular ions such as OF and NO™, extends
between about 90 and 150 km. As explored in greater detail in Section 2.3, the ionospheric
plasma density at a specific location in space is regulated by the balance between plasma
production (via photoionization or impact ionization), destruction (via recombination), and
transport. During nighttime, when the dominant source of plasma production vanishes, the
ionospheric E Region plasma density is reduced by several orders of magnitude due to the
rapid recombination rates for molecular ions.

Above about 150 km, the F' Region is mainly composed of O ions due to the dominance
of atomic oxygen in the neutral atmosphere at these altitudes. The F Region, where the
dominant O recombine more slowly than molecular ions, persists throughout the night. As
evident from Figure 2.1(b), the temperatures of ions and electrons diverge from the neutral
temperature in the F Region, where thermalizing collisions are less frequent. Above the F
Region, in the plasmasphere or protonosphere, H becomes the dominant ion. The transition
height between the two regions typically lies between 500 and 1200 km, but is highly variable
at different latitudes and under different solar flux conditions (Kutiev et al., 1994) [180].

Both the thermosphere and ionosphere are driven by forces from above (e.g. changes in
solar and geomagnetic inputs, particle precipitation, etc.) and from below (e.g., terrestrial
weather, lower atmospheric tides, etc.) (e.g., Smith, 2012; Wang et al., 2022) [318, 362].
Disturbances in the thermosphere or ionosphere, through plasma-neutral coupling, often
result in oscillations propagating through the I-T system. The following section will review
some of the wave phenomena which will be relevant to this dissertation.

IFor example, this region strongly affects the propagation of radiowaves, absorbing most AM radio signals
during the day. Furthermore, charged dust and ice particles in this region lead to interesting dusty and icy
plasma physics behavior (e.g., Kelley, 2009) [172].
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2.2 Disturbances in the Upper Atmosphere: An
Overview of Oscillations and Wave Phenomena

Below the exosphere, where the atmosphere is dense and there are frequent collisions between
particles, neutral air behaves collectively, allowing it to be meaningfully described using av-
erage quantities including temperature and bulk flow velocity. Here, for most applications?,
the neutral atmosphere can be described as a fluid and can sustain a variety of atmospheric
oscillations (e.g., Greer, 2013) [114]. These oscillations arise when the equilibrium state of
the atmosphere is perturbed and a restoring force acts to bring it back into equilibrium. For
example, acoustic waves (also known as sound waves) in the atmosphere are pressure oscilla-
tions which propagate through the air, carrying energy as they compresses and decompresses
the air periodically (with frequencies higher than the acoustic cutoff frequency of ~3.3 mHz
in the lower thermosphere) along the propagation direction (e.g., Blanc, 1985; Astafyeva,
2019) [33, 12]. Another example more relevant to this dissertation, gravity waves (discussed
in more detail below) arise when part of the atmosphere is vertically displaced (such as when
wind passes over a mountain range) and then oscillates up and down due to the competing
influences of gravity and buoyancy at frequencies lower than the Brunt-Vaisala frequency
(typically ~2.9 mHz in the lower atmosphere) (e.g., Astafyeva, 2019) [12]. Similarly, the
ionized part of the upper atmosphere supports various oscillations, some of which are driven
by interactions with the neutral atmosphere. This briefly describes the wave modes in the
I-T system that are relevant to the work presented in later chapters. This is by no means an
exhaustive survey of the plasma and neutral wave modes that one might encounter in the
[-T system.

Upper Atmospheric Tides and Planetary-Scale Waves

Colloquially, the term ‘tide’ evokes the regular changes in sea level along the local shoreline
caused by the gravitational pull of the Moon on the Earth’s oceans. Earth’s atmosphere also
experiences tidal variations, manifesting as regular, periodic oscillations in the temperature,
winds, density, and pressure of the neutral atmosphere (Chapman & Lindzen, 1970) [42].
Like ocean tides, some atmospheric tides are generated by the Moon’s gravitational pull,
and therefore have periods which are subharmonics of a lunar day. However, the strongest
tides in the middle and upper atmosphere are solar thermal tides, with periods that are
subharmonics of a solar day and which result from the periodic heating of the atmosphere
by solar radiation (e.g., Kelley, 2009) [172]. A tutorial of much of the pertinent mathematics
and nomenclature describing these waves can be found in Forbes (1995) [85], and will not
be replicated here.

2For applications requiring detailed atmospheric chemistry, a kinetic approach (which focuses on indi-
vidual particles or reactions rather than average quantities) is essential. In Chapter 5, a kinetic approach is
used to study the chemistry resulting in picket fence optical emissions in the subauroral ionosphere.
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Figure 2.2: Schematic showing the heating resulting in solar thermal tides, reproduced from
Figure 11 of Forbes (1995) [85]. (a) Vertical heating variations associated with the absorption
of solar radiation by different atmospheric constituents. (b) Latitudinal heating variations
associated with changing solar inclination angle. (¢) Local time heating variations.

Figure 2.2 depicts a schematic of atmospheric heating which generates solar thermal
tides (Forbes, 1995) [85]. The heating rate varies with latitude (Figure 2.2(b)) and local
time (Figure 2.2(c)). As solar radiation impinges on the atmosphere, different atmospheric
constituents absorb and are heated by parts of the solar spectrum, as shown in Figure 2.2(a).
Some of this radiation is absorbed directly in the thermosphere by O, and Ny, generating
an in-situ tide. The radiation absorbed by ozone (O3) and water vapor (HyO) in the lower
atmosphere periodically heats the atmosphere and generates tidal oscillations, some of which
can then propagate vertically to thermospheric altitudes.® As tides propagate vertically, the
associated wind amplitude grows exponentially since energy is conserved while the neutral
atmosphere’s density decreases exponentially. The tides eventually break due to their large
amplitudes or the effect of kinematic viscosity (e.g., Kelley, 2009) [172]. These tides act as
an important pathway for transporting energy and momentum from the lower atmosphere
into the I-T system (e.g., Jones Jr., 2015) [164].

As shown in Figure 2.2(c), the heating from incoming solar radiation rises sharply at
sunrise (SR), is most intense at solar noon (N), and falls off sharply at sunset (SS). This

3Not all tides can propagate vertically; some remain trapped below the thermosphere. For details, see
Chapman and Lindzen (1970) [42].
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periodic heating structure sets the period of the tides. Near the equator, the dominant tidal
mode is the migrating diurnal tide, which has a 24 hour period and migrates westward with
the apparent motion of the sun. Tides with periods of 12 hours and 8 hours are referred to
as semidiurnal tides and terdiurnal tides, respectively. The tidal forcing decreases at higher
latitudes with the changing angle at which solar radiance is incident upon the atmosphere.
This introduces latitudinal and seasonal variations to tidal amplitudes and structure.

In addition to the migrating tides, which appear fixed in local time, non-migrating tides
vary in longitude, and may propagate either eastward or westward (e.g., Pedatella, 2011)
[261]. These can be generated by localized sources in the troposphere, such as latent heat
released by tropical convection (Hagan & Forbes, 2002) [119] or by nonlinear interactions
between tides and other upper atmospheric waves (McLandress & Ward, 1994; Miyahara
& Miyoshi, 1997; McLandress, 2002; Lieberman et al., 2015) [225, 238, 224, 191]. One of
these other wave modes, planetary or Rossby waves, are global-scale atmospheric oscillations
arising naturally as normal modes in the rotating atmosphere (e.g., Pogoreltsev et al., 2007)
[268]. These have periods longer than a day, and can propagate zonally or remain stationary
(Forbes, 1995) [85].

Despite abundant observations of tidal variations in the lower atmosphere and theoretical
foundations for how these modes can propagate vertically, observations of neutral winds in
the thermosphere are sparse and there remain open questions about the spectrum of waves
and tides propagating in the upper atmosphere (Heelis & Maute, 2020) [133]. In Chapter
4, we present neutral wind observations of solar terminator waves (STWSs) in the terrestrial
thermosphere. Like solar thermal tides, STWs migrate with the apparent motion of the
sun and are thought to be generated by the regular heating changes induced by sunrise and
sunset. However, it remains unclear whether these originate in the lower atmosphere or are
generated in situ in the thermosphere. The relation between STWs and solar thermal tides
or smaller-scale waves which arise in the neutral atmosphere (such as gravity waves, reviewed
in the next section) will be investigated in Chapter 4.

Atmospheric Gravity Waves

The term ‘wave’ often evokes rhythmic ocean swells crashing against the shoreline, a familiar
sight to any beach-goer. The periodic crests and troughs of ocean waves travel along the air-
water interface and are moderated by a gravitational restoring force, so they are referred to
as ‘surface gravity waves.” In contrast, ‘internal gravity waves’ are waves which move within
a fluid, with gravity modulating the pressure, temperature, density, and bulk fluid motion.
Unlike surface gravity waves, which only move horizontally along the interface between two
fluids, internal gravity waves can propagate both horizontally and vertically, transporting
energy and momentum between different layers within a fluid.

Scientific interest in understanding and characterizing internal gravity waves in the atmo-
sphere first arose when worldwide pressure disturbances were observed following the eruption
of the Krakatoa volcano in 1883 (Press & Harkrider, 1962) [272]. This historical context
seems particularly fitting since a significant focus of this dissertation will be on examining
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the ionospheric and thermospheric effects of the 2022 Tonga volcanic eruption. In 1960,
Hines [140] published the foundational work in the field of upper atmospheric internal grav-
ity waves (hereafter, AGWs). Hines (1960) [140] presented a mathematical development of
AGWs, exploring their properties and showing that these waves were consistent with ob-
servations of irregularities in thermospheric winds and ionospheric plasma distributions. In
the years since this work, significant progress has been made in understanding the various
sources and effects of AGWs, as summarized in the review by Fritts and Alexander (2003)
[93].

To elucidate the fundamental principles of AGWs, first observe that Figure 2.1(a) illus-
trates the exponential decrease in neutral atmospheric density with increasing altitude. In
general, these vertical variations (aligned with the local gravitational force) are more signif-
icant than horizontal variations. The atmosphere is considered stable in the sense that, if a
parcel of air is displaced vertically, it tends to return to its original position due to the effects
of buoyancy and gravity (e.g., Sutherland, 2010) [336]. The largest AGWs, characterized by
horizontal wavelengths ranging from 1,000s of km to ~10,000 km, are also influenced by the
Coriolis effects from Earth’s rotation. These waves, which include the solar thermal tides
described in the previous section, are termed ‘inertial gravity waves.’

Various sources can give rise to AGWs. Commonly studied sources include tropospheric
winds flowing over topographical features such as mountains (e.g., Long 1955; Nastrom &
Fritts, 1992; Farmer & Armi, 1999) [202, 243, 80|, tropospheric convection and weather fronts
(e.g., Hung et al., 1978; Kelley, 1997; Vincent & Alexander, 2000; Walterscheid et al., 2001)
[148, 171, 358, 361], and atmospheric heating in the auroral zone during periods of heightened
geomagnetic activity (e.g., Richmond & Matsushita, 1975; Hunsucker, 1982; Immel et al.,
2001; Oyama & Watkins, 2012; Lu et al., 2016) [284, 151, 154, 254, 204]. AGWs can also
be generated by natural hazards, such as earthquakes (e.g., Mikumo & Watada, 2009) [232],
tsunamis (e.g., Hickey et al., 2009) [139], and, notably for this dissertation, volcanoes (e.g.,
Ripepe et al., 2010) [289].

Gravity waves produced directly by these sources, often called primary gravity waves, can
dissipate and/or break, generating forces in the atmosphere which can generate secondary
gravity waves (e.g., Fritts et al., 2002, 2006; Becker & Vadas, 2018) [94, 95, 22]|. These can
propagate farther vertically than the primary waves, transporting energy and momentum to
higher altitudes (Vadas & Fritts, 2002; Vadas et al., 2003; Vadas & Liu, 2009; Sutherland,
2010) [348, 349, 350, 336]. It is interesting to note that the same sources that can give rise
to gravity waves can also generate acoustic waves (colloquially, ‘sound waves’), which have
much higher frequencies than gravity waves, but can also be important for energy transport
in the upper atmosphere (e.g., Hickey et al., 2001; Walterscheid et al., 2003; Liu, 2016) [138,
360, 194].

In the case of the 2022 Tonga volcanic eruption, the subject of Chapter 3, the vertical up-
draft of air* following the eruption launched concentric rings of primary gravity waves, which

4Vadas et al. (2023) [352] were able to track these updrafts using cloud top brightness temperatures
measured using NOAA’s Geostationary Operational Environmental Satellite. The volcanic plumes appear
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likely traveled horizontally up to ~600 km from the volcano before breaking and/or dissi-
pating (Vadas et al., 2023) [352]. Where the primaries dissipated and create local forces in
the atmosphere, secondary gravity waves arose which propagated thousands of km, affecting
the I-T system on a global scale (Vadas et al., 2023) [352].

Traveling Ionospheric Disturbances

When thermospheric waves, such as gravity waves, perturb the neutral density and winds,
they can also modulate the ionospheric plasma density, resulting in traveling ionospheric
disturbances (TIDs) (e.g., Hocke & Schlegel, 1996) [141]. Generally, neutral winds can move
plasma either parallel to the local magnetic field (via collisional drag) or perpendicular to it
(via dynamo electric fields and currents) (e.g., Heelis & Maute, 2020) [133]. Further explo-
ration of these coupling mechanisms is detailed in Section 2.3. Electron density variations
associated with TIDs are most frequently visualized using data collected by satellites and
receivers in the Global Navigation Satellite System (GNSS), which measure the total electron
content (TEC) along their line of sight (e.g., Rideout & Coster, 2006) [287].

TIDs are broadly divided into two categories based on their wave properties. Large-scale
TIDs (LSTIDs), primarily associated with auroral heating processes during geomagnetic
storms, exhibit wavelengths of approximately 1,000 - 3,000 km, horizontal velocities of 300
- 1,000 m/s, and periods ranging from one to several hours (e.g., Jonah et al., 2018; Lyons
et al., 2019) [163, 209]. Medium-scale TIDs (MSTIDs), primarily generated by sources in
the lower atmosphere such as tropospheric weather fronts, have horizontal wavelengths of
several hundred kilometers, horizontal velocities between approximately 100 and 300 m/s,
and periods ranging from about 15 minutes to one hour (e.g., Tsugawa et al., 2007) [343].

Several of the I-T energy inputs explored in this dissertation are known to generate TIDs.
Prior to the Tonga eruption studied in Chapter 3, TIDs from volcanic eruptions have been
identified and investigated as a means of determining the volcanic energy input into the
ionosphere (e.g., Heki, 2006; Dautermann et al., 2009; Nakashima et al., 2016; Shults et
al., 2016; Liu et al., 2017) [137, 57, 242, 315, 201]. Additionally, a considerable number of
studies have since delved into the TIDs generated by the Tonga eruption, finding a broad
spectrum of waves, some of which circled the globe multiple times (e.g., Aa et al., 2022;
Amores et al., 2022; Hong et al., 2022; Kataoka etal., 2022; Kulichkov et al., 2022; Lin et
al., 2022; Otsuka, 2022; Wright et al., 2022; Zhang et al., 2022) [2, 7, 144, 169, 179, 192,
253, 371, 383]. Comparatively fewer studies have investigated the plasma/neutral coupling
and near-field effects of the eruption, which will be explored in this dissertation.

The moving solar terminator, the subject of Chapter 4, has also been observed to produce
TIDs (Galushko et al., 1998; Afraimovich, 2008; Song et al., 2013; Ding et al., 2014; Zhang et
al., 2021) [101, 3, 325, 61, 384]. Notably, many of these studies conclude that TIDs generated
by the solar terminator are most prominent near the morning terminator. However, while

up to 50°K colder than the surrounding air in these images. For an interesting discussion about how
volcanic plumes, which are very dense and hot upon being expelled from the volcano, become cooler than
the surrounding atmosphere upon reaching their peaks, see Woods and Self (1992) [370].
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investigating the thermospheric response to the solar terminator, we find a clear evening
signature but no corresponding signature in the morning, consistent with Forbes et al. (2008)
[89] and Liu et al. (2009) [199]. A possible explanation for this discrepancy will be discussed
further in Section 4.4.

Ionospheric Plasma Wave Modes

In the absence of neutral atmospheric driving, plasma in near-Earth space can sustain a
variety of wave modes. This section describes the plasma and electromagnetic oscillations
relevant to this dissertation.

In a plasma, the most fundamental oscillations are known as Langmuir waves or simply
plasma oscillations. These are rapid plasma density oscillations brought about when the
electron gas is slightly displaced from the ion gas, and subsequently feels a Coulomb restoring
force, resulting in oscillations at the plasma frequency. Ignoring corrections due to the
thermal motion of the electrons, this frequency is given by:
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Wy = (2.1)
where n. is the electron number density, ¢ is the electron charge, m. is the electron mass, and
€ is the permittivity of free space. Notably, the only variable quantity that this frequency
depends on in the ionosphere is the electron density. Near the ionospheric F2 peak, this
frequency is typically several MHz. Thus, these oscillations occur on timescales much faster
than any that will be considered in this dissertation.

The Earth’s ionosphere is threaded by the planet’s magnetic field, which resembles a
dipole in near-Earth space with its dipole axis tilted ~11° relative to Earth’s rotation axis.’
As a result, charged particles moving with a velocity component perpendicular to Earth’s
magnetic field experience a Lorentz force, causing them to spiral around the magnetic field
line. This gyration occurs at the particles’ gyrofrequency, which is given by:

_ 4B

= (2.2)
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where B is the magnitude of the magnetic field, and m is the mass of the charge. In the
absence of other forces, this gyromotion constrains charged particles’ guiding centers to
move along magnetic field lines. This limitation on plasma transport is important when
considering the plasma conductivity, which will be explored more in Section 2.3 below and
will play a crucial role in the analysis of the ionospheric response to the Tonga volcanic
eruption presented in Chapter 3.

SWhile the dipole term of the Earth’s magnetic field dominates in near-Earth space, other multipole
components also exist and complicate Earth’s magnetic topology. Additionally, farther away from Earth,
the magnetic field is compressed on the dayside due to solar wind pressure and is stretched on the nightside,
forming the magnetotail.
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Furthermore, whether a charged particle is considered ‘magnetized’ depends on the ratio
of the gyrofrequency to the collision frequency between charged and neutral particles. If the
collision frequency is much larger than the gyrofrequency, collisions dominate the particles’
motion and the particles are considered unmagnetized. This concept is important for un-
derstanding the kinetic modeling performed to study the picket fence optical phenomenon
presented in Chapter 5. Typical ion and electron gyrofrequencies as well as collision frequen-
cies with neutrals in the ionospheric E Region are shown in Figure 2.3(b), which is discussed
more in Section 2.3.

The final plasma wave mode relevant to this dissertation are Alfvén waves. In this trans-
verse hydrodynamic wave mode, magnetic fields and charged particles oscillate perpendicular
to the direction of the unperturbed magnetic field in response to an effective magnetic ten-

sion force. The disturbance travels along the magnetic field lines at the Alfvén speed, given
by:

B
v Hop

where p is the permeability of the vacuum and p is the mass density of the surrounding
plasma (Alfvén, 1942) [6]. In the ionosphere, this speed is on the order of a few times 10° m/s,
allowing the rapid transmission of electromagnetic energy along magnetic field lines. The
consequences of this in regards to the ionospheric response to the Tonga volcanic eruption
are explored more fully in Chapter 3.

For a much more complete description of these and other ionospheric wave modes, an ex-
cellent review and mathematical development of wave propagation in the ionosphere is given
by Rawer (1993) [278]. A more general plasma physics approach, which still includes de-
scriptions and derivations of all modes described in this section, can be found in Chen (2016)
[45], which is not specific to ionospheric physics. In the following section, we will describe
the coupling mechanisms between plasma and neutral gas and how it affects ionospheric
dynamics.

(2.3)

VoA =

2.3 Plasma-Neutral Coupling: An Exploration of the
Ion Continuity Equation

Earth’s thermosphere and ionosphere coexist in the same region of space, and their dynamics
are intricately interconnected (e.g., Prolss, 2004) [273]. Density variations in both the ther-
mospheric neutral gas and ionospheric plasma are strongly influenced by each other through
physical processes including ionization, recombination, and collisions. In this section, we
explore some of the main mechanisms of plasma-neutral coupling, focusing on the role of the
neutral gas in driving changes in the plasma density. These fundamental concepts will serve
as the basis for much of the research presented in this dissertation.



CHAPTER 2. THE COUPLED IONOSPHERE/THERMOSPHERE SYSTEM 28

The Ion Continuity Equation

The plasma density n in a local region® of the ionosphere can change over time only if: (1)
plasma is produced via ionization of the local neutral gas; (2) plasma is destroyed when ions
and electrons recombine to form neutral particles; (3) plasma is transported parallel to the
background magnetic field; or (4) plasma is transported perpendicular to the background
magnetic field. This idea is expressed by the ion continuity equation:

%:Q—ﬁn—v-(nﬁ) (2.4)
where () is the ion production rate, 3 is the loss coefficient, and ' is the ion velocity. The
final term is the ion transport term, which governs motion both parallel and perpendicular
to the magnetic field.

Each of the terms Equation 2.4 can be driven by multiple underlying mechanisms. For
instance, plasma production may occur through photoionization, in which a photon frees
an electron from a neutral particle, or impact ionization, in which ionization results from
collisions between a charged particle and a neutral particle. In the following subsections, we
describe each of these processes and their underlying mechanisms within the ionosphere in
more detail.

Plasma Production and Loss Chemistry

As described in Section 2.1, the ionosphere’s existence and fundamental vertical structure
depend largely on the balance between plasma production and recombination with respect
to altitude. This section provides an overview of some of the main principles of ionospheric
chemistry. A more comprehensive review can be found in, e.g., Torr and Torr (1979) [342].

With the notable exception of the high-latitude ionosphere, most ionospheric plasma is
produced through the photoionization of thermospheric neutral gas by solar photons. To be
photoionized, a neutral atom or molecule must interact with an incoming photon possessing
energy greater than or equal to the neutral’s ionization energy. For the most abundant
thermospheric species, these photoionization reactions are:

Ny + hv (e > 1558 eV, A < 79.6 nm) — NJ + e~ (2.5)
Oy + hv (e > 12.08 eV, A < 102.6 nm) — OF +e~ (2.6)
O+ hv(e>13.61 eV,\A<91.1 nm) — O +e” (2.7)

where h denotes Planck’s constant, and €, v, and A represent the photon’s energy, frequency,
and wavelength, respectively (Rees, 1989) [280]. At high latitudes, where energetic charged
particles can stream down Earth’s magnetic field, neutrals may undergo impact ionization

6Here, ‘local’ indicates a region large enough to contain many particles (n'/? < L, where L is a length
characterizing the size of the region), but still small enough that the density does not change significantly
across the region and therefore represents a meaningful average.
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when they are ionized after being struck by a particle with energy greater than or equal to
their ionization energy.

If the photon or charged particle which ionizes a neutral atom or molecule possesses
exactly the ionization energy of the neutral, the resulting ion will be produced in its ground
(least energetic) state. However, if the photon or charge carries excess energy, the resulting
ion may emerge in an excited electronic state. For example, the blue light used as a critical
marker to distinguish picket fence emissions from auroral emissions in Chapter 5 is emitted
when NJ (B?X1), an excited electronic state of NJ | relaxes to its ground state. Although the
ionization energy of Ny is 15.58 eV (Equation 2.5), an electron colliding with a Ny molecule
requires a minimum of 18.75 eV to both ionize it and excite it to the NJ (B*¥L}) state.

Once formed, ions may undergo charge exchange or ion-atom interchange reactions with
other ambient neutral species, changing the ion composition,” but not the plasma number
density. Common such reactions in the F Region include (Donahue, 1968; Pfaff, 2012) [62,
264]:

O+—|—N2—)NO+—|—N

2.8
Ot +0,— 05 +0 (2:8)

Plasma, once generated, suffers loss through recombination, which proceeds more rapidly
for molecular ions than for atomic ions. For instance, a molecular O3 ion in the ionospheric
F region will recombine within seconds, whereas an atomic O" ion can persist for hours (e.g.,
Schunk & Walker, 1973) [305]. F region O% is commonly lost by first undergoing one of the
reactions in Equation 2.8 and subsequently undergoing dissociative recombination through
the reactions:

Of +e -0+0

2.9
NOT+e~ = N+O (2.9)

Equations 2.9 do not fully represent the physical process, as dissociative recombination
reactions follow a two-step process, where the ion initially captures the electron, forming a
neutral in an excited state which subsequently dissociates into its constituents (Sheehan &
St. Maurice, 2004) [309]. Often, one or both of the neutral products on the right hand side
of Equations 2.9 are produced in an excited state (Pavlov, 2014; Grubbs et al., 2018) [260,
116).

The ionospheric plasma density can undergo significant changes due to variations in the
balance between production and recombination rates. Altering either rate can result in rapid
density variations. For instance, in the low-latitude E region, rapid recombination occurs at
night following sunset when the source of photoionization disappears. Combined with swift

"Note that this process technically alters the neutral composition as well; however, given that the plasma
density is several orders of magnitude lower than the neutral density at ionospheric altitudes, the effect is
significantly greater on the ion composition.
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molecular ion recombination rates, this causes the E region plasma density to decrease by
over an order of magnitude within a few minutes of sunset. At higher altitudes, the slower
recombination rates of O" allow plasma to persist throughout the night even without a source
of ionization. In the auroral region, where impact ionization from precipitating particles
provides an additional plasma source, the E region can often be sustained throughout the
night.

The ionospheric density can also be altered by changing the thermospheric composition.
For instance, when rockets traverse the ionosphere, their exhaust plumes introduce substan-
tial amounts of water vapor, leading to observed ionospheric depletions (e.g., Booker, 1961;
Ozeki & Heki, 2010) [35, 255]. These depletions likely result from charge exchange between
H,O and ambient ions, followed by rapid recombination of the resulting HoO" ions (e.g.,
Bernhardt et al., 2001) [29].

Transportation Perpendicular to the Magnetic Field

In the absence of external forces but in the presence of a background magnetic field é,
individual charged particles can move freely along the magnetic field while gyrating around
it at their gyrofrequency (defined in Equation 2.2). Under these conditions, there is no
net transport of plasma perpendicular to the magnetic field. When influenced by a force
perpendicular to the magnetic field, a gyrating charge gains energy on half of its orbit
(increasing the gyration radius) and loses it on the other half (reducing the radius). This
process results in a net motion (drift) of the charge’s guiding center, located at the center of
its gyration, perpendicular to both the force and the background magnetic field (e.g., Chen,
2016) [45]. This drift ¥, for a particle with charge ¢ subjected to an arbitrary force Fis
given by:

ﬂ_lFﬁxé
Ud—q 32

(2.10)

For example, consider the force enacted on a charged particle by an electric field, Fy =
qF, where E is the electric field. In this case, the particle’s guiding center will drift at
velocity Ug, given by:

— —

Ex B
32
This is commonly referred to as the “F x B drift.” It’s important to note that this drift is
independent of the charged particle’s charge or mass, meaning ions and electrons will drift
together under the influence of the electric field. Consequently, electric fields in the iono-
sphere can lead to large-scale plasma redistribution across magnetic field lines (as observed
in the fountain effect in the equatorial ionosphere, described in Section 2.4 below), but they

do not induce the flow of currents.

Ty = (2.11)



CHAPTER 2. THE COUPLED IONOSPHERE/THERMOSPHERE SYSTEM 31

Other forces, such as those due to gravity or pressure gradients, result in currents flowing
perpendicular to the magnetic field. The gravitational force, Fz = mg, induces a drift vg
given by:

. _mﬁxé

U= (2.12)
The diamagnetic drift vp due to a plasma pressure gradient VP is given by:
1 VP x B
ip = ———— 2.13
Up ng B ( )

Usually, the gravitational and diamagnetic drifts are negligibly small compared to the ExB
drift and are mainly relevant in low-latitude regions of the ionosphere where gravity and
altitudinal plasma density gradients are largely perpendicular to the magnetic field (e.g.,
Schunk & Nagy, 2009) [303]. Other drifts may arise from curvature or other non-uniformities
in the background magnetic field, but they tend not to be significant in the ionosphere.

In the absence of collisions, these drifts cause plasma redistribution or currents perpendic-
ular to both the force and the background magnetic field. However, collisions are significant
throughout the E region and lower F region of the ionosphere, and so must be considered.
To understand how these collisions play a role, we next explore the concept of ionospheric
conductivity.

Ionospheric Conductivity

In order to understand how electric fields and currents are established within the ionosphere
(essential in particular for the work presented in Chapter 3), it is first important to under-
stand the concept of conductivity. Generally, the conductivity (o) of a medium relates to the
ease with which charges can move through that medium [115]. In a perfect conductor, the
conductivity is infinite (¢ = o0), meaning that the charges move freely with no resistance.
Some metals, as well as collisionless plasmas without strong background magnetic fields,
can be approximated as perfect conductors. In a perfect insulator, charges cannot move at
all, so the conductivity is zero (¢ = 0). Mathematically, the conductivity is defined as the
proportionality relating an applied electric field E to the resulting current density j:

j=0 E (2.14)
where the double arrow over o signifies that it is a tensor quantity, which allows the conduc-
tivity to be directionally-dependent. This is important in environments with non-negligible
background magnetic fields, including Earth’s ionosphere, since charges can move much more
easily along the magnetic field than across it, creating an anisotropy in the conductivity. If
the background magnetic field is taken to lie along the Z-axis, the ionospheric conductivity
tensor takes the form:
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R Op —0g 0
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Here, the parallel conductivity, o), affects magnetic field-aligned currents. The Pedersen
conductivity, op, affects currents in the direction of the component of the electric field which
is perpendicular to the magnetic field (E 1). The Hall conductivity, op, affects currents
perpendicular to both the electric and magnetic field.

In Appendix A.1, we derive expressions for each of these conductivities in a simplified
ionospheric plasma, accounting for only a single ion species. These can be expressed as:
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where v;, and v,, denote the ion-neutral and electron-neutral collision frequencies®, respec-
tively, we and we. denote the ion and electron cyclotron frequencies, m; and m,. are the ion
and electron masses, n is the plasma density, and e is the elementary charge. For the true
ionosphere, it would be necessary to sum over multiple ion species.

From these expressions, it is clear that the conductivity depends strongly on the plasma
density, as well as on the neutral density through its influence on the plasma-neutral collision
frequencies. Typical values of the conductivity in the mid-latitude ionosphere are displayed
in Figure 2.3(a), calculated using the ionospheric and neutral profiles from Figure 2.1, with
collision frequencies calculated using the empirical formulas presented in the TIEGCM V1.94
Model Description, page 125.° At all ionospheric altitudes, the parallel conductivity is much
greater than the Pedersen and Hall conductivities.

The large ionospheric parallel conductivity allows charges to quickly respond to mag-
netic field-aligned forces by flowing along the magnetic field. This high charge mobility has
important consequences for ionospheric electric fields. For example, consider a potential
difference between two points along the same magnetic field line. Charges, influenced by the
parallel electric field, quickly redistribute along the magnetic field, effectively neutralizing
the potential difference. As a result, ionospheric magnetic fields lines are often treated as

8These collision frequencies depend on the neutral and plasma densities, masses, and temperatures (e.g.,
Banks and Kockarts 1973) [16].

9The Thermosphere Ionosphere Electrodynamic General Circulation Model (TIEGCM) is an upper
atmosphere model developed by the High Altitude Observatory at the National Center for Atmospheric
Research. This manual is available from https://www.hao.ucar.edu/modeling/tgcm/doc/description/
model_description.pdf
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Ionospheric Daytime Conductivity Profile
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Figure 2.3: (a) Typical values of the Pedersen (op), Hall (05) and parallel (o) conductivity
in the mid-latitude daytime ionosphere. (b) Representative mid-latitude profiles of iono-
spheric gyrofrequencies and plasma-neutral collisional frequencies, inspired by Figure 4.10
of Baumjohann and Treumann (2012) [18].
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equipotentials, meaning that parallel electric fields cannot be sustained and perpendicular
electric fields remain constant, mapping to all points along a given field line. This picture
changes in the lower E Region, where rising collision rates and falling plasma densities cause
the parallel conductivity to fall off rapidly with altitude. We will explore the consequences
of a sustained parallel electric field in this region in more detail in Chapter 5.

In reality, the perpendicular electric field cannot be instantaneously transmitted to all
points along a magnetic field line. If a perpendicular electric field arises at one end of the field
line (potentially through the dynamo mechanisms described below), the electroquasistatic
picture of the ionosphere suggests that that information is conveyed along the field line via
Alfvén waves (e.g., Kelley, 2009) [172]. Moving at the Alfvén velocity vy = B/\/fiop, this
transmission time is relatively rapid. For example, in the case of the Tonga volcanic eruption
which we consider in Chapter 3, electric fields generated near the eruption site would only
take a few seconds to propagate to the conjugate hemisphere travelling at the Alfvén velocity
in the ionosphere,'? which is much shorter than the timescales of interest in this dissertation.

Next, consider the plasma motion perpendicular to the magnetic field. When the electron
and ion gyrofrequencies are much greater than the ion-neutral and electron-neutral collision
frequencies, as occurs in the topside of the ionosphere, electrons and ions will both experience
ExB drift, so there will be no net current. However, between about 100 and 150 km, in the
region known as the ‘dynamo layer,” ions and electrons collide more frequently with neutrals,
leading to different dynamics.

The electron and ion gyrofrequencies as well as the electron-neutral and ion-neutral colli-
sion frequencies in the dynamo layer are depicted in Figure 2.3(b) (inspired by Figure 4.10 of
Baunjohann and Treumann (2012) [18]), calculated using the ionospheric and thermospheric
profiles in Figure 2.1. The gyrofrequencies appear nearly vertical in the figure as they do not
vary much with altitude in this region. Below the dynamo layer, the collision frequencies
are greater than the gyrofrequencies for both species, meaning that charges cannot complete
one gyration around the magnetic field before colliding with a neutral particle. As a result,
the plasma largely moves with the neutral bulk flow below this altitude, regardless of the
direction of the magnetic field. At the base of the dynamo layer, the electron gyrofrequency
is greater than the electron-neutral collision frequency but the ion gyrofrequency is less than
the ion-neutral collision frequency, meaning that electrons are able to E x B drift relatively
unimpeded but ions move with the neutrals. This differential electron/ion motion results in
a Hall current perpendicular to the electric and magnetic fields. Higher in the dynamo layer,
where the ion-neutral collision frequency becomes comparable to the ion gyrofrequency, ions
will move in the direction of the electric field and therefore carry a Pedersen current, while
electrons still carry a Hall current.

0While the conventional understanding suggests that Alfvén waves will reflect and bounce back and
forth along the magnetic field lines until, after several bounce periods, an equilibrium is reached where the
electrostatic approximation is valid (Kelley, 2009) [172], recent research questions whether such equilibrium
is achievable in reality (Cosgrove, 2016) [51]. This remains an open area of investigation, not delved into
further here. The history of successful application of electroquasistatics in previous ionospheric research
provides a foundation for its use in this analysis.
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Just as collisions can result in Pedersen currents parallel to the perpendicular component
of the electric field and not just in the E x B direction, they can result in plasma transport
in the direction of any component of a force applied perpendicular to the magnetic field. For
example, the gravitational force acting on an ion in a collisional environment results in ion
velocity w;e given by:
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where ¢, denotes the component of the gravitational acceleration that is perpendicular to
the magnetic field (e.g., Schunk & Nagy, 2009) [303]. The similarity between this expression
and the form of the Pedersen conductivity is not coincidental.

Plasma pressure gradients, in a collisional environment, result in transport antiparallel
to the direction of the gradient. For an ion, the resulting transport velocity w;p can be
expressed as:

1 Vin
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where V denotes the component of the gradient perpendicular to the magnetic field (e.g.,
Schunk & Nagy, 2009) [303]. Again, the similarity of this expression to the Pedersen con-

ductivity should not come as a surprise.
To conclude our discussion of the ion continuity equation, we will discuss the motion of

plasma parallel to the background magnetic field.

Transportation Parallel to the Magnetic Field

As explained in the previous section and illustrated in Figure 2.3(a), the ionospheric conduc-
tivity parallel to the magnetic field is high, enabling charged particles to move freely along
the magnetic field. When ionospheric plasma experiences a force with a component parallel
to the magnetic field, such as gravity, plasma pressure gradients, or collisional momentum
transfer from neutral winds, plasma can slide along the field.

A simplified expression for the rate of ion motion along the magnetic field can be derived
using the diffusion approximation, which assumes all plasma flows are subsonic and which
neglects wave phenomena (e.g., Lei et al., 2008; Schunk & Nagy, 2009) [184, 303]. Consider
the effect of gravity in a region of the ionosphere where the magnetic field is nearly verti-
cal, aligned with the gravitational force. Here, in the absence of electric forces, the lighter
electrons would tend to settle vertically above the heavier ions. However, this charge sep-
aration would quickly establish a polarization electric field, drawing the electrons and ions
back together. This scenario holds true for field-aligned electron and ion motion under any
field-aligned forces. The rapid establishment of polarization electric fields due to any charge
separation causes the combined electron and ion fluid to diffuse as a single gas, exhibiting
different motion along the field lines compared to what a single fluid with the mass of either
species would do alone. This collective diffusive behavior is known as ambipolar diffusion.
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Since ions and electrons move together, this diffusion acts to transport plasma but not to
induce currents.!!

Following the development in Chapter 5 of Schunk & Nagy (2009) [303], a simplified
expression for the ambipolar diffusion, neglecting terms on the order of the electron mass
as well as heat flow, the effects of minor ion species, Coriolis effects, and stresses within the
fluid is:

mig
2kBTp
where ;) and 1, are the ion and neutral velocities along the magnetic field line, V| is the
gradient along the direction of the magnetic field line, 7, is the plasma temperature taken
as the average of the ion and electron temperatures, g is the component of the gravitational
acceleration parallel to the magnetic field, kg is the Boltzmann constant, and the ambipolar
diffusion coefficient D, is given by:
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From the ambipolar diffusion equation, it is evident that the field-aligned ion motion is
strongly influenced by the field-aligned component of the neutral wind, but is modified by
the effects of other forces regulated by ambipolar diffusion. The dominant ion species, whose
density is comparable to that of the electrons, tend to drag minor ion species along with
them.

The different terms of the ion continuity equation are not as independent as the presen-
tation in this section might have suggested. For instance, the field-aligned plasma pressure
gradient, which arises due to variations in plasma density along the field line, can be in-
fluenced by plasma motion perpendicular to the magnetic field. Such motion shifts plasma
to different field lines, consequently affecting the pressure gradient along a given field line.
Additionally, changes in production and loss rates as well as collisional momentum exchange
with neutrals, can further impact the plasma pressure gradient. Furthermore, neutral winds,
which typically flow from the summer to winter hemisphere, cause field-aligned plasma drift,
elevating plasma to higher altitudes in the summer hemisphere and and lower altitudes in the
winter winter hemisphere (Zhang, 2021; Heelis et al., 2022) [382, 136]. By moving plasma
to different altitudes, at which there are different recombination rates, field-aligned plasma
motions can affect plasma loss rates.

HTf the ionospheric parallel conductivity were truly infinite, there would be no field-aligned currents. In
reality, however, the conductivity is finite, so small potential differences can arise along field lines, which can
then lead to field-aligned currents between hemispheres (Yamazaki & Maute, 2017) [376].
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2.4 Ionospheric Phenomena Across Different
Latitudinal Regions: The Equatorial, Subauroral,
and Auroral Ionospheres

The plasma/neutral interactions highlighted in the previous section occur throughout Earth’s
ionosphere. The ionospheric response varies with latitude, primarily influenced by the con-
sequences of Earth’s changing magnetic field orientation. In this section we will describe
Earth’s magnetic field and how it affects the ionosphere in three sectors — equatorial, subau-
roral, and auroral.!? Additionally, we will describe key phenomena occurring in each sector,
laying the groundwork for the subsequent chapters of this dissertation.

The near-Earth space environment is shielded from the solar wind by a magnetic cavity
maintained by Earth’s intrinsic magnetic field, illustrated in Figure 2.4. This magnetic field
is primarily generated by the motion of fluids deep within Earth’s interior (e.g., Lanza &
Meloni, 2006) [182].'% Close to Earth’s surface and throughout the I-T region, the magnetic
field is predominantly dipolar. However, at greater distances from the planet, the magnetic
field is compressed on its sunward side and stretched deep into the nightside, influenced by
the solar wind (e.g., Thébault et al., 2015) [337].

Earth’s magnetic field’s dipole axis is tilted approximately 11° relative to Earth’s rota-
tional axis. Magnetic latitude is defined in reference to the magnetic poles rather than the
geographic poles, making it distinct from geographic latitude. In the equatorial region, at
low magnetic latitudes, ionospheric magnetic field lines are nearly horizontal. Conversely,
in the auroral region at high latitudes, ionospheric magnetic field lines are nearly vertical,
extending deeply into Earth’s magnetosphere or even connecting to the solar wind. The sub-
auroral region denotes the transition between these two field line orientations. The following
subsections delve into the implications of these varying magnetic field orientations. The
phenomena in the equatorial ionosphere will be relevant to the later exploration of the iono-
spheric consequences of the Tonga volcanic eruption and solar terminator waves, discussed in
Chapters 3 and 4. The discussions of the auroral and subauroral regions provide important
background for understanding the investigation of the picket fence optical phenomenon in
Chapter 5.

The Equatorial Ionosphere

At Earth’s magnetic equator, the roughly dipolar magnetic field lines reach their apex and
consequently extend parallel to Earth’s surface. The equatorial region of Earth’s ionosphere,

12The midlatitude ionosphere, stretching from about 20° to 60° magnetic latitude, comprises magnetic
flux tubes that reach their apex in the plasmasphere, defined further in the next section. This region of the
ionosphere is not discussed further in this dissertation.

13Smaller contributions to Earth’s magnetic field come from magnetized surface rocks, ionospheric elec-
trical currents (including those described later in this section), magnetospheric electrical currents, and sub-
surface electrical currents near Earth’s surface (e.g., Lanza & Meloni, 2006) [182].
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Figure 2.4: Diagram of Earth’s magnetic field and magnetosphere. Close to Earth, the
magnetic field is approximately dipolar, and the ionosphere can be divided into equatorial,
subauroral, and auroral regions, distinguished by the varying orientation of the magnetic
field with latitude. Credit: ESA (original picture courtesy C. Russel).

within approximately +20° of the magnetic equator,'* is characterized by a predominantly
horizontal magnetic field, limiting vertical plasma transport in the absence of external forces.
Moreover, the magnetic field lines in this area are closed, with both footpoints on the Earth,
and peak in the ionosphere, so the equatorial ionosphere is not magnetically connected to the
magnetosphere. This isolation shields it from direct magnetospheric and solar wind inputs.

At higher altitudes in the equatorial region, above the ionosphere, the plasmasphere is
a torus of plasma extending from ~1,000 km to four Earth radii (shown in Figure 2.4)
(e.g., Carpenter & Park, 1973) [39]. It is often considered an extension of the low-latitude
ionosphere (Pfaff, 2012) [264]. Similarly to the equatorial ionosphere, the plasmasphere is

M Magnetic field lines with their footpoints at +20° magnetic latitude reach an apex of roughly 1,000 km
at the magnetic equator. This altitude approximately represents the upper boundary of the F Region of the
ionosphere. Thus, the magnetic flux tubes within +20° magnetic latitude all reach their apex at or below
ionospheric altitudes.
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threaded by closed magnetic field lines which rotate with the Earth. It is primarily composed
of light ions (H™ and He™) which flow up magnetic field lines after being generated by charge
exchange with O" in the ionospheric F region. The plasmasphere plays a role in maintaining
the ionospheric F region at night, when plasma moves back down the magnetic field to
lower altitudes (e.g., Kelley, 2009) [172]. Compared to the magnetosphere beyond, it is
relatively cold (~10,000 K) and dense (~ 10%/cm?), although it is warmer and less dense
than the ionosphere (for reference, ionospheric density and temperature profiles are depicted
in Figure 2.1).

Under geomagnetically quiet conditions, the equatorial ionosphere’s electrodynamics and
currents are primarily established by tidal neutral winds (see Section 2.2) (Forbes & Lindzen,
1976) [88]. As described in Section 2.3, neutral winds perpendicular to Earth’s magnetic field
in the high-conductivity ionospheric E Region drive ionospheric currents. On timescales
longer than a few minutes, these currents must be divergence-free (V j = 0) to maintain
electrical quasi-neutrality. As a result, internal polarization electric fields arise to moderate
the currents, establishing a global current system known as the Sq current, where Sq stands
for “solar quiet” (Yamazaki & Maute, 2016) [376]. The Sq current system manifests as two
circulating current cells in the dayside E Region equatorial ionosphere, running counter-
clockwise in the northern hemisphere and clockwise in the southern hemisphere as viewed
from above (Yamazaki & Maute, 2016) [376]. Where the two cells meet along the magnetic
equator, the equatorial electrojet (EEJ), the strongest equatorial current, flows eastward in a
region of enhanced conductivity known as the Cowling channel (Liihr et al., 2004; Yamazaki
& Maute, 2016) [206, 376]. The eastward electric field associated with the EEJ combined
with the northward orientation of Earth’s magnetic field near the magnetic equator induces
an upward ExB plasma drift during the day, lofting ionospheric plasma to higher altitudes.
Subsequently, the plasma descends poleward along the magnetic field due to gravity and
plasma pressure gradients (e.g., Balan & Bailey, 1995) [14]. Termed the fountain effect,
this process creates two plasma density crests near +15° magnetic latitude and a density
trough near the magnetic equator, collectively forming the equatorial ionization anomaly
(EIA) (e.g., Appleton, 1946; Balan et al., 2018) [9, 15]. The location and intensity of the
EIA crests depends strongly on the equatorial zonal electric field and meridional winds.

During the night, the E Region plasma density rapidly decreases due to the high recom-
bination rates, reducing the E Region conductivity and inhibiting the currents that circulate
freely there during the day (e.g., Heelis, 2004; Pfaff, 2012) [132, 264]. Since recombination
rates are lower at higher altitudes, the F Region persists throughout the night, maintain-
ing sufficient Pedersen conductivity to allow conductive current flow. Consequently, current
continuity in the equatorial ionosphere is maintained at night by electrical currents in the
F Region (Maute & Richmond, 2017) [220]. These currents, primarily driven by F Region
neutral winds, dominate nighttime equatorial ionospheric electrodynamics, an effect termed
the “F Region dynamo” (e.g., Rishbeth, 1981; Rishbeth, 1997) [292, 293]. One consequence
of the difference in conductivity between the E and F Regions near sunset is an enhanced
eastward electric field (and therefore vertical plasma drift) in the early evening F Region,
known as the pre-reversal enhancement (PRE) (e.g., Rishbeth, 1971; Eccles, 1998; Scherliess
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& Fejer, 1999; Eccles et al., 2015) [291, 68, 302, 69].

The evening uplift of the equatorial ionosphere, coupled with steep vertical plasma density
gradients due to E Region recombination, can lead to the formation of large-scale nighttime
plasma instabilities known as equatorial plasma bubbles (EPBs)!® (e.g., McClure et al., 1977;
Balan et al., 2018) [222, 15]. EPBs manifest as field-aligned shells of depleted plasma, one to
three orders of magnitude less dense than the ambient plasma, rising through the F Region
and forming depleted flux tubes measuring up to several hundred kilometers across (east-
west) and thousands of kilometers in length (north-south) (e.g., Kil, 2015) [175]. Generally
attributed to a Rayleigh-Taylor-like instability where a heavy plasma layer overlies a lighter
one, the triggering mechanisms for this instability are still debated (e.g., Woodman & La
Hoz, 1976) [369]. Suggested mechanisms important for EPB formation include gravity wave
seeding (e.g., Huba & Liu, 2020) [147], neutral wind forcing (e.g., Kudeki et al., 2007)
[178], shear instabilities (Hysell & Kudeki, 2004) [152], and even the solar terminator waves,
which will be the subject of Chapter 4 (Chou et al., 2022) [47]. Following the 2022 Tonga
volcanic eruption, “super plasma bubbles” were observed up to ~40°N geographic latitude
over eastern Asia, likely seeded by the atmospheric disturbances launched by the eruption
(Aa et al., 2022; Huba et al., 2022; Rajesh et al., 2022) [2, 146, 277].

Since the electrodynamics and current systems in the equatorial ionosphere are highly
dependent on the neutral winds, disruptions in the these winds can lead to altered circulation
patterns, modifying previously described phenomena. For instance, following the Tonga
volcanic eruption, once the disturbances in neutral winds reached the dayside, the EEJ in the
American sector initially intensified and then reversed direction, flowing westward instead
of eastward (Harding et al., 2022) [127]. Moreover, following the arrival of volcanically-
disturbed winds, the crests of the EIA were observed to erode and collapse equatorward (Aa
et al., 2022) [1].

Despite lacking a direct magnetic connection to the magnetosphere or solar wind, the
equatorial ionosphere can undergo significant modifications during geomagnetic disturbances
(e.g., Fejer, 2002) [81]. During these events, energy transferred from the magnetosphere to
the high-latitude ionosphere generates large-scale gravity waves and corresponding TIDs.
These disturbances propagate equatorward, leading to a modified system of thermospheric
winds moving equatorward and deflected westward by the Coriolis effect, causing the “dis-
turbance dynamo,” which generates an altered pattern of ionospheric currents (e.g., Blanc
& Richmond, 1980; Fejer et al., 1983; Huang, 2013) [34, 82, 145]. Prompt penetration
electric fields during geomagnetic disturbances can also directly modify electric fields in the
equatorial ionosphere. These fields arise when sudden changes in magnetospheric convection
reduce the ability of the plasma sheet to shield the inner magnetosphere and ionosphere
from high-altitude electric fields (e.g., Spiro et al., 1988; Fejer, 2002) [328, 81]. Considering
these effects will be important when disentangling the impacts of the Tonga eruption and

ISEPBs were first observed by Booker and Wells (1938) [35], who detected them as a spread in the range
of radio waves scattered off of the F Region. As a result, these bubbles are often referred to as “spread-F”
in the literature.
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the moderate geomagnetic storm that occurred the day prior, as discussed in Chapter 3.

The Auroral Ionosphere

In the high-latitude ionosphere, the magnetic field configuration differs significantly from
that at the equator, leading to distinct phenomena. Unlike the predominantly north/south
horizontal magnetic field lines at the equator, high-latitude magnetic field lines are nearly
vertical in the ionosphere and extend deep into the magnetosphere or connect to the in-
terplanetary magnetic field, which is subject to solar wind forcing (e.g., Tsyganenko, 1995)
[344]. Consequently, charged particles energized thousands of kilometers away from the polar
ionosphere can stream along magnetic field lines, colliding with Earth’s upper atmosphere
and producing captivating auroral displays.

The aurora is perhaps the most striking visual manifestation of plasma physics. The
auroral oval, which encircles both magnetic poles between approximately 60° to 75° latitude,
represents the region with the highest occurrence of auroras (Vallance Jones, 1974) [353].
While this dissertation does not directly delve into auroral physics, the green streaks of the
subauroral picket fence phenomenon investigated in Chapter 5 is visually similar to other
auroral forms, and there remains controversy in the community over whether it is generated
through similar processes (Nishimura et al., 2023) [249]. Gasque et al. (2023) [107] (presented
in Chapter 5) demonstrates a mechanism to generate picket fence emissions which is distinct
from the particle precipitation which generates regular auroral emissions. To better put
those results in perspective, this section describes the generation and characterization of
regular auroral forms.

Auroral emissions result from the precipitation of energetic charged particles into the
neutral atmosphere. Through collisions, these charged particles transfer energy to the neu-
trals, ionizing them or exciting them to higher energy states. Once excited, particles may
undergo radiative relaxation to lower energy states, emitting photons. In some instances,
additional collisions may occur before photon release, leading to quenching of some emis-
sions or transfer of energy to other neutral species, which then emit photons. The observable
aurora is composed of these released photons. The wavelength (color) of the observed light
is determined by the energy difference between the upper and lower states in the relaxation
process. For a more detailed understanding of the chemistry involved in these processes
and an extensive survey of common auroral emission features, refer to Vallance Jones (1974)
[353].

While a diverse range of auroral forms have been documented (e.g., Paschmann et al.,
2003) [259], they all arise from the precipitation of particles accelerated hundreds or thou-
sands of kilometers above Earth’s upper atmosphere. There are three known ways for these
particles to be accelerated: (1) large potential drops parallel to the magnetic field line in the
magnetospheric auroral acceleration region, approximately 2,000 to 20,000 km above Earth’s
surface (e.g., Evans, 1974; Mozer et al., 1980; Carlson et al. 1998; Paschmann et al. 2003;
Pfaff, 2012) [76, 241, 38, 259, 264]; (2) dispersive Alfvén waves which resonate in the cavity
between the ionosphere and the location of peak Alfvén speed at ~6,000 km (e.g., Lotko,
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1986; Chaston et al., 2004; Chaston et al., 2007) [203, 43, 44]; and (3) scattering of plasma-
sheet particles by whistler-mode chorus waves tens of thousands of kilometers above Earth’s
surface near the magnetic equator (e.g., Johnstone, 1983; Davidson, 1990; Nishimura et al.,
2010; Thorne et al., 2010) [162, 58, 247, 341].

Each of these accelerations mechanisms produce auroras with different characteristics.
Parallel potential drops generate a monoenergetic precipitating electron population, with a
single peak in the electron energy, and form discrete auroral arcs, appearing as undulating
curtains of light in the polar sky (e.g., Evans, 1974; Mozer et al., 1980) [76, 241]. In contrast,
dispersive Alfvén waves result in a more broad-band electron energy spectrum (e.g., Chaston
et al., 2004; Chaston et al., 2007) [203, 43, 44]. Finally, particles accelerated by whistler-
mode chorus waves form diffuse aurora, which are fainter and less structured, although they
sometimes pulsate, flashing on and off with periods of several seconds (e.g., Johnstone, 1978;
Johnstone, 1983; Thorne et al., 2010) [161, 162, 341]. All three types of aurora contribute
meaningfully to the deposition of energy into the auroral I-T system. In a modeling study
examining the incident energy flux contributed by each type of aurora, Newell et al. (2009)
[245] found that diffuse aurora contribute ~71%, monoenegetic aurora contribute ~ 15%,
and broad band aurora contribute ~13% of the energy flux conveyed by particle precipitation
under geomagnetically active conditions.

It is crucial to highlight that each of the known auroral acceleration mechanisms involves
particle acceleration taking place hundreds or thousands of kilometers away from where the
auroral light is actually produced.!® In Chapter 5, we investigate a local parallel electric field
mechanism for generating picket fence emissions in the subauroral region. This mechanism
is distinct from these auroral acceleration mechanisms because, for the local parallel electric
field mechanism, the particle energization occurs precisely where the light is observed, within
the ionosphere itself. For precipitating particles to reach those altitudes requires high energies
which would produce a spectrum different from that which is observed in the picket fence
(see Appendix D.2 for more details). In that chapter, we also note that certain features
in the aurora itself, including enhanced aurora (Hallinan et al., 1985; Hallinan et al., 1997;
Karlsson et al., 2005) [121, 122, 168] and fragmented aurora-like emissions (Dreyer et al.,
2021) [63] may also be produced in situ. This raises the possibility of a re-evaluation of
the auroral energy budget to determine whether direct electric field heating is a significant
energy source, comparable to precipitation. This mechanism is currently not included in any
models of magnetosphere-ionosphere coupling.

The Subauroral Ionosphere

The subauroral region, located just equatorward of the auroral oval (typically near 60° mag-
netic latitude), marks the transition between the approximate dipole magnetic field near the
equator and the stretched magnetic tail connected to the auroral ionosphere (e.g., Gallardo-

16 Auroral emissions typically come from 80 - 400 km altitude, with most emissions concentrated between
95 and 120 km.
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Lacourt et al., 2021) [97]. Under disturbed geomagnetic conditions, this region hosts ex-
tremely rapid plasma flows, as well as STEVE and the picket fence, the mysterious optical
phenomena which will be the subject of Chapter 5.

The nighttime subauroral ionosphere is often collocated with the mid-latitude trough,
a narrow region (spanning only a few degrees latitude) with decreased F Region plasma
densities compared to the neighboring auroral and mid-latitude zones (e.g., Sharp, 1966;
Rodger, 2008) [308, 299]. Under geomagnetically quiet conditions, the sharp density gradient
on the poleward side of the trough is created by particle precipitation and plasma transport
in the auroral region, while the equatorward side, which has a shallower density gradient,
forms via the usual ionospheric density decay following sunset (Rodger et al., 1986) [300].

Under geomagnetically active conditions, altered ionospheric current systems can result
in relatively strong (>50 mV/m) poleward electric fields and fast (>500 m/s) plasma flows in
the subauroral region, increasing plasma recombination rates and causing the mid-latitude
trough to narrow and intensify (Rodger, 2008) [299]. Fast ion flows known as subauroral
polarization streams (SAPS) are typically 3 —5° degrees wide in latitude, with flow velocities
exceeding 1 km/s (e.g., Foster & Burke, 2002) [92]. Within SAPS are sometimes embedded
narrow and intense subauroral ion drifts (SAIDs), which are typically only 1 — 2° degrees
wide latitudinally and exhibit ion flow velocities of several km/s (e.g., Spiro et al., 1979;
Anderson et al., 1991; Mishin, 2013) [327, 8, 237].

Several optical phenomena occasionally illuminate the subauroral sky. The most well-
studied of these are bands of (typically sub-visual) red light known as stable auroral red
arcs (SAR arcs) (e.g., Roach & Roach, 1963; Kozyra et al., 1997) [296, 177]. Occurring at
altitudes near 400 km, SAR arcs are generally composed of spectrally-pure 630 nm emissions,
produced by the relaxation of atomic oxygen excited to the O(I1D) state by collisions with
energetic electrons. The electrons responsible for these emissions are thought to be energized
through heat conduction from the plasmaspheric ring current (e.g., Rees and Roble 1975;
Baumgardner et al., 2007) [280, 17].

In 2018, the subauroral optical phenomenon known as STEVE (Strong Thermal Emission
Velocity Enhancement) and the associated green streaks called the picket fence (Figure 1.6)
were introduced to the scientific community (MacDonald et al., 2018) [210]. The story
of STEVE’s discovery, as recounted by Gallardo-Lacourt et al. (2019) [98], highlights the
substantial contributions of citizen scientists. Located between 130 km and 270 km in
altitude, STEVE is a narrow (tens of km in latitude) purpleish-white arc that stretches
thousands of km east-west across the subauroral sky (Archer et al., 2019b) [11]. Typically
occurring approximately 1 hour after the onset of a substorm (Gallardo-Lacourt et al., 2018b)
[100], it is collocated with extreme SAIDs, with ion flow velocities typically exceeding 5 km/s
and elevated electron temperatures above 6,000 K (Archer et al., 2019a) [10].

Satellite overflights of STEVE events have revealed a notable absence of aurora-like par-
ticle precipitation, suggesting that STEVE emissions likely have a different origin (Gallardo-
Lacourt et al., 2018a; Nishimura et al., 2019) [99, 248]. The optical spectrum of STEVE, ob-
served by Gillies et al. (2019) [110], differs significantly from any previously observed auroral
spectrum. While traditional auroral spectra exhibit distinct spectral lines and bands gen-
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erated via relaxation of various excited states of atmospheric atomic and molecular species,
STEVE emissions are uniformly elevated across all optical wavelengths, forming a continuum
of emissions. Although the photochemical origin of this continuum emission is still not con-
clusively determined, Harding et al. (2020) [126] proposed that the continuum might result
from the collision of ions in fast SAID flows with N, vibrationally exciting it and inducing
a chemical cascade that generates NOy and spectrally broad light. Recently, several papers
have reported observations of a SAR arc transitioning into STEVE, a connection between
two subauroral optical phenomena that current models are unable to replicate (Martinis et
al., 2022; Gillies et al., 2023) [215, 111].

The picket fence, a series of vibrant green streaks occurring between 95 and 150 km,
often accompanies STEVE, and is thought to occur on the same magnetic field lines (Archer
et al., 2019b) [11]. Initially, it was believed that these streaks were generated by particle
precipitation, similarly to typical green auroral forms (MacDonald et al., 2018; Chu et al.,
2019; Nishimura et al., 2019) [210, 48, 248]. Nishimura et al. (2019) [248] detected > 1 keV
electron precipitation magnetically conjugate to the picket fence, and Bennett and Bourassa
(2021) [27] showed that the altitude profile of the picket fence’s O('S) 557.7 nm green-line
emissions could be replicated with an auroral electron precipitation model.

However, observations of the picket fence’s optical spectrum (Gillies et al., 2019) [110]
are not consistent with spectra of aurora created by particle precipitation (Mende et al.,
2019) [228]. Instead, several recent modeling studies suggest that the emissions may be
generated by local thermal electrons energized by local parallel electric fields in the iono-
sphere, although they did not conclusively demonstrate such electrons could quantitatively
reproduce the observed spectrum (Lynch et al., 2022; Mishin & Streltsov, 2022) [208, 235].
This dissertation addresses the question of the origin of picket fence emissions in Chapter
5 (published in Gasque et al. (2023) [107]), presenting spectral observations in conjunction
with the results of a kinetic model to show that parallel electric fields can quantitatively
explain the picket fence’s unique emission spectrum. Understanding plasma and neutral
dynamics in the subauroral region remains an ongoing area of research, and open questions
in this field will be summarized in Chapter 6.

2.5 Summary: Plasma/Neutral Interactions in the
Coupled Ionosphere/Thermosphere System

This chapter provided an overview of the ionosphere/thermosphere system and the various
mechanisms of plasma/neutral interactions that couple the systems together. It began with
an overview of the formation and structure of both the neutral and ionized portions of Earth’s
atmosphere. It then explored neutral and plasma wave phenomena in the upper atmosphere
and ionosphere. Following that, it delved into plasma/neutral coupling mechanisms by
examining the ion continuity equation, demonstrating how the local ion density can be
altered by changes in plasma production rates, recombination rates, and transport along and
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perpendicular to the background magnetic field. Lastly, it discussed the structure of Earth’s
magnetic field and how it effectively divides the ionosphere into equatorial, subauroral, and
auroral sectors. For each sector, it highlighted some of the main processes and phenomena.
The following chapters will begin investigating the effects of different energy drivers on the
[-T system.

Chapter 3 explores the ionospheric impact of the Tonga volcanic eruption in the near-field
(within 5,000 km of the volcano). This chapter will refer to the ionospheric and thermo-
spheric structure, gravity waves, Alfvén waves, ion continuity (covering production, loss,
and transport), and equatorial ionospheric dynamics including the fountain effect and wind-
driven dynamo, discussed above.

Chapter 4 investigates the influence of changing solar inputs on the thermosphere, report-
ing observations of evening thermospheric solar terminator waves. Relevant to this chapter
are discussions on thermospheric structure, solar thermal tides, gravity waves, and equatorial
processes.

Finally, Chapter 5 investigates the picket fence, a subauroral optical phenomenon as-
sociated with fast-flowing ionospheric plasma. Topics relevant to this chapter include the
structure of the E Region ionosphere and lower thermosphere, charged particle gyromotion,
plasma production and loss chemistry, and phenomena in the auroral and subauroral regions,
including auroral acceleration processes, SAIDs, and STEVE.
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Chapter 3

Rapid Volcanic Modification of the E
Region Dynamo: ICON’s First
Glimpse of the Tonga Eruption [108]

This chapter begins our exploration into how various energy inputs affect plasma/neutral
coupling in the I-T system, building on the background information presented in the pre-
vious chapter. This work considers the effects of explosive events in the lower atmosphere,
focusing on the 2022 eruption of the Hunga Tonga-Hunga Ha’apai volcano. The majority of
this chapter presents the peer-reviewed publication Gasque et al. (2022) [108], which was
published in Geophysical Research Letters in September 2022, approximately seven months
after the eruption of the Hunga Tonga-Hunga Ha’apai volcano disrupted the Pacific Ocean
and the global ionosphere. The full author list for this publication is L. Claire Gasque,
Yen-Jung Wu, Brian J. Harding, Thomas J. Immel, and Colin C. Triplett.

In particular, this study examines plasma drifts observed by the Ion Velocity Meter
(IVM) on board NASA’s Ionospheric Connection Explorer (ICON) satellite within 4,000
km of the volcano less than an hour after the eruption. Further details about ICON and
the IVM are provided in Appendix B.1. This work shows that ICON observes extreme
(compared to a representative climatology) plasma drifts perpendicular to the local magnetic
field shortly after the eruption, but well before the arrival of any known neutral atmospheric
wave emanating from the eruption. Instead, this chapter shows that these drifts result
the alteration in the ionospheric E Region dynamo (introduced in Section 2.3) generated
by rapid horizontal thermospheric winds near the volcano. It is argued that these winds
generate electric fields which are then transmitted along the magnetic field to the conjugate
hemisphere via Alfvén waves to produce the observed drifts.

Appendix B.2 presents the details of the E Region dynamo calculation, demonstrating
the likely connection between the winds and plasma drifts and also allowing the prediction
of the winds produced by the eruption shortly after it occurred. Although there were no
thermospheric wind instruments in the vicinity of the volcano shortly after the eruption, the
predicted winds have since been shown to be consistent with the results of whole atmosphere
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models, such as the one presented in Vadas et al. (2023) [352], as detailed in Appendix B.2.

This work is one of few studies which investigate the plasma-neutral coupling in the
near-field (within ~5,000 km) of a volcanic eruption, and therefore provides important ob-
servational constraints for future models of these events.

Abstract

The 15 January 2022 Hunga Tonga-Hunga Ha’apai volcano eruption drove global atmo-
spheric waves that propagated into space and impacted the ionosphere. Here we show im-
mediate large-scale electrodynamic effects of the eruption using observations from NASA’s
Ionospheric Connection Explorer. We report extreme zonal and vertical E x B ion drifts
thousands of kilometers away from Tonga within an hour of the eruption, before the arrival of
any atmospheric wave. The measured drifts were magnetically conjugate to the ionospheric
E Region just 400 km from Tonga, suggesting that the expanding wavefront created strong
electric potentials which were transmitted along Earth’s magnetic field. A simple theoretical
model suggests that the observed drifts are consistent with an expanding wave with a large
(>200m/s) neutral wind amplitude. These observations are the first direct detection in
space of the immediate electrodynamic effects of a volcanic eruption and will help constrain
future models of impulsive lower atmospheric events.

Plain Language Summary

The Hunga Tonga-Hunga Ha’apai volcano eruption on 15 Jan 2022 sent seismic waves rip-
pling through the Earth, launched tsunamis across the Pacific, and drove waves globally
through the atmosphere. The atmospheric waves travelled into space, where they impacted
the ionosphere, which extends from ~80 to 1,000 km above Earth’s surface and is composed
of ionized gas. Using observations from NASA’s Ionospheric Connection Explorer, we show
that the eruption dramatically modified charged particle motion in the ionosphere thousands
of kilometers away from Tonga well before any atmospheric waves arrived. These changes
are likely driven by strong electric fields generated near the volcano and transmitted along
the Earth’s magnetic field. A simple model suggests that the electric fields are generated by
a fast neutral wind wavefront expanding away from the volcano. These observations are the
first in-situ measurements of the immediate ionospheric electrodynamic effects of a volcanic
eruption, and will help calibrate models of the event, improving our understanding of how
energy moves between the lower atmosphere and space.

3.1 Introduction

When it erupted on 15 Jan 2022, the submarine Hunga Tonga-Hunga Ha’apai volcano (sub-
sequently called ‘Tonga’) released an immense amount of energy, with estimates ranging
from 4 to 200 Megatons of TNT equivalent (Astafyeva et al., 2022; Garvin, 2022; Kulichkov
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et al., 2022; Vergoz et al., 2022) [13, 103, 179, 355]. These energies are comparable to the
energy released by the largest nuclear bombs, and rank the Tonga volcanic eruption as the
strongest in the last 30 years (Duncombe, 2022) [65]. After the eruption, energy propagated
outward via seismic waves traveling through the Earth (Poli & Shapiro, 2022) [269], tsunamis
moving across the ocean (Carvajal et al., 2022) [41], and various acoustic and gravity wave
modes propagating in the atmosphere, which were subsequently able to reach space and
affect the ionosphere (Wright et al., 2022) [371]. Here, we will investigate the eruption’s im-
mediate ionospheric effect, examining how atmospheric waves emanating from the eruption
rapidly modified the ionospheric dynamo, dramatically changing plasma behavior thousands
of kilometers away.

The United States Geological Survey (USGS) used seismic data to estimate that the
main volcanic blast occurred at 4:14:45UT on 15 Jan 2022 (USGS, 2022) [345]. However, it
took additional time for the effects of the blast to set up an atmospheric disturbance. The
eruption vaporized the surrounding seawater, lofting more than 100 million tons of water
vapor tens of kilometers into the stratosphere (Millan et al., 2022) [233]. There, the vapor
again condensed and released its latent heat, transferring energy into the atmosphere and
generating outward propagating waves (Wright et al., 2022) [371]. Maletckii and Astafyeva
(2022) [211] estimated that it would take approximately 11 minutes for energy to propagate
vertically from the volcano to the ionosphere assuming acoustic speeds. By backpropagating
the observed pressure waves, Wright et al. (2022) [371] found an atmospheric origin time of
4:2842 UT, which we adopt for our analysis.

Once the waves were generated in the atmosphere, wave signatures were observed propa-
gating horizontally around the globe. The most persistent of these had properties consistent
with a Lamb wave, a non-dispersive pressure wave which propagated globally at speeds esti-
mated between 300 and 390 m/s (with most estimates around 310 m/s), and whose signature
was clearly distinguishable in total electron content (TEC) data taken by the Global Nav-
igation Satellite System (GNSS) (Aa et al., 2022; Amores et al., 2022; Hong et al., 2022;
Kataoka et al., 2022; Kulichkov et al., 2022; Lin et al., 2022; Otsuka, 2022; Wright et al.,
2022; Zhang et al., 2022) [2, 7, 144, 169, 179, 192, 253, 371, 383]. Zhang et al. (2022) [383]
detected a TEC signature consistent with a propagating Lamb wave up to 100 hours after
the eruption, after the wave had circled the globe at least three times.

Observations of previous volcanic eruptions, such as the 2015 Calbuco volcano, have also
shown signatures of fast-moving wave modes (>500 m/s), which are mainly confined to within
a few thousand kilometers of the source (Shults et al., 2015) [315]. For the Tonga eruption,
close to the eruption site, TEC observations reported by Zhang et al. (2022) [383] showed an
initial supersonic infrasound wave traveling at ~1 km /s for approximately 20 minutes, which,
following Astafyeva (2019) [12], they identified as consistent with a Rayleigh wave. Zhang et
al. (2022) [383] also deduced two shocks with initial radial propagation of ~700 m/s which
they observed slow to ~450 m/s and which were confined to within 5,000 km of the volcano.
Similarly, Themens et al. (2022) [338] reported a large scale TID radially propagating at
950+£170 m/s and a second TID propagating at 555445 m/s. Within 3,000 km, both of these
waves reportedly slowed down to 550 + 15 m/s and 390 £+ 15 m/s, respectively. Astafyeva
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et al. (2022) [13] used surface pressure data recorded only 64 km from Tonga, and found a
likely propagation speed of ~ 620 m/s for the ionospheric disturbance produced by the main
eruption, which they posited to be due to a shock-acoustic wave mode due to its appearance
as a sharp TEC increase. Additionally, Aa et al. (2022) [2] reported observations of fast
acoustic modes of 1,050 m/s and 760 m/s from TEC data.

While many prior studies have investigated wave modes produced from volcanic eruptions
(primarily using TEC data), only a few works have investigated the eruptions’ impact on the
ionospheric dynamo. TEC disturbances can result from a variety of mechanisms, including
field-aligned drag, dynamo electric fields, and composition changes, but studies using TEC
data alone are often unable to distinguish between these mechanisms. Yamazaki et al.
(2022) [377] and Iyemori et al. (2022) [160] reported surface geomagnetic field variations
shortly after the eruption both at a site ~835km from Tonga, and in Honolulu, Hawaii,
which is near Tonga’s geomagnetic conjugate point. Based on numerical modeling results
by Zettergren and Snively (2019) [380], Yamazaki et al. (2022) [377] suggested that the
observed geomagnetic field variations were signatures of ionospheric dynamo currents driven
by neutral wind variations caused by the volcano. Using Super Dual Auroral Radar Network
(SuperDARN) radar observations, Shinbori et al. (2022) [314] reported meridional plasma
drift variations with ~100 m /s amplitude in the conjugate hemisphere shortly after the Tonga
eruption. They similarly suggested that these variations resulted from an E Region dynamo
driven by atmospheric neutral wind variations associated with the eruption.

In another study which looked more closely at the dynamo mechanisms, Harding et
al. (2022) [127] investigated the Tonga eruption using data from the National Aeronautics
and Space Administration’s (NASA’s) Ionospheric Connection Explorer (ICON) and the
European Space Agency’s (ESA’s) Swarm satellites to observe extreme disruptions in the
equatorial electrojet (EEJ) once the Lamb wave entered the dayside about 10 hours after
the eruption. In particular, they reported that the EEJ disruption coincided with extreme
(~200 m/s) zonal winds in the dynamo region of the ionosphere (~100-150 km). As noted
by Harding et al. (2022) [127], these winds are larger than 99.9% of winds observed for the
entire ICON mission to date.

Here, we investigate in-situ measurements of the immediate effects of the eruption on the
E Region dynamo. Within an hour of the eruption, the ICON satellite sampled in-situ ion
drifts and densities on magnetic field lines with footpoints within 400 km from Tonga. We
report observations of extreme ion drifts consistent with extreme winds directed away from
the eruption site, evidence of the volcano’s influence on the ionospheric dynamo. In Section
3.2, we describe the data products and methods used to infer the volcanic effects. In Section
3.3, we present the observations and propose a theoretical model to interpret them. Finally,
in Section 3.4 we conclude and suggest directions for future work.
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3.2 Data and Methods

NASA’s ICON mission was designed to explore energy and momentum transfer into the
ionosphere from both solar and lower atmospheric sources (Immel et al., 2018) [156]. As a
result, it is well-suited to study the effects of a volcanic eruption, a large impulsive lower
atmospheric energy source. This study uses data from ICON’s Ion Velocity Meter (IVM),
which employs a Retarding Potential Analyzer (RPA) and Ion Drift Meter (IDM) to make
in-situ measurements of ion drifts and densities (Heelis et al., 2017) [134]. More details about
ICON and the IVM are provided in Appendix B.1.

The ICON observatory travels in a near-circular, 27° inclination orbit at roughly 575 km
altitude, with an orbital period of ~97 minutes. The observatory passed within 4,000 km of
the Tonga eruption site at around 4:54 UT, less than an hour after the eruption. Figure 3.1(a)
depicts ICON’s trajectory for its first orbit following the eruption. The observatory’s path is
shown in black. For reference, the locations of several nominal wavefronts with phase speeds
of 310 m/s (yellow), 600 m/s (purple), and 900 m/s (green) are shown, roughly identifying
the regions affected by waves reported by previous studies (see Section ?77). We assume
each of these waves propagates isotropically and at constant velocity from the eruption site
with an origin time of 4:28 UT. The wavefronts are calculated at each longitude based on
the time ICON’s south magnetic footpoint (described further below) reaches that longitude,
explaining why the wavefronts are slightly distorted. We neglect any potential influence from
global wind patterns which may cause asymmetric propagation, despite some evidence that
the waves did not propagate evenly in all directions and that some of the phase fronts slowed
significantly in the near-field (Astafyeva et al., 2022; Themens et al., 2022; Zhang et al.,
2022) [13, 338, 383]. As we are mainly using these regions as a tool to qualitatively reveal
where it might be possible to observe the effects of the volcano, these considerations do not
affect our interpretation.

While the path of the observatory itself does not pass through the region affected by
the volcano during this initial pass, the IVM’s south magnetic footpoint passes within 500
km of Tonga. The south magnetic footpoint is identified in Figure 3.1(b) as the point in
the ionospheric E Region (at 120 km) connected to the same magnetic field line as the
observatory, which is calculated using quasi-dipole coordinates (Emmert et al., 2010) [72].
Although the IVM makes measurements in situ at the observatory, ion drifts are driven by
electric fields which are rapidly transmitted along magnetic field lines via Alfvén waves. The
electric fields are therefore the same at all points along a single magnetic field line, assuming
the field lines are equipotentials (Heelis et al., 2017) [134]. Daytime electric fields are typically
dominated by forcing in the E Region where the Hall and Pedersen conductivities are highest.
Therefore, the ion drifts ICON measures during this pass are likely to be affected by the
eruption.

To distinguish differences in the observed drifts from what would be expected at these
solar local times (SLTs), we established a background climatology using ion drift data from
8 - 13 Jan, 2022, during which magnetic conditions were relatively quiet. We excluded data
from 14 Jan 2022 (the day before the eruption) to avoid contamination from a moderate
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Figure 3.1: (a) ICON’s geographic and south magnetic footpoint positions relative to the
Tonga volcano. Also shown are wavefronts for disturbances traveling from the eruption site
at 310m/s (yellow), 600 m/s (purple) and 900 m/s (green). The wavefronts are assumed to
propagate isotropically at constant velocity, and are shown at the moment that the IVM
south footpoint is at the same longitude as the wavefront. (b) The magnetic field line
connected to ICON at its closest approach to Tonga, showing the IVM south magnetic
footpoint. A simple spherical wavefront model shows that when the IVM south magnetic
footpoint is north of the volcano, the normal to it points mostly northward.
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geomagnetic storm which occurred on that day. The climatology was performed by sorting
the data on a 6-minute SLT grid and finding the median as well as the 90th, 75th, 25th, and
10th quantiles.

3.3 Results and Discussion

Figure 3.2 presents ICON IVM ion density and drift measurements for the first orbit following
the Tonga eruption. The green, purple, and yellow highlighted regions correspond to the
nominal wavefronts shown in Figure 3.1(a), representing wavefronts traveling at 900 m /s, 600
m/s, and 310 m/s, respectively. The SLT climatology is shown in gray, with the dark gray
line representing the median of the measurements, the dark gray region bounding the 25th to
75th quantiles, and the light gray region bounding the 10th to 90th quantiles. In particular,
note the extreme vertical and zonal ion drifts observed within the region affected by the
volcano, peaking at 6.90 and 8.8 respectively with respect to the quiet-time climatology.

During the same period, we observe a modest increase in the ion density, and little change
in the field-aligned ion drift. The ion density enhancement occurs at the same time as the
largest observed vertical ion drifts, suggesting that the enhancement results from local ions
lifted up to the site of the observatory via E x B drift. However, this signature is small
compared to background variability.

These observations occur during the recovery phase of the 14 Jan geomagnetic storm.
We argue that the observed extreme ion drifts are dominated by volcanic forcing, not geo-
magnetic influences. If present, storm-induced penetration electric fields could theoretically
influence ion drifts, although the effects would be largely independent of longitude. The
extreme variation in the vertical and zonal ion drifts ICON observes are confined to only
the longitudes already under the influence of the disturbances propagating away from the
volcano, suggesting they are directly related to the effects of the eruption. Furthermore, as
Harding et al. (2022) [127] showed, there is no evidence of large penetration electric fields
due to the storm. One likely effect is a storm-related deviation of the zonal ion drifts from
the climatology prior to and following the region affected by the volcano. This deviation
in the background zonal drifts begins around 19 UT on 14 Jan 2022, near the onset of the
storm, and is also seen during previous and future orbits on this day (not shown). The
feature beginning at around 5:05 UT is equatorial spread-F, which occurs shortly after the
observatory crosses the solar terminator, and is unrelated to the eruption.

ICON first observes the volcanically-driven ion drifts at ~4:51:40 UT, determined using
the time of the abrupt change in slope in the vertical ion drift in Figure 3.2. Similarly, [CON
no longer observed the volcanically-driven ion drift perturbation at 4:56:30 UT. Given the
observatory’s location >4,000 km from Tonga, the wavefront would have had to propagate
at 3000£250 m/s to reach the observatory at the observed time, which is far faster than
any known ionospheric wave mode. In order to reach ICON’s south magnetic footpoint in
the same time, the wavefront would need to propagate at 600£50 m/s. This observation
is in line with wavefront velocities inferred by Zhang et al. (2022) [383], Themens et al.
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ICON IVM Observations During First Tonga Encounter
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Figure 3.2: IVM ion density and drift measurements during ICON’s orbit following the
Tonga eruption. The data taken when the south footpoint was within nominal wavefronts
moving at 900 m/s, 600 m/s, and 310 m/s are highlighted in green, purple, and yellow,
respectively. The SLT climatologies are shown in gray, with light gray bounding the 10th
to 90th quantiles, dark gray bounding the 25th to 75th quantiles, and the median shown as
the darker gray line. Note the extreme vertical and zonal ion drifts in the region affected by
the volcano.
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(2022) [338], and Astafyeva et al. (2022) [13]. Therefore, the extreme vertical and zonal ion
drifts are likely E x B ion drifts resulting from polarization electric fields (PEFs) caused
by the ion drag established by the eruption’s forcing of the neutral atmosphere. The PEFs
are transmitted almost instantaneously along the magnetic field line to the observatory’s
location via Alfvén waves (Kikuchi & Araki, 1979) [174]. These observations are direct
evidence that the electrodynamic effects of the volcano were rapidly transmitted to the
conjugate hemisphere.

To investigate the origin of the observed ion drifts, we consider a simple theoretical
model of how the neutral winds driven by the volcano might drive the ionospheric dynamo.?
First, we assume that neutral wind perturbations due to the eruption are large compared
to background neutral winds, implying that the perturbation wind will be the main driver
of local changes in the ionospheric dynamo. This is consistent with Harding et al. (2022)’s
[127] report of unusually large (>99.9th percentile) neutral winds in the ionospheric dynamo
region following the Tonga eruption.

While the phase fronts of waves driven by the volcano propagate outward from the
eruption site, there is less certainty about the direction of the neutral wind velocity along
the phase fronts. As an initial estimate, we assume that the neutral wind velocities align with
the phase fronts, expanding spherically away from the eruption site as illustrated in Figure
3.1(b). As the IVM south magnetic footpoint transits the affected region (Figure 3.3(a)),
this simple model suggests it would encounter first a primarily westward, then northward,
then eastward wind. We will determine the expected electric fields and ion drifts driven by
this neutral wind, and compare the expected ion drifts with ICON’s observations to assess
the validity of our assumed neutral wind model.

In order to determine the PEFs and resulting E x B ion drifts generated by this wind
model, we use a theoretical slab model of the ionosphere following Kelley (2009) [172]. In
this model, currents in the Hall region (~100-120 km altitude) drive the electric fields along
the slab of the ionosphere surrounding a single magnetic field line. Hall currents flow in the
bx (U x B) direction, where b is a unit vector in the magnetic field direction, U is the neutral
wind, and B is the magnetic field. The wind-driven current causes a separation of charges,
which sets up an opposing PEF in the —b x ((j X é) direction. This, in turn, will cause an
E x B ion drift in the (—bx (U x B)) x B direction, which is the same as the bx U direction.

Figure 3.3(b) uses this theoretical model to predict the direction of the observed drifts
given the neutral wind input. Adopting a coordinate system where the magnetic field points
into the page, the east and west point right and left, respectively, and the component of the
northward neutral wind perpendicular to the magnetic field line will point down. Assuming
the IVM south footpoint encounters first a westward, then northward, then eastward neutral
wind, the Hall-region slab model predicts we will observe first upward, then westward, then
downward ion drifts. Figure 3.3(c) shows perturbations in IVM ion drift observations from
the background during the same time period. A linear trend between 4:51 and 4:57 UT
(immediately before and after we observe the volcanogenic drift perturbations) has been

! Additional details about this calculation and the assumptions that are made are given in Appendix B.2.
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Figure 3.3: Predictions from a simplified slab model of Hall region currents driving the iono-
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south footpoint with respect to the expanding 600 m/s (purple) and 310 m/s (yellow) wave-

fronts at times which correspond to the westward, northward, and eastward neutral winds.

(b) A chart showing predicted ion drifts given the assumed neutral wind input. The top row

shows the neutral wind input, the middle shows the determination of the ion drift direction
from PEF established by the Hall region current. The bottom two rows show the theoret-

ically predicted vertical and zonal ion drifts. (c) The IVM drift data with a linear trend

removed aligned with the columns of the chart above. Upward pointing arrows represent
upward perturbation drifts and rightward pointing arrows represent eastward perturbation
drifts. These observations show good agreement with the theoretical results.
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subtracted from the drift data to better distinguish the perturbation due to the volcano
from the background variation. The theoretical model succeeds at explaining the large-scale
structure in the observed drifts; we first observe a predominantly upward, then westward,
then downward ion drift, as predicted.

The theory does not perfectly match the observations, likely because of the model’s
simplicity. Even when the drifts are predominantly vertical, they still have a considerable
westward component. This is partially due to the fact that, since the IVM south footpoint
passes equator-ward of Tonga, there will be a northward wind component even when the
neutral wind is predominantly zonal. Thus, we should expect to see a westward zonal drift
component throughout the pass. The model also neglects Pedersen currents, which would
add a component to the wind-driven current in the UxB direction, altering the direction
of the PEF and resulting E x B ion drift. While both Hall and Pedersen region currents
contribute to the E x B drifts in the evening at low latitudes (Maute et al., 2012) [216],
our model with the Hall currents alone reproduces the large scale ion drift features. A full
theoretical treatment would necessarily include Pedersen currents as well as non-local effects.

This theoretical model also predicts that the magnitude of the ion drifts will be the same
as the magnitude of the driving neutral wind. The IVM observed a maximum perturbation
drift speed of 330 m/s, suggesting that the volcano drove neutral winds in the ionosphere at
comparable speeds. While we do not have measurements of the neutral winds at the same
times as these drift observations since the field-of-view of the neutral wind measurement
is looking further north, Harding et al. (2022) [127] reported Hall-region winds exceeding
200 m/s several hours following the Tonga eruption, suggesting that the inferred speeds
are reasonable. The simplified model assumes perfect dynamo driving efficiency, which is
unlikely given the simplifications above, as well as the influence of the northern footpoint
winds. Thus, it is likely that the volcanogenic winds would need to be larger than 330 m/s
to explain the observed drift perturbations.

3.4 Conclusion

In this work, we reported ICON IVM ion drift measurements for the first orbit following
the 15 Jan 2022 Tonga volcanic eruption. Although the ICON observatory passed ~4,000
km away from the site of the eruption, it was magnetically connected to the ionospheric E
Region just 400 km from Tonga, allowing the IVM to remotely sample the dynamo region
close to Tonga within an hour of the main eruption.

We observed extreme vertical and zonal ion drifts, with maximum drift velocity pertur-
bations exceeding 300 m/s. We find that the observed ion drifts appear too soon to be forced
by a wave with a 310 m/s group velocity. An effective propagation velocity of 600+£50 m/s
is needed to explain the arrival of the ion drift signature given the 4:2840:02 UT origina-
tion time found by Wright et al. (2022) [371]. A simple theoretical model revealed that
the changing direction of the drifts as ICON’s IVM south magnetic footpoint transited the
region affected by the volcano was largely consistent with the electrodynamic effects of a
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high amplitude (>300 m/s) neutral wind wavefront expanding away from the eruption site.
These observations are also clear evidence of a conjugate effect: electric fields established
by wind-driven currents in the vicinity of the volcano were transported to the observatory’s
location via Alfvén waves, and arrived much sooner than any reported atmospheric waves.
This observation and interpretation supports previous reports of conjugate effects due to
this event (Iyemori et al., 2022; Lin et al., 2022; Shinbori et al., 2022; Yamazaki et al., 2022)
[160, 192, 314, 377].

Here, we focused only on ICON’s IVM data from its first pass following the eruption. In
addition to the IVM, ICON carries remote sensing instruments capable of measuring neu-
tral winds, temperatures, and ion density profiles (Englert et al., 2017; Kamalabadi et al.,
2018; Mende et al., 2017; Sirk et al., 2017; Stephan et al., 2017, 2018) [75, 165, 230, 317,
329, 330]. During this orbit, the fields-of-view of ICON’s remote sensing instruments were
north of the observatory’s path, outside of the region already influenced by the volcano,
and so were unable to observe any volcanic effects. During later orbits, however, multiple
ICON instruments can simultaneously observe the affected region. Although for this orbit
we had to assume a neutral wind profile to predict the observed ion drift dynamics, fu-
ture work will use observed neutral winds and drifts to investigate multiple aspects of the
thermosphere /ionosphere effects of the eruption, applying methods described in Immel et
al. (2021) [155]. Later orbits will likely be additionally complicated by a combination of
dynamo forcing and direct drag acting on the ionosphere, as well as interactions between
different direct and conjugate wavefronts.

The observations reported here are the first direct detection in space of the near-immediate
dynamo effects of a volcanic eruption, and will prove iconic for constraining ionospheric mod-
els of this and other impulsive lower atmospheric events.
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Chapter 4

Evening Solar Terminator Waves:
Neutral Wind Signatures Observed by
ICON-MIGHTT [106]

This chapter continues our exploration into how various energy inputs affect plasma/neutral
coupling in the I-T system by tackling our next case study: the thermospheric effects of the
setting sun. Below is presented the peer-reviewed publication Gasque et al. (2024) [106],
which was published in the Journal of Geophysical Research: Space Physics in February,
2024. The full author list for this publication is L. Claire Gasque, Brian J. Harding, Thomas
J. Immel, Yen-Jung Wu, Colin C. Triplett, Sharon L. Vadas, Erich Becker, and Astrid Maute.

Although the sunset represents a predictable, regular change in the energy input into
the atmosphere, few observational studies have documented its thermospheric consequences.
The study presented here presents data from the ICON Observatory’s Michelson Interferom-
eter for Global High-resolution Thermospheric Imaging (MIGHTI), showing the local time,
latitude, and altitude dependence of the horizontal neutral winds near the equator. Fur-
ther details about MIGHTT’s operational principles can be found in Appendix C.1. The
calculation to determine the location of the solar terminator as a function of altitude comes
primarily from Colonna and Tramutoli (2021) [49] and is presented in Appendix C.2.

We present the first measurements of the northward neutral wind component and al-
titudinal wind profiles of thermospheric solar terminator waves. We compare our findings
to simulation results from several whole-atmosphere models, determining that some models
reproduce the observed features more successfully than others. By comparing the model
capabilities, we conclude that these waves are likely generated in the lower atmosphere, with
gravity waves potentially playing a significant role in their generation. Simulations from one
of the primary whole atmosphere models used for comparison are only available for a 1.5
year subset of the I[CON mission. Therefore, to ensure consistent comparisons, the MIGHTI
observations presented are for the same window of time. Results for the whole mission are
included in Appendix C.3, which was published as supplemental information in Gasque et
al. (2024) [106].
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This study highlights several open questions related to solar terminator waves and their
generation, which are discussed in Section 4.4 and revisited in Chapter 6.

Abstract

The moving solar terminator (ST) generates atmospheric disturbances, broadly termed so-
lar terminator waves (STWs). Despite theoretically recurring daily, STWs remain poorly
understood, partially due to measurement challenges near the ST. Analyzing Michelson Inter-
ferometer for Global High-resolution Thermospheric Imaging (MIGHTI) data from NASA’s
Ionospheric Connection Explorer (ICON) observatory, we present observations of STW sig-
natures in thermospheric neutral winds, including the first observed meridional wind sig-
natures. Seasonal analysis reveals STWs are most prominent during solstices, when they
intersect the ST about ~ 20° latitude from the equator in the winter hemisphere and have
phase fronts inclined at a ~ 40° angle to the ST. We also provide the first observed STW
altitude profiles, revealing large vertical wavelengths above 200 km. Comparing these obser-
vations to four different models suggests the STWs likely originate directly or indirectly from
waves from below 97 km. STWs may play an under-recognized role in the daily variability
of the thermosphere-ionosphere system, warranting further study.

Plain Language Summary

Every evening, the sunset removes the primary energy input to the upper atmosphere, caus-
ing rapid atmospheric cooling and generating disturbances called solar terminator waves
(STWs). Although they theoretically occur every night, STWs remain poorly understood,
partially because the rapidly changing atmospheric conditions near sunset make measure-
ments challenging. This study examines neutral wind measurements from the Michelson In-
terferometer for Global High-resolution Thermospheric Imaging (MIGHTI) on board NASA’s
Ionospheric Connection Explorer (ICON) observatory to uncover signatures of STWs. We
report the north-south wind signatures of STWs and their altitude profile from 200-300 km,
both of which have never been previously reported. We show that STWs are some of the
largest amplitude dynamical features above 200 km near solstices, but are much weaker near
equinoxes. By comparing our observations with the outputs of four different models, we find
that STWs are likely generated directly or indirectly (from wave propagation) below 97 km.
Future work is necessary to better understand how STWs are generated, how they vary on
a daily basis, and the extent of their impacts on Earth’s upper atmosphere.
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4.1 Introduction: Solar Terminator Waves in the
Terrestrial Thermosphere

Every night, the evening solar terminator (ST) sweeps across Earth, dividing daylight from
shadow and interrupting the solar radiation which plays a key role in atmospheric heating
and ionospheric plasma production. This generates abrupt gradients in atmospheric tem-
perature and pressure, which can launch disturbances in the mesosphere and thermosphere
(Somsikov, 2011) [323]. Broadly termed solar terminator waves (STWs), these disturbances
form near and propagate with the advancing ST (Miyoshi et al., 2009) [239]. Although they
theoretically recur every night, STWs” morphology and occurrence patterns remain poorly
characterized, and their specific generation mechanisms are still debated.

STW generation theory first emerged when, inspired by Chimonas and Hines (1970)’s
[46] anticipation of gravity waves excited by time-variable heating during solar eclipses, Beer
(1973) [25] proposed a similar effect from the daily motion of the ST. Subsequent research
delved deeper into the theoretical underpinnings of STWs, generally confirming that the
moving ST can generate gravity waves, but the scarcity of observations hampered further
advancement of this work (Beer, 1978; Cot & Teitelbaum, 1980; Somsikov, 1987; Somsikov
& Ganguly, 1995) [26, 53, 322, 324].

Only three studies have reported observations of STWs in the thermosphere. Using the
CHAMP satellite’s tri-axial accelerometer, Forbes et al. (2008) [89] identified an STW in
thermospheric neutral densities. These had a ~3000 km horizontal wavelength, had phase
fronts inclined ~30° with respect to the ST, and were more pronounced during solstices
than equinoxes. Subsequently, Liu et al. (2009) [199] confirmed the density STW and
also detected an STW in CHAMP’s thermospheric cross-track (i.e. mainly zonal) winds.
The zonal wind STW had comparable wavelength and inclination to the ST as the density
STW, with zonal wind magnitudes ranging from 5-15 m/s, constituting 5-20% of the mean
zonal wind velocity at those local times. Both studies concluded that the STW was more
prominent at dusk than at dawn, with most wave structures appearing on the nightside,
only extending into the sunlit region around solstices. These results correlated well with
General Circulation Model (GCM) simulations conducted by Forbes et al. (2008) [89] and
Miyoshi et al. (2009) [239]. In a third study, Bespalova et al. (2016) [30] examined in-
situ neutral density perturbations detected by the Atmospheric Explorer-E satellite, finding
density perturbations with amplitudes of 2-4% associated with the ST passage.

Recent modeling by Chou et al. (2022) [47] and Vadas et al. (2023) [352] suggests that
STWs in neutral winds could have a more significant impact on equatorial thermospheric
dynamics than previously considered. Using a Specified Dynamics Whole Atmosphere Com-
munity Climate Model with thermosphere-ionosphere eXtension (SD-WACCM-X) simulation
from October 2020, Chou et al. (2022) [47] identified a large-amplitude evening STW with
phase fronts aligned from northwest to southeast, the same orientation as winter solstice
STWs observed with CHAMP (Forbes et al., 2008; Liu et al., 2009) [89, 199]. Chou et al.
(2022) [47] proposed that evening STWs play an underrecognized role in driving equatorial
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electrodynamic phenomena such as equatorial plasma bubbles (EPBs). Additionally, Vadas
et al. (2023) [352] identified STWs with horizontal wind magnitudes of 50-100 m/s in a
HIgh Altitude Mechanistic general Circulation Model (HIAMCM) simulation of 15 January
2022. Although their primary focus was simulating the primary and secondary gravity waves
triggered by the Hunga Tonga-Hunga Ha’apai volcanic eruption, the STW was surprisingly
prominent in the simulation results and interacted non-linearly with the eruption-induced
gravity waves. While both studies report STWs with significant neutral wind amplitudes
and emphasize their potential influence on thermospheric and ionospheric dynamics, these
conclusions remain to be confirmed with observational evidence.

This study presents the first remotely-sensed measurements of evening STWs in thermo-
spheric neutral winds, including the first STW meridional wind observations. By analyzing
~ 1.5 years of data from NASA’s Ionospheric Connection Explorer (ICON) satellite, we
investigate seasonal variation in STWSs, and compare these findings to simulations from sev-
eral models. We also present the first observed altitude profiles of thermospheric evening
STWs, comparing our observations with HTAMCM simulation results. This work confirms
that STWs are prominent features in the terrestrial thermosphere, suggesting the necessity
of future modeling and observational studies which will further enhance our understanding
of STW drivers and effects.

4.2 Methods: Observations and Modeling
ICON/MIGHTI Neutral Wind Observations

In this study, we examine evening STW signatures in neutral wind measurements from
ICON’s Michelson Interferometer for Global High-Resolution Thermospheric Imaging (MIGHTT).
ICON follows a nearly circular orbit with 27° inclination at ~600 km and achieves complete
local time coverage across sampled latitudes every ~48 days (Immel et al., 2018) [156]. Fur-
ther details about ICON’s design and objectives can be found in Immel et al. (2018) [156],
and the significant findings from its prime mission period are outlined in Immel et al. (2023)
[157].

MIGHTI measures Doppler shifts in oxygen red-line (630.0 nm) and green-line (557.7
nm) airglow emissions to determine horizontal neutral wind profiles between —12° and +42°
latitude (Englert et al., 2017) [75]. Unlike CHAMP, which made in situ measurements, [ICON
remotely measures neutral wind altitudinal profiles, enabling observations of the vertical
structure of STWs. MIGHTI captures daytime wind profiles every 30 seconds between 90
and 300 km. Nighttime winds are sampled every 60 seconds at the same altitudes, except for
a gap spanning ~109 to 210 km where the airglow brightness is insufficient to take reliable
measurements (Harlander et al., 2017; Harding et al., 2021) [130, 129].

Here, we use MIGHTT Level 2.2 Version 5 data, which provides meridional and zonal
neutral wind measurements. Near the ST, there is a brief (typically <5 minute) data gap
when MIGHTI switches from day to night mode (Englert et al., 2023) [74]. Additionally, the
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MIGHTTI wind retrieval algorithm assumes that the atmosphere is spherically symmetric,
but this assumption is violated by the rapidly changing conditions near the ST (Harding et
al., 2017) [128]. While the resulting asymmetry-associated errors can surpass 10 m/s near
150 km, above 200 km these errors are expected to be less than 1 m/s and therefore should
not affect our analysis (Wu et al., 2020) [374]. Furthermore, Version 5 incorporates three
updates important for improving the wind data quality near the ST: an independent, higher
accuracy zero-wind calibration, an updated thermal drift correction, and a correction for the
“anomalous low-signal phase shift” (Englert et al., 2023) [74]. Additional details about the
MIGHTT instrument design and data processing can be found in Englert et al. (2017) [75],
Harding et al. (2017) [128], and Harlander et al. (2017) [130], while the updated Version 5
processing is detailed in Englert et al. (2023) [74].

Due to the significant variations in STW morphology between seasons (Forbes et al.,
2008; Liu et al., 2009) [89, 199], we divide the data into three seasons for analysis: northern
hemisphere (NH) winter, combined equinox, and NH summer. Spring and autumn are com-
bined as they exhibit minimal differences in our analysis. For each season, we include data
captured in the period from 45 days before to 45 days after the corresponding solstice or
equinox, encompassing 90 days total or nearly 2 full precession cycles. While MIGHTT data
is available almost continuously from December 2019 to November 2022, the SD-WACCM-X
simulations used for comparison (see Section 4.2) only extend until March 27, 2021. Conse-
quently, we limit our analysis to this period (December 2019 - March 2021), covering 2 NH
winters, nearly 3 equinoxes, and 1 NH summer. Extending our analysis to the end of the
mission does not alter our observational conclusions (refer to Appendix C.3 for the results
for the full ICON mission). With the exception of some moderate solar activity in November
2020, all of the data surveyed here is for solar quiet (F10.7 < 80) conditions (Wu et al., 2023)
[373]. This period also encompasses a small geomagnetic storm, described in McGinness et
al. (2023) [223].

We bin the meridional and zonal winds for each season into 30-minute solar local time
(SLT) intervals and 1° latitude bins, taking the median value in each bin. We take the
median to minimize the influence of outliers arising from artifacts near the terminator. By
averaging over all longitudes, we selectively retain features traveling with Earth’s rotation,
filtering out non-migrating components (Miyoshi et al., 2009) [239]. MIGHTTI’s horizontal
resolution is affected by its integration time, horizontal field of view, line-of-sight averaging,
and the spacecraft velocity, as detailed in Harding et al. (2021)’s [129] Appendix. We
reproduced Harding et al. (2021)’s [129] analysis for the MIGHTTI red-line measurements,
finding that near 280 km, where we report STW amplitudes and scale sizes in this work,
these combined effects generate a horizontal averaging kernel of ~700 km. Our 30-minute
SLT bins are equivalent to roughly 850 km resolution. Given an expected evening STW
scale size of ~3,000 km (Forbes et al., 2008) [89], the resolution is sufficient for capturing
these features. Although data sampled within ~ 500 km of the ST carries a ‘caution’ label
in MIGHTT’s data quality flags, we nonetheless include this data in our analysis. Despite
binning and averaging the data, some artifacts near the ST persist, especially in NH summer
where we incorporate only a single season of data. However, since any data artifacts have



CHAPTER 4. EVENING SOLAR TERMINATOR WAVES: NEUTRAL WIND
SIGNATURES OBSERVED BY ICON-MIGHTI [106] 63

a much smaller scale than the evening STWs, and are oriented exactly parallel to the ST,
they are not expected to affect our conclusions.

In the cases where we find the largest evening STW amplitudes, we further characterize
the STW’s morphology. First, we remove diurnal variations as a function of SLT at each
latitude by fitting and subtracting a 24-hour period sinusoid (representing the diurnal tide).
Then, we perform a least-squares fit of a Gaussian near the evening ST at each latitude,
determining the amplitude and defining the scale size as the full-width at half-maximum
(FWHM). The reported amplitudes and scale sizes in Section 4.3 represent averages across
all latitudes observed by MIGHTI. By fitting a line to the STW as a function of latitude
and SLT and intersecting it with the ST’s position, computed using the method described
in Colonna and Tramutoli (2021) [49] (see Appendix C.2), we determine the latitude of
intersection and the STW’s angle relative to the ST.

Simulations

To determine whether current global models capture the physics necessary to reproduce
STW signatures observed by MIGHTI, we compare the observations to simulations from
three different models: the Thermosphere-lonosphere-Electrodynamics General Circulation
Model for the Ionospheric Connection Explorer (TIEGCM-ICON) (Maute, 2017) [217], SD-
WACCM-X 2.0 (Liu et al., 2018; Maute & HAO WACCM team, 2022)[198, 218], and the
HIAMCM (Becker & Vadas, 2020; Becker, Vadas, et al., 2022; Becker, Goncharenko, et al.,
2022; Becker & Vadas, 2022) [20, 23, 24, 21].

The TIEGCM describes thermospheric and ionospheric dynamics, energetics, and chem-
istry, coupled with ionospheric electrodynamics (Richmond, 1995; Qian et al., 2014) [282,
274]. In this study, we used TIEGCM-ICON, ICON’s Level 4 data product (Maute, 2017;
Maute & ICON Team, 2022; Maute et al., 2023) [217, 219, 221], which includes two runs
of the TIEGCM: a simulation which incorporates data-driven 42-day averages of diurnal
and semidiurnal tidal forcing at the 97 km lower boundary via the Hough Mode Extension
(HME) from MIGHTI horizontal winds and temperatures (Forbes et al., 2017; Cullens et
al., 2020) [90, 55], and one without such a tidal specification. The background at the lower
boundary is obtained from global averages of horizontal winds (Drob et al., 2008) [64] and
neutral temperatures and densities (Picone et al., 2002) [267]. The model resolution is 2.5°
by 2.5° in geographic latitude and longitude and the numerical damping suppresses features
with wavelengths below ~ 2500 km. This model does not include gravity waves generated
below its lower boundary, although it implicitly incorporates some effects of turbulent mixing
due to gravity wave breaking by specifying the eddy diffusivity at the lower boundary (Qian
et al., 2014) [274]. This method does not, however, account for the spatial distribution of
lower /middle atmosphere gravity wave sources.

Unlike the TTIEGCM, SD-WACCM-X 2.0 includes lower atmospheric dynamics to capture
large-scale day-to-day variations (Liu et al., 2018) [198]. We use the run performed by
England et al. (2022) [73], which is nudged to GEOS-5 (Maute & HAO WACCM team,
2022) [218]. The detailed lower atmospheric physics, including tropospheric weather, deep
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convection, and ozone variability, are described by Marsh et al. (2013) [214] and Neale
et al. (2013) [244]. The SD-WACCM-X simulations we use have 0.9° by 1.25° resolution
in latitude and longitude, respectively, capable of resolving features with wavelengths larger
than ~500 km. To account for small-scale gravity wave momentum deposition, SD-WACCM-
X includes a gravity wave parametrization, detailed by Richter et al. (2010) [286] and Garcia
et al. (2017) [102], which identifies gravity wave sources (e.g., convection, fronts, orographic
features) and incorporates resulting wave dissipation effects into the simulations.

The TIEGCM (with and without HMEs) and SD-WACCM-X simulations in this analysis
cover the period from ICON mission’s start until spring 2021. We sampled model outputs
at the same times and locations as MIGHTI data, and processed this “synthetic data” in
the same manner as the MIGHTT data (described in Section 4.2).

We also compare NH winter STW results from the HIAMCM, a high-resolution global
whole-atmosphere model for neutral dynamics. The HTAMCM'’s horizontal grid spacing is ~
52 km (~0.45°), enabling it to effectively resolve waves with horizontal scales above ~200 km,
smaller than the TIEGCM and SD-WACCM-X simulations examined here (Becker, Vadas, et
al., 2022) [23]. This model also incorporates lower atmospheric processes, detailed in Becker
and Vadas (2020) [20], with large scales nudged to Modern-Era Retrospective analysis for
Research and Applications, Version 2 (MERRA-2) reanalysis up to ~ 70 km. Unlike the
other models, the HTAMCM explicitly resolves gravity waves, including both primary gravity
waves and the secondary gravity waves which arise from dissipation of the primaries (Becker
& Vadas, 2020; Becker, Goncharenko, et al., 2022) [20, 24]. Resolved gravity wave packets
that become dynamically unstable are damped by physics-based subgrid-scale turbulent
diffusion, simulating wave-mean flow interactions caused by wave instability and subsequent
dissipation (Lindzen, 1981) [193]. The HIAMCM neglects non-local momentum and energy
transfer caused by non-resolved gravity waves.

This study uses the HIAMCM ‘background’ run from 15 January 2022, which excludes
the effects of the Tonga volcano eruption on that day and the geomagnetic storm on the
day prior (Vadas et al., 2023; Becker & Vadas, 2022) [352, 21]. To facilitate comparisons,
we bin and average the data from every time step of the simulation as functions of the same
latitude and SLT bins used for MIGHTT and extract the STW features in the same manner.

4.3 Results

Figure 4.1(a) presents NH winter MIGHTI meridional winds at ~283 km, binned and aver-
aged as a function of latitude and SLT. This altitude was chosen to minimize terminator-
related data artifacts. Gray shading marks nighttime regions (for which the sun is below the
horizon) at this altitude. Note that, although none of the tides have been removed in Figure
4.1(a), the evening STW is a prominent feature in the meridional winds, appearing as a
northward wind enhancement near the evening ST (the transition between illumination and
shadow near 20 SLT). At most MIGHTI-sampled latitudes, the STW-related enhancement
corresponds to the largest total meridional wind amplitude with respect to SLT, suggesting



CHAPTER 4. EVENING SOLAR TERMINATOR WAVES: NEUTRAL WIND

SIGNATURES OBSERVED BY ICON-MIGHTI [106] 65
MIGHTI NH Winter Meridional Wind (~283 km): Migrating Tide Removal
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Figure 4.1: Meridional winds during NH winter as observed by MIGHTI, presented as a
function of latitude and SLT. In the first row, (a) shows the binned and averaged data prior
to the removal of tidal components. The second row displays the fits for the (b) diurnal, (c)
semidiurnal, and (d) terdiurnal tidal components. The final row shows the data residuals
after successively removing the (e) diurnal, (f) semidiurnal, and (g) terdiurnal tides. Note
that the colorbar amplitude varies between subfigures.

its potentially significant role in thermospheric and ionospheric dynamics, including field-
aligned ion drag and interhemispheric transport (Heelis et al., 2022) [136].

The second row of Figure 4.1 shows the tidal decomposition of Figure 4.1(a) into its
diurnal (Figure 4.1(b)), semidiurnal (Figure 4.1(c)), and terdiurnal (Figure 4.1(d)) com-
ponents. These components were obtained by fitting sinusoids with 24-hour, 12-hour, and
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8-hour periods, respectively, as a function of SLT at each latitude. The amplitude of the
colorbar is reduced for each successive tidal component, reflecting the diminishing power in
each subsequent component. The final row (Figures 4.1(e), 4.1(f), and 4.1(g)) displays the
residuals in the data after removing each successive tidal component.

MIGHTI NH Winter Zonal Wind (~283 km): Migrating Tide Removal
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Figure 4.2: Same as Figure 4.1, but for the observed zonal wind component.

Figure 4.2 shows the corresponding tidal decomposition of the observed zonal winds. In
this case, the diurnal tide is more dominant than in the meridional winds, with the binned
wind measurements in Figure 4.2(a) showing a clear pattern of westward winds during the
day and eastward winds at night. However, with the removal of the diurnal tidal component
(Figure 4.2(e)), an enhanced eastward wind feature emerges which has a similar amplitude
and proximity to the evening ST as the northward meridional wind enhancement.
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With the successive removal of the migrating diurnal, semidiurnal, and terdiurnal tidal
components, the STW amplitude is reduced, although a distinct signature persists. This
suggests the STW has power in multiple tidal components and is not attributable to any in-
dividual tide. Therefore, in the subsequent analysis, we characterize the STW after removing
only the migrating diurnal tidal component.

Figure 4.3 displays binned MIGHTI meridional and zonal winds at ~283 km for NH win-
ter, combined equinox, and NH summer after removing the migrating diurnal tide. Black
dotted lines identify the STW feature in the solstice cases. The NH winter STW is charac-
terized by ~50 m/s northward winds (Figure 4.3(a)) and ~50 m/s eastward winds on the
nightside, although the zonal wind component diminishes on the dayside (Figure 4.3(b)).
In both meridional and zonal wind components, it has a ~3,400 km scale size (calculated
as described in Section 4.2), intersecting the ST between ~15° to 20° latitude (~18.8 SLT)
with a ~31° phase front inclination compared to the ST.

For the NH summer case, MIGHTT’s latitude sampling does not reach father south than
—12°, where we might expect the NH summer STW to intersect the evening ST. However, we
observe a ~40 m/s southward wind enhancement (Figure 4.3(e)) and a ~ 25 m/s eastward
wind enhancement (Figure 4.3(f)), whose phase fronts, when extrapolated down to lower
latitudes, intersect the evening ST between ~-20° to -25° latitude (~18.6 SLT). The scale
size of this feature is ~2,700 km, comparable to the NH winter STW, and its phase front is
inclined ~ 41° relative to the ST at the intersection point. Although there is also a strong
northward wind component close to the evening ST and therefore associated with the evening
STW during NH summer, a data artifact near the ST prevents us from characterizing it fully.

In combined equinox, the STW is less evident, even after removing diurnal tides (Figures
4.3(c) and 4.3(d)), consistent with Forbes et al. (2008)’s [89] findings of seasonal asymmetry.

The NH winter and NH summer STWs mirror each other. The NH winter STW wavefront
stretches from northwest to southeast with winds blowing northeast, while the NH summer
STW wavefront extends from northeast to southwest with winds blowing southeast. Both
have phase fronts inclined relative to the ST and intersect it ~20° off the equator in the
winter hemisphere, near 18.7 SLT. The persistent presence of the STW in solstice winds,
even with long-term averaging, shows that it is a robust feature. While there is likely day-
to-day variability, the large average magnitude of the STW implies that it is a dominant
feature in thermospheric winds, at least under solstice solar quiet conditions.

While it is tempting to quantitatively compare our estimated amplitudes to previous
studies, each study used a different filtering method, so it is necessary to use caution. Miyoshi
et al. (2009) [239] removed diurnal, semidiurnal, and terdiurnal tidal components from their
simulation results, Forbes et al. (2008) [89] applied high-pass filtering with a 4800 km
wavelength cutoff to CHAMP neutral density data, and Liu et al. (2009) [199] subtracted a
3rd order polynomial from CHAMP densities and zonal winds along each satellite track. This
makes an analogous ICON analysis impossible due to the difference in orbital inclinations.
Both Vadas et al. (2023) [352] and Chou et al. (2022) [47] presented unfiltered simulation
results. The figures we show are binned and averaged to remove the non-migrating tidal
features, and we report STW amplitudes after having removed the diurnal tide.
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MIGHTT Seasonally-Averaged Horizontal Neutral Winds (~283 km)
Diurnal Tides Removed
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Figure 4.3: Binned and averaged MIGHTT meridional (left column) and zonal (right column)
neutral winds for NH winter (top row), combined equinox (middle row), and NH summer
(bottom row). Diurnal tides have been removed. Northward and eastward winds are positive.
The gray shading shows the portion of the latitude/SLT space that is in darkness for each
season. Clear STW features are marked by a black dotted line for the solstice cases ((a),

(b), (e), and (f)).
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Analyzing simulation outputs alongside MIGHTT observations provides insight into the
origins of STWs. Figure 4.4 displays NH winter meridional winds simulated by four different
models, all with diurnal tides removed. In the TIEGCM run without HMEs (Figure 4.4(a)),
there is no clear STW signature, though a weak (~25 m/s) signature appears when HMEs are
included (Figure 4.4(b)). In contrast, both SD-WACCM-X (Figure 4.4(c)) and HIAMCM
simulations (Figure 4.4(d)) exhibit a distinct STW signature. Both models overestimate
the STW amplitude relative to observations, with SD-WACCM-X producing ~ 60 m/s
northward winds and HTAMCM producing ~ 100 m/s northward winds. It is important to
be cautious when interpreting the HTAMCM’s STW amplitude, however, as it is based on a
single day and is not averaged like the other models and observations. It is possible that the
amplitude is high in this case simply because the STW was particularly strong on this day and
that an average, considering more daily variability, would reduce the amplitude. The slight
amplitude overestimation in SD-WACCM-X is real since the SD-WACCM-X simulations are
sampled identically to MIGHTI. Both models generally capture the STW'’s scale size and
phase front inclination with respect to the ST.

The same figure, but showing the modeled zonal winds, is presented in Figure 4.5. Again,
the TIEGCM run without HMEs (Figure 4.5(a)) shows little evidence of an evening STW.
The case with HMEs does show an eastward wind enhancement near the evening ST, but
the phase front is not comparably inclined with respect to the ST as the observed STW and
does not intersect the ST at the sampled latitudes. Therefore, even with HMEs driving the
lower boundary, the TIEGCM does not appear to accurately reproduce the observed evening
STW. Both the SD-WACCM-X and HTAMCM simulations capture the STW signature in
the zonal winds, although the signal does not diminish on the dayside as much as it does in
the observations. Further discussion on the implications of STW appearance or absence in
the various models is found in Section 4.4.

Figures 4.6(a) and 4.6(b) display the altitude structure of the NH winter STW in MIGHTI
meridional winds and zonal winds, respectively. The data have been averaged data between
10° and 20° latitude, where the STW intersects the ST, and diurnal tides have been removed.
Although MIGHTI data is available between 109 and 200 km during the day, the nighttime
gap precluded the removal of diurnal tides at these altitudes, so we do not report any data
in this altitude range.

Above 200 km, where nighttime MIGHTI data is available, the STW has a vertical
wavelength greater than 200 kilometers. Below 115 km, the STW is not distinguishable,
although it may be masked by the large-amplitude tides at these altitudes. The SD-WACCM-
X (Figure 4.6(c) and 4.6(d)) and HIAMCM (Figure 4.6(e) and 4.6(f)) simulations similarly
suggest a nearly constant phase with altitude above 200 km. In their simulations, Miyoshi et
al. (2009) [239] similarly reported a nearly constant phase line with altitude above 250 km,
descending with local time below. Below 200 km, both simulations show a descent of the
phase line with local time, possibly indicating upward wave propagation. The variation with
altitude for the NH summer case for MIGHTT observations and SD-WACCM-X simulations
are presented in Figure 4.7.
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Simulated and Averaged NH Winter Meridional Winds (~283 km)
Diurnal Tides Removed
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Figure 4.4: Each panel shows NH winter meridional winds binned by latitude and SLT with
diurnal tides removed (the same as Figure 4.3(a)), but for (a) TIEGCM simulations without
HME inputs, (b) TIEGCM simulations with HMEs derived from MIGHTI observations,
(¢) SD-WACCM-X simulations, and (d) HTAMCM simulations. The first three simulation
results incorporate winter 2019 and 2020, while the HIAMCM result is for 15 January 2022.

4.4 Discussion

While STWs are believed to arise from traveling atmospheric pressure and temperature
gradients, precisely where they originate in the atmosphere remains uncertain. Bespalova et
al. (2016) [30] suggested that neutral density perturbations observed following the ST might
result from gravity waves generated in situ in the thermosphere by solar extreme ultra violet
(EUV) heating gradients. In contrast, based on modeling results with and without lower
atmospheric effects, Miyoshi et al. (2009) [239] suggested that STWs may propagate up from
the lower atmosphere, possibly in line with Chimonas and Hines (1970)’s [46] initial proposal
of STW generation initiated by heating due to UV absorption by middle atmospheric ozone.

Our analysis reveals a significant STW signature in solstice neutral wind observations.
Both SD-WACCM-X and HIAMCM simulations capture the STW scale size and inclination
relative to the ST, although the simulated STWs exceed the observed STW amplitudes. In
contrast, TIEGCM simulations lack the STW signature, although introducing HMEs at the
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Simulated and Averaged NH Winter Zonal Winds (~283 km)
Diurnal Tides Removed

(a) TIEGCM (no HMEs) (b) TIEGCM (with HMEs)
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Figure 4.5: Same as Figure 4.4, but for the modeled zonal wind component.

lower boundary leads to the emergence of a weak (~25 m/s) signature in the meridional
wind component.

Both SD-WACCM-X and HIAMCM simulate the atmosphere down to Earth’s surface
(Liu et al., 2018; Becker & Vadas, 2020) [198, 20|, whereas the TIEGCM cannot self-
consistently resolve atmospheric processes below its 97 km lower boundary (Qian et al.,
2014) [274]. Including ICON HMEs into the TIEGCM partially accounts for lower atmo-
spheric effects by including data-informed diurnal and semidirunal tidal propagation up from
the lower atmosphere (Maute et al., 2023) [221], suggesting that global-scale waves from the
lower atmosphere may play a role in STW generation. The presence of STW signatures
in models with the lower atmosphere but their absence in those without suggests that the
lower atmosphere plays an important role in STW generation. This aligns with Miyoshi et
al. (2009) [239], who found that excluding atmospheric dynamics below 80 km in their simu-
lations resulted in the disappearance of STW signatures. Further, the weak STW signature
in the TIEGCM simulations with I[CON HMEs implies that diurnal and semidiurnal tides
from the lower and middle atmosphere contribute to, but cannot fully explain, the STW.
Although Miyoshi et al. (2009) [239] found that upward propagating migrating tides con-
tributed to STW formation, they suggested that STWs mainly arise from a superposition of
these tides with zonal wavenumbers 4 to 6, while our results suggest that lower-order tides



CHAPTER 4. EVENING SOLAR TERMINATOR WAVES: NEUTRAL WIND
SIGNATURES OBSERVED BY ICON-MIGHTI [106] 72

NH Winter Neutral Wind Observed and Simulated Altitude Profiles: Diurnal Tide Removed
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Figure 4.6: NH winter meridional (left) and zonal (right) winds averaged between 10° and
20° latitude as a function of altitude and SLT for (top) MIGHTI data (winter 2019 and
2020), (middle) SD-WACCM-X simulations (winter 2019 and 2020), and (bottom) HIAMCM
simulations (15 January 2022). Diurnal tides have been removed. The gray shading shows
the portion of the altitude/SLT space that is in darkness. Northward and eastward winds
are defined to be positive.

also play an important role.

Differences in how the models account for gravity wave effects may also affect their
ability to reproduce STWs. STWs could be generated in part by large-scale gravity waves
which either propagate directly from the lower/middle atmosphere to the thermosphere,
or which are indirectly generated in the thermosphere through the dissipation of upward-
propagating gravity waves (Vadas, 2007; Lund & Fritts, 2012; Heale et al., 2014) [347,
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NH Summer Neutral Wind Observed and Simulated Altitude Profiles: Diurnal Tide Removed

Averaged -10° to 0° Latitude
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Figure 4.7: NH summer meridional (left) and zonal (right) winds averaged between -10°
and 0° latitude as a function of altitude and SLT for (top) MIGHTI data (winter 2019 and
2020), (bottom) SD-WACCM-X simulations (winter 2019 and 2020). Diurnal tides have
been removed. The gray shading shows the portion of the altitude/SLT space that is in
darkness. Northward and eastward winds are defined to be positive.

207, 131]. This latter ‘indirect’” mechanism would arise because gravity wave dissipation by
molecular viscosity depends critically on the background temperature, resulting in larger
amplitude force/heating at lower altitudes on the nightside of the ST (Vadas, 2007) [347].
The resulting ‘jump’ in the force/heating across the ST from gravity wave dissipation could
then generate large-scale secondary gravity waves (Vadas, 2013) [346].

Large-scale gravity waves arising from the ST passage would be captured by SD-WACCM-
X and the HTAMCM, which resolve gravity waves from below, but not by the TIEGCM.
Although direct EUV heating can also generate gravity waves (Chimonas & Hines, 1970;
Vadas, 2013) [46, 346], the absence of STWs in the TTEGCM simulations suggests this mech-
anism is less significant. Notably, the amplitudes of stratospheric gravity waves have been
found to be larger during solstice than equinox (Figure 6 of Hoffmann et al., 2013; Cullens
et al., 2022) [142, 54], consistent with our finding of larger STW amplitudes during solstices,
further supporting their potential connection to gravity waves. Furthermore, previous mod-
eling and observations indicate that large (hundreds of kilometers) vertical wavelengths, like
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those we have observed for STWs, are consistent with a spectrum of gravity waves (Vadas,
2007; Vadas & Nicolls, 2009; Nicolls et al., 2014) [347, 351, 246].

Future modeling studies will investigate these mechanisms, as well as possible non-linear
tidal interactions, as the source of the STWs. Furthermore, the reason for the evening STW’s
inclination with respect to the ST remains an open question which future modeling should
address.

Although we reported significant evening STWs, we do not observe any comparable
signature near the morning ST. Both Forbes et al. (2008) [89] and Liu et al. (2009) [199]
also noted this asymmetry, finding morning STWs to be less well-defined than their evening
counterparts. Liu et al. (2009) [199] postulated that larger neutral temperature gradients
near the evening ST, as suggested by modeled neutral temperatures at 400 km, may make
wave generation more efficient in the evening. Some authors suggested the opposite, claiming
that the morning heating process is more efficient than evening cooling, resulting in a sharper
sunrise gradient which produces smaller scale STWs (Somsikov & Ganguly, 1995) [324].

Indeed, both Chou et al. (2022) [47] and Vadas et al. (2023) [352] report a smaller scale,
weaker amplitude morning STW in their simulation results. Ionospheric studies have also
shown evidence of morning STWs (Galushko et al., 1998; Afraimovich, 2008; Song et al.,
2013; Ding et al., 2014) [101, 3, 325, 61]. For example, Zhang et al. (2021) [384] measured
post-sunrise electron density perturbations using the Millstone Hill Incoherent Scatter Radar
(ISR), identifying traveling ionospheric disturbances (TIDs) with zonal wavelengths of ~445
km. If similarly-sized thermospheric disturbances accompany these TIDs, it is unlikely that
MIGHTT would be able to resolve them due to its horizontal resolution.

The thermospheric evening STW may play a currently under-recognized role in driving
ionospheric dynamics. The large-amplitude winds reported in this study could influence
ionospheric circulation through ion drag or dynamo effects. The meridional STW winds can
push plasma along magnetic field lines, contributing to the summer to winter hemisphere
redistribution of plasma (Heelis et al., 2022) [136] and affecting the plasma density alti-
tude distribution. Additionally, the F-Region zonal STW winds, when blowing across the
westward conductivity gradient caused by changing solar input, may influence the upward
plasma drifts of the prereversal enhancement (PRE) (Richmond et al., 2015; Eccles et al.,
2015; Liu, 2020) [283, 69, 197]. Variability in STWs may thus affect the PRE, which, in
turn, is closely linked to equatorial plasma bubble (EPB) variability (Fejer et al., 1999) [83].

4.5 Conclusion

Leveraging ~1.5 years of MIGHTTI data, this study reported the first remotely-sensed obser-
vations of evening STWs, revealing them as one of the most prominent recurring features
in the neutral winds above 200 km during solstices. The STW meridional wind component,
reported for the first time, has a similar (and sometimes larger) magnitude compared to the
zonal component, indicating that STW winds blow predominantly northeastward during NH
winter and southeastward during NH summer. Furthermore, we provided the first observa-
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tional altitude profile of a STW, revealing vertical wavelengths longer than several hundred
kilometers above 200 km. Model comparisons suggested that STW generation is strongly
influenced by the lower atmosphere and may result from large-scale gravity waves or their
interactions with atmospheric tides.

Given their substantial and persistent presence, STWs hold intrinsic scientific signifi-
cance, potentially serving as key drivers of thermospheric and ionospheric processes. Future
research endeavors, including modeling and observations, are crucial for unraveling the ori-
gins and daily variability of these waves, fostering a deeper understanding of their impact
on Earth’s upper atmosphere.
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Chapter 5

It’s Not Easy Being Green: Kinetic

Modeling of the Emission Spectrum
Observed in STEVE’s Picket Fence

107]

This chapter shifts the focus poleward to the subauroral latitudes and considers the last
ionospheric energy input: the extremely fast subauroral ion drifts (SAIDs) which are associ-
ated with unusual optical phenomena. This study investigates the picket fence, one of these
optical phenomena, and shows that its unique spectrum can be recreated by a kinetic model
driven only by local parallel electric fields. Below is presented the peer-reviewed publication
Gasque et al. (2023) [107], which was published in Geophysical Research Letters in Novem-
ber 2023. The full author list for this publication is L. Claire Gasque, Reza Janalizadeh,
Brian J. Harding, Justin D. Yonker, and D. Megan Gillies.

This chapter’s methodology demonstrates the synergistic use of optical data and first
principles modeling to draw quantitative inferences which would not have been possible using
data or models alone. First, this study presents and analyzes optical spectra of the picket
fence captured by a spectrograph at the University of Calgary in Saskatchewan, Canada.
Multiple spectra from picket fence observations throughout a single night reveal a linear
relationship between the brightness of two observed spectral features. Subsequently, kinetic
modeling is used to evaluate whether it is possible to reproduce this linear relationship in the
modeled spectral brightness within a realistic ionosphere influenced by parallel electric fields
of varying magnitudes. This analysis also enables the constraint of the expected magnitudes
of the parallel electric fields responsible for generating the observed emissions.

Several appendices follow this chapter, providing additional details on the instrumenta-
tion, modeling, and underlying physics presented here. Appendix D.1 gives additional details
about the TREx spectrograph, which was used to capture the observations presented in this
work. Appendix D.2 uses a model of auroral precipitation and emissions to demonstrate
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that precipitation is not a viable means of producing the emissions observed in the picket
fence. Appendix D.3 walks through the method to calculate the electron impact excitation
rate given the electron energy distribution function and excitation cross section for a given
electron impact excitation reaction. Following, Appendix D.4 presents the details of the
additional kinetic modeling used to obtain the volume emission rates for the relevant emis-
sions, including tables with all relevant reactions and rate constants used. Appendix D.5
compares the results of the steady-state modeling used in this study with those obtained
in the model presented by Yonker and Bailey (2020) [379]. Finally, Appendix D.6 extends
the steady-state model to consider the ultra-violet emissions that would be expected to be
associated with the picket fence.

This research has uncovered various unanswered questions and potential avenues for
further exploration, as discussed in Chapter 6. It marks progress for the community inves-
tigating STEVE, the picket fence, and subauroral processes as we try to understand how
the extreme conditions which sometimes arise in the subauroral region affect the I-T system
more broadly and what we can learn from them from a fundamental physics perspective.

Abstract

Recent studies suggest that, despite its aurora-like appearance, the picket fence may not be
driven by magnetospheric particle precipitation but instead by local electric fields parallel to
Earth’s magnetic field. Here, we evaluate the parallel electric fields hypothesis by quantita-
tively comparing picket fence spectra with the emissions generated in a kinetic model driven
by local parallel electric fields energizing ambient electrons in a realistic neutral atmosphere.
We find that, at a typical picket fence altitude of 110 km, parallel electric fields between 40
and 70 Td (~80 to 150 mV/m at 110 km) energize ambient electrons sufficiently so that,
when they collide with neutrals, they reproduce the observed ratio of Ny first positive to
atomic oxygen green line emissions, without producing Nj first negative emissions. These
findings establish a quantitative connection between ionospheric electrodynamics and ob-
servable picket fence emissions, offering verifiable targets for future models and experiments.

Plain Language Summary

The ‘picket fence’ is a captivating visual phenomenon featuring vibrant green streaks often
observed with and at lower altitudes than the rare purpleish-white arc called STEVE. It oc-
curs in the subauroral sky, at lower latitudes than the auroral oval, raising questions about
whether it is a type of aurora or a separate phenomenon. A recent hypothesis proposes
that electric fields aligned with Earth’s magnetic field in the dense part of the atmosphere
where the picket fence forms might energize local electrons, which collide with the neutral
atmosphere to create picket fence emissions. This distinguishes the picket fence from tra-
ditional auroras caused by energetic particles accelerated higher up in space which stream
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down and collide with the upper atmosphere. In this study, we compare optical observations
of the picket fence to a detailed calculation of the emissions produced by ambient electrons
energized by parallel electric fields in the upper atmosphere. The results show that large
parallel electric fields can indeed replicate the observed picket fence phenomenon. These find-
ings offer important targets for future picket fence models and experiments. This research
demonstrates that the picket fence serves as a valuable testing ground for understanding the
chemistry and electrodynamics of Earth’s upper atmosphere.

5.1 Introduction: Debate Over the Picket Fence’s
Origin

STEVE (Strong Thermal Emission Velocity Enhancement) is a rare ionospheric optical phe-
nomenon characterized by a narrow mauve arc extending thousands of kilometers east /west
across the subauroral sky (MacDonald et al., 2018) [210]. Concurrently with STEVE, vibrant
green streaks known as the “picket fence” often appear at lower altitudes after the mauve
arc develops and occasionally persist after it fades (Yadav et al., 2021; Martinis et al., 2022;
Nishimura et al., 2023) [375, 215, 249]. STEVESs are associated with strong sub-auroral ion
drifts (SAIDs) (Archer et al., 2019a) [10], but the mechanism behind the optical emissions
is still debated (Harding et al., 2020) [126].

Early studies proposed that picket fence emissions, like auroras, are generated by mag-
netospheric particle precipitation (MacDonald et al., 2018; Chu et al., 2019; Nishimura et
al., 2019; Bennett & Bourassa, 2021) [210, 48, 248, 27]. Like green aurora, the picket fence
primarily consists of 557.7 nm green line (GL) emissions (Gillies et al., 2019) [110]. However,
the picket fence spectrum published by Gillies et al. (2019) [110] and reanalyzed by Mende
et al. (2019) [228] lacks 427.8 nm N3 first negative (N3 1N) emissions, which are ubiquitous
and prominent in auroral spectra (see Appendix D.2). The absence cannot be explained
by a local Ny depletion, as Mende et al. (2019) [228] also detect Ny first positive (No 1P)
emissions. Instead, Mende et al. (2019) [228] proposed that a local electron population with
energies above 7.35 eV but below 18.75 eV, could, via collisions with the neutral atmosphere,
generate the picket fence emission spectrum (sufficient for N 1N emissions). However, they
did not quantify how electrons might be locally energized to this energy range.

Recent studies by Lynch et al. (2022) [208] and Mishin and Streltsov (2022) [235] pro-
posed that picket fence emissions arise when low-altitude electric fields parallel to Earth’s
magnetic field energize local electrons. Lynch et al. (2022) [208] demonstrate that iono-
spheric conductance gradients created by SAIDs create large field-aligned currents, poten-
tially triggering tearing-mode instabilities similar to those observed in rayed auroral arcs.
Mishin and Streltsov (2022) [235] simulated the ionospheric feedback instability (IFI) un-
der SAID conditions. Their approximate solution of the Boltzmann equation indicated that
parallel electric fields generated by the IFI might be sufficient to produce the suprathermal
electron population responsible for the picket fence emissions. However, neither study con-
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clusively demonstrated whether the electron population energized via their proposed method
quantitatively reproduces the observed picket fence spectral features.

In this study, we conduct kinetic calculations to analyze the electron population energized
by a parallel electric field in a realistic neutral atmosphere from 100 to 180 km, considering all
relevant electron-neutral collisions. Additionally, we compare our calculated spectral features
with those in ground-based picket fence observations. Our findings demonstrate that low-
altitude parallel electric fields can accelerate local thermal electrons which quantitatively
replicate observed picket fence spectra without requiring particle precipitation. Estimating
the magnitude of these fields provides a benchmark for future models and observations.
This work enables a quantitative comparison between ionospheric electrodynamic models
and observable optical emissions, which previous studies have not achieved.

5.2 Picket Fence Spectral Observations

The Transition Region Explorer (TREx) Spectrograph in Lucky Lake, Saskatchewan captures
visible (385-801 nm) spectral data for a narrow (~2.1° wide) North/South latitudinal slice
of the sky. For additional details about TREx’s operation and calibration, see Appendix D.1
and refer to Gillies et al. (2019) [110]. On April 10, 2018, the same night as the observations
presented by Gillies et al. (2019) [110], TREx observed the picket fence several times between
6:28 and 8:00 UT. Figure 5.1(a) presents a keogram of the observations, showing the total
observed luminosity as a function of elevation angle and time. A full spectrum (385-801 nm)
is available at every point. Thin horizontal features brighter than the background are stellar
contamination.

Figure 5.1(b) displays a keogram of the GL portion of the spectrum (555.2-560.7 nm).
Picket fence spectra are identified following the method in Gillies et al. (2019) [110] and
Mende et al. (2019) [228]. We fit a Gaussian function to the GL luminosity with respect to
elevation angle at each time step, determining the elevation angle at the peak brightness
and the standard deviation o. For luminosity curves with a defined peak at least 200 R above
background luminosity, the picket fence spectrum is selected at the elevation bin p, while
background spectra are selected at elevation bins £30 away from p. Picket fence spectra with
stellar contamination are discarded, and contaminated background spectra are replaced by
neighboring uncontaminated pixels. Figure 5.1(c) displays the extracted picket fence spectra
(black dots) and the selected poleward (blue triangles pointing up) and equatorward (red
triangles pointing down) backgrounds between 6:49 and 7:00 UT.

The picket fence is expected to lie between 97 and 150 km and be approximately aligned
with the magnetic field (Archer et al., 2019b; Semeter et al., 2020) [11, 307]. The black
dotted line in Figure 5.1(d) represents the look direction up the magnetic field, calculated
using the International Geomagnetic Reference Field, Version 13 (IGRF13) (Wardinski et
al., 2020; Michael, 2021) [364, 231]. Our kinetic model described in Section 5.3 assumes
emissions originate from a uniform source at a single altitude, avoiding assumptions about
the vertical parallel electric field profile. Consequently, we select picket fence spectra closer
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Figure 5.1: (a) Keogram of total TREx luminosity between 6:15 and 8:00 UT on April 10,
2018, showing STEVE emissions and stellar contamination. A full spectrum (385-801 nm)
is available at every point. (b) Keogram of TREx GL observations (555.2-560.7 nm) during
the same period, highlighting the picket fence observations. (c) Picket fence and background
spectra extracted between 6:49 and 7:00 UT. Some spectra were removed due to stellar con-
tamination. See text for details of selection process. (d) Approximate observation geometry
for picket fence observed at 6:52 UT. The sample picket shown is only a representation as
the altitude of the emissions is unknown.
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to the horizon, away from the magnetic field look direction, to reduce the vertical profile
intersected by the line-of-sight. Specifically, we use 45 uncontaminated picket fence spectra
observed between 6:45 and 7:30 UT, all with elevation angles between 131° and 142°. Figure
5.1(d) depicts the picket fence observation geometry at 6:52 UT. The observed GL luminosity
is projected onto an arc (shown as a green line arbitrarily depicted at 200 km for illustration
purposes), and the equatorward and poleward picket fence boundaries are marked by solid
red and blue lines, respectively. The observed picket must lie within the wedge formed by
these boundaries, as illustrated by the green rectangle in Figure 5.1(d). Assuming that
the picket fences are 5-25 km wide latitudinally (Liang et al., 2021a) [190], we estimate
that the line-of-sight cuts through no more than 25 km of the altitudinal profile for the
selected observations, with most examples cutting through no more than 15 km. Due to these
observational constraints, our quantitative results in Section 7?7 represent vertical averages
over a maximum of 25 km.

We isolate individual picket fence spectra by subtracting the average of their poleward and
equatorward background spectra. The error in each spectrum is determined by propagating
the standard deviation variations in the background spectra at each wavelength through the
background subtraction. We compute median luminosities from the 45 picket fence spectra
at each wavelength (Figure 5.2(a)), repeating the procedure for the background-subtracted
spectra (Figure 5.2(b)). The dominant features are the 557.7 nm GL and the N, 1P band
system, while the 427.8 nm NJ 1N emissions observed in the background spectra are absent
in the picket fence spectrum, consistent with the findings of Mende et al. (2019) [228].

Instead of directly comparing the absolute observed brightness to our model results,
which requires assuming the picket fence’s latitudinal width and the local electron density,
we focus on comparing the ratio of Ny 1P and GL luminosities. For the GL, we calculate
the luminosity between 555.2-560.7 nm, accounting for the GL’s spectral width. For N, 1P,
we calculate the luminosity between 642 and 700 nm. Although N, 1P emissions extend
to infrared (IR) wavelengths and TREx’s range extends to 800 nm, we only consider this
part of the spectrum to avoid larger errors near the edge of TREx’s observational band and
complications from Oy atmospheric absorption above 700 nm.

To quantitatively compare the in situ ratio of Ny 1P to GL emissions, we must consider
atmospheric transmission between the emission source and TREx. We apply an atmospheric
transmission profile from Figure 1(a) of Morrill et al. (1998) [240], which corresponds to
a source at 65 km observed from the ground at an elevation angle of 40°, similar to our
observations. While the picket fence occurs at higher altitudes, most atmospheric scattering
and absorption occur in the lower atmosphere, so this difference is assumed to be negligible
(Meier, 1991) [227]. According to Morrill et al. (1998) [240], the transmittance at 557.7 nm
for GL is 0.42, and the average transmittance for Ny 1P between 642 and 700 nm is 0.53.
This results in a transmittance ratio of ~1.26 between the two features.

We perform linear regression on the data using the model y = ax + 3, where y represents
the Ny 1P luminosities, x represents the GL luminosities, « represents the luminosity ratio,
and [ represents the intercept. We estimate the best fit parameters and their errors following
the method described by Gull (1989) [117], applying Bayesian statistics to linear regression
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Figure 5.2: (a) Median picket fence spectrum (black) and poleward (blue) and equatorward

(red) background spectra. (b) Median picket fence spectrum after background subtraction.

Inset: Ny 1

P spectrum (642-700 nm). (c) Ratio of Ny 1P (642-700 nm) to GL luminosity

from the TREx observations, scaled to account for atmospheric transmission.
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with errors in both variables. Our analysis yields o = 0.34 £ 0.03 and § = 9.4 4+ 56.9
R. These results are displayed in Figure 5.2(c). Mende et al. (2019) [228] conducted a
similar analysis without considering transmission effects and found an Ny 1P to GL ratio
of 0.39. If we neglect transmission effects, our ratio is a = 0.43 £ 0.04, which is consistent
with Mende et al. (2019)’s [228] findings. We emphasize that the ratio for green aurora is
0.72 (Vallance Jones, 1974) [353], significantly different from our picket fence results. This
observation reinforces that the picket fence and green aurora are likely generated by different
mechanisms.

5.3 Kinetic Modeling of Emissions Driven by Parallel
Electric Fields

Successful models of mechanisms generating the picket fence must be able to achieve the
observed ratio of 0.34 between Ny 1P (642-700 nm) and GL emissions while keeping Nj
1IN emissions undetectable. Here, we explore whether a kinetic model driven solely by
parallel electric fields can replicate these features. The following subsections outline the
modeling process, including determining the atmospheric and ionospheric inputs, analyzing
the effect of a parallel electric field on the local electron energy distribution function (EEDF),
and employing steady-state kinetic modeling to calculate volume emission rates (VERSs) of
excited atomic and molecular states. Figure 5.3 summarizes the modeling process.

Model Inputs: Atmospheric and Ionospheric Conditions

We use established models to characterize atmospheric, ionospheric, and magnetic field condi-
tions for the time, location, and geomagnetic conditions of the TREx observations described
in Section 5.2. The Naval Research Laboratory’s Mass Spectrometer Incoherent Scatter
Radar (MSIS) model version 2.1 provided profiles of neutral temperature and densities for
eight neutral species (Picone et al., 2002; Emmert et al., 2021, 2022; Lucas et al., 2023)
[266, 70, 71, 205]. Ionospheric electron density and temperature profiles were taken from the
International Reference Ionosphere 2016 (IRI16) (Bilitza et al., 2017; Ilma, 2017) [31, 153].
The magnitude of the magnetic field was obtained from IGRF13 (Wardinski et al., 2020;
Michael, 2021) [364, 231]. The resulting profiles are shown in Figure D.2 in Appendix D.4.

Using these profiles assumes that picket fence conditions are similar to climatological
conditions. However, STEVE and the picket fence are associated with intense SAIDs (Mac-
Donald et al., 2018; Archer et al., 2019a) [210, 10], rare events characterized by narrow
channels of hot, fast-flowing, and depleted plasma (Liang et al., 2021b) [188]. Although IRI
does not replicate these conditions, the ratio between Ny 1P (642-700 nm) and GL emissions
is independent of electron density, so this does not affect our results. Additionally, Mishin
and Streltsov (2022) [235] suggested that SAID conditions may lead to neutral upwelling,
which is not captured by MSIS and which may decrease the O/N, ratio at picket fence
altitudes. Doubling the O/Ny ratio input in our model introduces changes on the order of
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25% to our electric field magnitude predictions which, while significant, do not alter our
qualitative findings.

Calculating EEDF's and Electron Impact Excitation Rates

We used BOLSIG+ (version 12/2019) (Hagelaar & Pitchford, 2005) [120] to solve the Boltz-
mann equation, quantifying changes in the EEDF with altitude and parallel electric field
strength. BOLSIG+ calculates a steady-state solution under a uniform electric field, ac-
counting for the effects of electron-neutral collisions in a user-defined atmosphere. Time-
dynamics, non-local electron transport, and electric field gradients are not considered, and
we neglect the effect of Coulomb collisions (Gurevich, 1978) [118]. For additional details
about BOLSIG+, see Hagelaar and Pitchford (2005) [120]. Fractional densities of Ng, Oa,
and O were obtained from MSIS. Electron impact collisional cross sections of Ny, Oy, as
packaged with the BOLSIG+ software, were obtained from the LXCat Database (Panchesh-
nyi et al., 2012) [258] based on data published by Phelps and Pitchford (1985) [265] and
Lawton and Phelps (1978) [183], respectively. We added the O cross sections, obtained from
Laher and Gilmore (1990) [181], to BOLSIG+. Appendix D.3 demonstrates the method
used to calculate electron impact excitation rate coefficients using the EEDF and electron
impact excitation cross sections.

We consider altitudes between 100 and 180 km, where the 180 km upper bound is well
above the expected picket fence altitude (Archer et al., 2019b) [11]. The 100 km lower
bound approximately marks the division between the atmospheric collisional regime, where
collisions among excited states are important, and the radiational regime dominated by
electron impact excitation (Yonker & Bailey, 2020) [379]. We considered reduced parallel
electric fields ranging from E/N = 0 to 120 Townsend (Td) where FE is the electric field in
V/m, N is the neutral density in m™, and 1 Td = 107! V m?. The upper limit corresponds
to the breakdown field Ej in conventional air at low altitudes (Raizer, 1991, p. 137) [276].

Figure 5.3(b) displays EEDFs at 110 km for parallel electric fields of 10, 30, 60, and 90
Td (equivalent to 20, 60, 115, and 170 mV /m at 110 km, respectively). The figure highlights
several electron impact collisional cross sections: O('S) in green, Ny (B?IL)) in red, and
N3 (B?X) in blue. Stronger electric fields stretch the tail of the EEDF to higher energies,
enhancing high-energy electron populations and increasing electron impact excitation rate
coefficients.

Calculating Volume Emission Rates

To calculate theoretical VERs for Ny 1P, GL, and N5 1N emissions, we implement a steady-
state kinetic model which accounts for additional production and loss processes for excited
states of Ny and O. For Ny 1P emissions, produced through relaxation of the Ny (B3Hg) state
to the Ny (A331) state, we account for radiative cascade from higher Ny triplet states (Meier,
1991) [227]. For GL emissions, produced via relaxation of the O(19) state to the O(' D) state,
we incorporate additional O(1S) production via O quenching of Ny (A3%F). We also consider
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additional quenching of O(1S) and Ny (A*X]) by O, O,, and NO. NI 1N emissions occur via
relaxation of Nj (B2¥}) state to the ground state of N3 following electron impact ionization
(Shemansky & Liu, 2005) [311]. For more details about these calculations, see Appendix
D.4.

We compared these calculated VERs to those obtained by inputting our electron impact
excitation rates into Yonker and Bailey (2020)’s [379] model, which includes interactions
between individual Ny excited states and resolves the vibrational states of Ny. Between
105 and 150 km, the difference in the Ny 1P to GL emission ratio between our model and
Yonker and Bailey (2020)’s [379] is below 15%, demonstrating excellent agreement. At lower
altitudes, where the collisional regime dominates, the difference remains below 40%. This
comparison is presented in more detail in Appendix D.5.

Figure 5.3(d) presents the modeled VERs for Ny 1P, GL, and N 1N at 110 km as a
function of parallel electric field strength. The VERs are directly proportional to electron
density, which may be depleted under SAID conditions, so the actual VERs may be reduced
if the picket fence lies within the depleted channel. However, the ratio between these VERs
remains independent of the electron density.

5.4 Comparison with Observations

Figures 5.4(a) and 5.4(b) present calculated Ny 1P to GL VER ratios for parallel electric
fields in units of Td and mV /m, respectively, where the Ny 1P spectrum has been truncated
to only include the 642-700 nm portion. The IR picket fence Ny 1P spectrum has never been
measured, so we use an estimated scaling factor of ~8% determined from modeling of the N,
1P spectrum in aurora, presented in Table 4.12 of Vallance Jones (1974) [353]. The observed
ratio and its data-driven uncertainty are indicated in Figures 5.4(a) and 5.4(b) by the black
dotted lines and shaded regions, respectively. At 110 km, the observed Ny 1P (642-700 nm)
to GL ratio is reproduced for parallel electric field strengths between 40 and 70 Td (~80
to 150 mV/m at 110 km). Assuming a picket fence width of ~10 km, a uniform emission
source, and electron densities given by IRI, this corresponds to GL luminosities between 0.5
and 31 kR, consistent with observations.

If the Ny (B®I1,) vibrational distribution differs between aurora and the picket fence, the
shape of the Ny 1P spectrum may also differ. A test was performed in which our electron
impact excitation rates were inputs to Yonker’s vibrationally-resolved model; the results
suggested the 642-700 nm portion may account for 12-14% of the total N, 1P spectrum.
Adopting this higher scale factor leads to a ~50% reduction in our predicted parallel electric
field strength at 110 km. Obtaining a picket fence Ny 1P spectrum extending into the IR
would enhance confidence in our quantitative estimates of parallel electric field strength,
although our qualitative findings remain unchanged.

The calculated NJ 1N to GL VER ratios are presented in Figure 5.4(c). Even for large
parallel electric field strengths, this ratio remains below 1072 at picket fence altitudes, un-
detectable by the TREx spectrograph for even the brightest picket fence events. Thus, we
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find that parallel electric fields of realistic magnitudes will not produce observable N 1N
emissions.

These results demonstrate that a model driven by parallel electric fields can reproduce all
of the key picket fence spectral features at picket fence altitudes, strongly supporting local
parallel electric fields as a plausible driving mechanism for picket fence emissions.

5.5 Discussion and Conclusion

This study provides quantitative evidence that spectral features of picket fence emissions
can be reproduced by a kinetic model driven solely by local parallel electric fields, offering
a substantiated alternative to magnetospheric precipitation, which lacks supporting spectral
evidence. As a reference point for future observations and modeling, we find that at 110
km 40-70 Td (~80-150 mV/m at 110 km) parallel electric fields produce observationally-
consistent picket fence spectra. The developed kinetic and chemical modeling tools could be
used as post-processors or two-way coupled into global or regional magnetohydrodynamic
models to simulate the picket fence or its potential connections to other subauroral phe-
nomena such as SAIDs; STEVE, or stable auroral red (SAR) arcs (Harding et al., 2020;
Gallardo-Lacourt et al., 2021; Liang et al., 2021b; Martinis et al., 2022; Gillies et al., 2023)
126, 97, 188, 215, 111].

While we have demonstrated the plausibility of parallel electric fields as a driving mech-
anism for the picket fence, further measurements are essential to validate or challenge this
hypothesis. Our modeling demonstrates that parallel electric fields of magnitudes considered
here would not generate observable NJ 1N emissions. Therefore, any future observations of
N3 1IN emissions in a picket fence would prompt reassessment of this mechanism. Further-
more, Appendix D.6 describes an extension of our model to predict ultraviolet (UV) spectral
features of the picket fence, which could be confirmed by space-based observations. For the
brightest picket fence events, we find that Ny Vegard-Kaplan (VK), Lyman-Birge-Hopfield
(LBH), and N5 Second Positive emissions could be promising observational targets. How-
ever, 1356 A atomic oxygen emissions are unlikely to be observable, as shown in Figure
D.7. Additionally, expanding this analysis to include more picket fence spectra would help
capture the true extent of the variability in these spectra and further assess the consistency
with the parallel electric field driving mechanism.

If parallel electric fields indeed drive picket fence emissions, the structure of the picket
fence constrains the electric field’s structure. Under the influence of a parallel electric field
at picket fence altitudes, the EEDF equilibrates in between ~0.1 and 50 ms, increasing with
altitude (Gurevich, 1978) [118]. Given the ~0.7 s radiative lifetime of O('S) (Itikawa &
Ichimura, 1990) [159], and the several microseconds radiative lifetime of Ny (B?IL,) (Eyler
& Pipkin, 1983) [77], visible emissions should emerge within 1 s of the parallel electric field
onset, depending on the altitude. While electron transport or neutral winds may induce
some blurring, the emissions should predominantly trace the parallel electric fields. As a
result, the electric fields would exhibit similar structure to the picket fence itself: aligned
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in a rayed east/west arc, confined between 97 and 150 km in altitude, and organized along
the local magnetic field (Archer et al., 2019b) [11]. However, the non-field-aligned emission
‘streaks’ below the picket fence (103-108 km) may not trace parallel electric fields, as these
are hypothesized to be a consequence of plasma turbulence (Semeter et al., 2020) [307].

While this study refrains from speculating on sources or resulting altitude profiles of
parallel electric fields, Lynch et al. (2022) [208] and Mishin and Streltsov (2022) [235] sug-
gest that parallel electric fields could be the consequence of different ionospheric instabilities
driven by extreme SAIDs. Lynch et al. (2022) [208] suggest that wave electric fields parallel
to the magnetic field, arising from a tearing-mode instability, could drive the picket fence.
Although they do not model the magnitude or frequency of these waves, our study’s results
are applicable to wave electric fields which vary significantly slower than the EEDF equili-
bration timescale. Mishin and Stretlsov (2022)’s [235] simulation of the ionospheric feedback
instability yielded maximum field strengths of ~26 mV /m, occurring at 130-140 km. Our
predictions achieved the observed Ny 1P to GL emissions ratio for ~7 mV/m electric field
strengths at 135 km, showing reasonable agreement with Mishin and Stretlsov (2022)’s [235]
results.

Local parallel electric fields may play a significant role in the ionosphere beyond the picket
fence. In the auroral region, certain optical features share spectral characteristics with the
picket fence and cannot be explained by precipitation. Fragmented aurora-like emissions
(FAE) are non-field aligned green patches showing GL and Ny, 1P emissions but lacking N3
IN (Dreyer et al., 2021) [63]. Enhanced aurora (EA) consist of thin, bright layers within
regular aurora, exhibiting increased Ny 1P relative to Nj 1N (Hallinan et al., 1997) [122].
Similar to the picket fence, both FAE and EA are suggested to result from suprathermal
electron populations locally generated by parallel electric fields or wave-particle interactions
(Hallinan et al., 1997; Dreyer et al., 2021) [122, 63]. Karlsson and Marklund (2005) [168§]
simulated EA using a simple auroral current model, generating parallel electric fields with
maximum strength of ~30 mV/m peaking between 80-120 km. Collectively, this suggests
that the picket fence might represent one example of a class of aurora-like emissions generated
locally by parallel electric fields, not magnetospheric particle precipitation, although the
sources of these fields may differ. These findings underscore the potential significance of
local parallel electric fields. In particular, since visible and ultraviolet auroral observations
are increasingly used to trace particle precipitation and infer magnetospheric activity, it
is important to better understand and quantify other sources of emission beyond particle
precipitation. Thus, investigating the prevalence and sources of these parallel electric fields
warrants further attention from the broader scientific community.

The most definitive way to verify the existence of these parallel electric fields is with in situ
measurements. While magnetospheric parallel electric fields have long been associated with
auroral particle acceleration and precipitation (Marklund, 1993; Shelley, 1995; Paschmann
et al., 2003)[212, 310, 259], static current closure models predict parallel electric fields from
the ionospheric F-region to the E-region to be orders of magnitude weaker than perpendic-
ular fields (©V/m rather than mV,/m) (e.g., Farley Jr, 1959) [79]. Ionospheric electric field
measurements routinely assume zero parallel electric field when deriving a full vector perpen-
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dicular field from two-dimensional measurements (Pfaff et al., 2021) [263]. However, satellite
measurements of enhanced downward currents and modeling of the ionospheric response sug-
gest significant parallel fields in the collisional base of the D and E regions (Marklund et al.,
1997; Karlsson & Marklund, 1998) [213, 167], but to our knowledge, no measurements have
probed the existence of these fields. Confirming the existence of these fields is crucial for
advancing our understanding of a wide variety of phenomena in the auroral and subauroral
regions. Based on our study’s results, we propose that attempting to measure these electric
fields in situ should be a priority for the space physics community:.
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Chapter 6

Conclusion and Directions for Future
Work

This dissertation presented three studies which examine ionospheric and thermospheric re-
sponses to three different energy drivers. This concluding chapter summarizes the findings
pertaining to each considered driver, outlining the contributions that this dissertation has
made to the scientific community and highlighting the remaining open questions and direc-
tions for future work.

6.1 Ionospheric Effects of the 2022 Tonga Volcanic
Eruption

The first I-T system driver considered was an explosive, impulsive event originating in the
lower atmosphere. In particular, this dissertation used data from NASA’s ICON mission to
investigate the near-field (within ~5,000 km) ionospheric effects of the 2022 Tonga volcanic
eruption.

Chapter 3 presented Gasque et al. (2022) [108], which focused on understanding the rapid
ionospheric changes which occurred within an hour of the eruption. The study presented
observations of extreme (up to several hundred m/s) zonal and vertical plasma drifts in
the ionosphere conjugate to the ionosphere near the volcano only ~45 minutes after the
eruption. It was found that the extreme drifts were likely caused by a thermospheric wave
impulse with neutral wind directed away from the eruption site with amplitudes exceeding
300 m/s and with an effective propagation velocity from the eruption site of 600+50 m/s.
These winds, colliding with ions in the ionospheric dynamo region near the volcano, caused
charge separation and therefore polarization electric fields, which were transmitted along the
magnetic field to the ICON observatory’s location via Alfvén waves, where they caused the
extreme E x B ion drifts observed by ICON. The observations we presented are the first
direct detection in space of the near-immediate dynamo effects of a volcanic eruption, and
show evidence for rapid plasma redistribution in the near field shortly after the eruption.
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Future work is planned which will expand upon the previous study to examine the near-
field ionospheric effects of the eruption over a 24-hour period. Analysis of ion densities
measured by the ICON observatory near the eruption site have revealed a significant top-
side ionospheric depletion spanning approximately 2,000 km in radius, which persisted until
sunrise about 14 hours later, when plasma production resumed. While similar depletions
have been observed following earthquakes, this event stands out due to its larger spatial
extent, greater depletion magnitude, and longer duration compared to previous ionospheric
depletions associated with natural hazards.

The 2022 Tonga eruption was one of the largest volcanic eruptions of the satellite era, and
therefore serves as a crucial test case for evaluating understanding of the ionospheric effects
of such phenomena. Following the event, changes in thermospheric density changed the
drag on low-Earth orbiting satellites (Li et al., 2023) [187], and satellite-based navigational
systems (e.g., Ke et al., 2023) [170]. Current ionospheric models do not yet successfully
replicate the observed plasma drifts or the subsequent ionospheric hole. The observations
provided in this dissertation will provide important benchmarks for future modeling efforts
seeking to accurately capture the near-field effects of this event. While this eruption had
significant global consequences, not all impulsive events exhibit such far-reaching impacts.
Therefore, focusing on studying the near field may be crucial for extrapolating the outcomes
of this event to smaller-scale events in the future.

6.2 Solar Terminator Waves in the Terrestrial
Thermosphere

The second energy driver examined in this dissertation was the abrupt change in solar heat-
ing associated with the passage of the solar terminator. Chapter 4 presented Gasque et
al. (2024) [106], which provided the first remotely observed evidence of neutral wind sig-
natures associated with solar terminator waves. Several years of neutral wind observations
from ICON/MIGHTTI were analyzed to generate average maps of the zonal and meridional
thermospheric winds as a function of season, local time, and latitude near the equator. Con-
sistent with previous studies (Forbes et al., 2008; Liu et al., 2009) [89, 199], it was observed
that the thermospheric signatures of these waves are more pronounced near the evening
terminator compared to the morning terminator and are more prominent under solstice con-
ditions than equinox conditions. This study reported that, under solstice conditions, the
average scale size of the terminator waves was around 3,000 km, and the wave’s phase front
is inclined ~30° to 40° with respect to the solar terminator. This study also reported the
first altitude profile of these features, showing that they have a large vertical wavelength
(exceeding 200 km) above 200 km altitude. By comparing the observations with the results
of various whole-atmosphere simulations, it was determined that the lower atmosphere plays
an important role in the generation of these waves, similar to the conclusions of Miyoshi et
al., (2009) [239].
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This investigation showed that, under solstice conditions, the solar terminator wave sig-
nature above 200 km is, on average, the largest feature in the meridional winds and a
prominent feature after the removal of the migrating diurnal tide in the zonal winds. As
such, it may play a currently under-recognized role in driving ionospheric dynamics. The
effects of atmospheric tides on ionospheric processes, such as the ionospheric wind dynamo
and momentum transfer due to ion-neutral collisions, have been investigated by many prior
studies (e.g., Forbes & Lindzen, 1976; Richmond & Roble, 1987; Millward et al., 2001; Immel
et al., 2006; Liu & Richmond, 2013) [88, 285, 234, 158, 195]. However, there has never been
a comprehensive study of the effects of evening thermospheric solar terminator waves on
the ionosphere. Studies of solar terminator waves in ionospheric total electron content have
found that morning terminator waves are more prominent than evening waves in the iono-
sphere (e.g., Galushko et al., 1998; Afraimovich, 2008; Song et al., 2013; Ding et al., 2014)
[101, 3, 325, 61], and the reason for the discrepancy is currently unknown. Furthermore, it is
now understood that daily tidal variability contributes significantly to daily ionospheric vari-
ability (e.g., Liu, 2016) [194], but no studies to date have investigated the daily variability
of solar terminator waves, either with models or observations.

This work has therefore revealed several open questions which could be addressed by
future studies. These questions include:

e Why is the evening signature of thermospheric solar terminator waves more prominent
than the morning signature? And why is the opposite effect observed in ionospheric
data?

e Why is the thermospheric solar terminator wave phase front inclined with respect to
the terminator?

e What is the specific physical mechanism that generates these wave signatures, and
where does it occur in the atmosphere?

e How do these waves couple to the ionosphere, and what effect do they have on iono-
spheric dynamics?

e How variable are these waves, and how might their variability affect ionospheric vari-
ability?

Given that these features are already well-reproduced in several whole-atmosphere mod-
els, including WACCM-X and HIAMCM, further investigation into the mechanisms underly-
ing these waves may be possible through targeted modeling studies. For example, one could
explore whether gravity waves play a significant role in solar terminator wave generation by
conducting simulation runs in which gravity wave generation is “turned off” and observing
the resulting changes in solar terminator wave morphology. Such targeted modeling studies
can provide valuable insights into the processes driving solar terminator wave dynamics.
Although the ICON mission is no longer operational and cannot provide additional observa-
tions of thermospheric solar terminator waves, upcoming planned missions to study the I-T
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system, such as the Geospace Dynamics Constellation (GDC) and Dynamic, hold promise
for providing additional observations that will enable further study of these phenomena.

6.3 Picket Fence Optical Emissions

The final driver considered was fast ion flows in the subauroral region which are associated
with unusual optical phenomena in the subauroral ionosphere. Chapter 5 presented Gasque
et al. (2023) [107], which studied the physical mechanisms which produce emissions in the
picket fence. Using a kinetic model of a realistic neutral atmosphere, it was possible to cal-
culate the modifications in the local electron energy distribution function that results when
electric fields parallel to Earth’s magnetic field energize local electrons. The study showed
that, at a typical picket fence altitude of 110 km, electric fields with magnitudes between
40 and 70 Td (~80 - 150 mV/m at 110 km) energize local thermal electrons sufficiently
such that, when the electrons collide with and excite neutral atoms and molecules, the ob-
served picket fence spectrum can be reproduced. Specifically, the study demonstrated that a
realistic neutral atmosphere and ionosphere influenced by these parallel electric fields will re-
produce the observed ratio of Ny first positive to atomic oxygen green line emissions without
generating N7 first negative emissions. Notably, this study quantitatively offered an alterna-
tive mechanism to produce picket fence observations that does not rely on magnetospheric
particle precipitation, distinguishing the picket fence from typical aurora.

Following this study, numerous open questions about the picket fence and related subau-
roral and auroral optical phenomena remain, including:

e How do the parallel electric fields arise at picket fence altitudes? Are they driven
though ionospheric instabilities such as the tearing mode instability (Lynch et al.,
2022) [208] or the ionospheric feedback instability (Mishin & Streltsov, 2022) [235], or
another mechanism? Are these mechanisms also responsible for the structure of the
picket fence?

e How are STEVE and the picket fence related electrodynamically? Under what condi-
tions can one appear without the other? Given the recent observations of SAR arcs
evolving into STEVE (Martinis et al., 2022; Gillies et al., 2023) [215, 111], how are SAR
arcs related?” Also, what is the relation to the detached green ‘streaks’ that sometimes
appear beneath the picket fence (Semeter et al., 2020) [307]?

e Given their spectral similarity to the picket fence, are auroral phenomena such as
fragmented aurora-like emissions (FAE) (Dreyer et al., 2021) [63] and enhanced aurora
(e.g., Hallinan et al., 1985; Karlsson et al., 2005) [121, 168], also driven by parallel
electric fields?

This study contributes to a broader effort towards developing a unified model of subau-
roral optical phenomena. A successful model will integrate both large-scale electrodynamics
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and the type of kinetic modeling demonstrated in this work to quantitatively reproduce
the observed optical emissions. This aligns with a broader trend in the field, moving away
from qualitative descriptions of optical forms and potential drivers towards more quantita-
tive approaches (e.g., Solomon, 1991) [319]. Further observational follow-ups to the study,
encompassing observations of picket fence spectra over multiple nights, would help evaluate
the variability of the picket fence spectrum and consequently the variability of the predicted
parallel electric fields. Additionally, while previous studies have proposed various ionospheric
instabilities as potential mechanisms for generating the picket fence, additional modeling is
necessary to confirm whether these instabilities can produce sufficiently large parallel electric
fields to induce picket fence emissions.

The most definitive way to verify the existence of these parallel electric fields is with
in-situ measurements, since electric fields cannot be measured remotely. Unfortunately, due
to the high density of the neutral atmosphere at picket fence altitudes, a satellite placed in
orbit at 100 km would decay into Earth’s atmosphere in less than a day (e.g., Sebestyen et
al., 2018) [306]. Additionally, the highest altitude achieved by a NASA balloon measurement
has only been about 50 km.! The only space vehicles which routinely make measurements at
picket fence altitudes are sounding rockets (e.g., Palmroth et al., 2020) [257]. Unfortunately,
the picket fence is a rare optical phenomena, which would provide significant challenges for
making in situ measurements during a standard two week launch window. However, it may
be possible to measure parallel electric fields within other, more common, optical phenomena.

The discussion section of Gasque et al. (2023) [107] (Chapter 5.5 of this dissertation)
highlighted the spectral similarity between the picket fence and other auroral optical phenom-
ena, such as fragmented aurora-like emissions (FAE) (Dreyer et al., 2021) [63] and enhanced
aurora (e.g., Hallinan et al., 1985; Karlsson et al., 2005) [121, 168]. Notably, all these phe-
nomena exhibit more green line or N, first positive emissions relative to N3 first negative
emissions compared with typical aurora. Among these, the enhanced aurora, depicted in
the right panel of Figure 6.1 alongside a “regular” aurora on the left, are perhaps the most
common, occurring in as many as ~50% of aurora (Hallinan et al., 1985) [121]. As shown
in Figure 6.1, while the regular aurora has a smooth brightness profile with altitude, the
enhanced aurora appears as a sharply defined layer of enhanced brightness embedded within
the regular aurora which cannot be explained with traditional models of magnetospheric
particle precipitation (Hallinan et al., 1997) [122]. Modeling by Karlsson et al. (2005) [168]
suggested that the enhanced aurora may also be driven by parallel electric fields.

The work presented in Chapter 5 of this dissertation heavily influenced the development
of a rocket proposal to attempt to make the first in-situ measurements of parallel electric
fields in the collisional base of the ionosphere associated with enhanced aurora. The proposal
was submitted to NASA’s Low Cost Access to Space (LCAS) program in fall of 2023, and,
as of the time of this writing, we have not yet received a funding decision. However, if
selected, this mission will seek to determine whether the enhanced aurora are driven by
local parallel electric fields, and, if so, whether these fields contribute significantly to auroral

1See, e.g., https://www.nasa.gov/scientificballoons/faqs/.
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Figure 6.1: Images of two types of aurora, both captured by Vincent Ledvina (theauror-
aguy.com). (Left) A ‘typical’ aurora which has a smooth brightness profile with altitude.
(Right) An ‘enhanced’ aurora, which shows a sharp discontinuity in the brightness profile
with altitude that cannot be explained by traditional magnetospheric particle precipitation
models.

emissions and energy deposition. It is hoped that this mission would serve as a pathfinder
to a STEVE /picket fence rocket campaign.

6.4 Overarching Conclusions

This dissertation served as an exploration of I-T coupling and phenomena through the lens
of three different drivers. The work used a combination of observational data, in particular
from NASA’s ICON observatory and the University of Calgary’s TREx spectrograph, in
concert with theoretical calculations, kinetic modeling, and whole-atmosphere simulations
to improve our knowledge and understanding of various ionospheric and thermospheric phe-
nomena. Furthermore, it has paved the way for multiple avenues of future research, providing
benchmarks for future modeling studies and highlighting the need for new observations, as
exemplified by the proposed rocket campaign. Ultimately, the findings presented in this dis-
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sertation will advance our understanding of the I-T system and bolster our ability to forecast
its behavior in response to diverse energy inputs, thereby aiding in mitigating the risk to
human activities.
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Appendix A

Appendix for Chapter 2

This appendix derives the expressions for the Hall, Pedersen, and parallel conductivity in
the ionosphere as well as Ohm’s law in the ionosphere. This derivation supplements the
discussion of plasma transport presented in Chapter 2.

A.1 Derivation: Ionospheric Conductivity and Ohm’s
Law in the Ionosphere

Here, we will derive Ohm’s law and the conductivity in a simplified ionosphere composed
of electrons and one, singly-ionized ion species immersed in a neutral gas which has a much
higher number density than the electrons or ions. We will thread this weakly-ionized plasma
with a background magnetic field, and calculate the ease with which electric fields can
generate currents in this medium both along and perpendicular to this background magnetic
field. Effects from other forces, such as gravity or pressure gradients, will be ignored.

Much of this derivation replicates my response to a problem set given in Astronomy C202:
Astrophysical Fluid Dynamics, which I took from Professor Eugene Chiang at the University
of California, Berkeley in the spring of 2021. In the assigned problem set, the problem
statement was inspired by developments in papers by astrophysicist Mark Wardle (e.g.,
Wardle 1999; Wardle & Ng 1999; Salmeron & Wardle 2003; Wardle 2007) (366, 367, 301, 365].
These papers primarily tackle conductivity in interstellar clouds, star-forming regions with
scales far larger than our own solar system. However, these clouds, like Earth’s ionosphere,
are weakly ionized and threaded with a background magnetic field, so the derivation of
conductivity proceeds remarkably similarly.

Proceeding in the rest frame of the neutral fluid, and assuming that the ions and electrons
are in steady state, the equations of motion for the ions and electrons can be written as:
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e (E/ + ﬁz X é) — l/mmlﬁl =0
g 3 (A1)
—e (E’ + U, X B) — UppyMell, = 0

where e is the magnitude of the electron and ion charge, E’ and B are the electric and
magnetic fields in the rest frame of the neutral fluid, @; and . are the ion and electron flow
velocities relative to the neutral fluid, v;, and v,, are the ion- and electron-neutral collision
frequencies, and m; and m, are the ion and electron masses. In a plasma with multiple
ion species, we would have a separate force equation for each species. Additionally, we
have ignored the effect of collisions between charged particles, known as Coulomb collisions.
In the dynamo region of the ionosphere, which is the primarily focus of this dissertation,
the Coulomb collision rate is much less than the collision rates between charged and neutral
species. When considering the dynamics at higher altitudes, it would become more important
to take Coulomb collisions into account.

Without loss of generality, we can work in a coordinate system in which the magnetic field
lies along the z-axis and the component of the electric field perpendicular to the magnetic field

lies along the z-axis. Thus, we can write these fields as B = (0,0, B) and E = (E’l, 0, E|’|)

Working just with the ion force equation for a moment, let the ion velocity relative to the
neutrals be written as @; = (u;1, U2, u;3). We can then rewrite it as a system of three
equations, one for each component, as:

(& (Ej_ + UZQB) — VinM;jUi1 = 0
—€UilB — VinM;Uzo = 0 (AQ)

€E|/| — Vi MMUi3 = 0
From the equation for the third equation, we find:

ef (A.3)

Vi

U3 =

We can combine the equations for the first two equations to solve for u;; and wu;s, finding:

€Ej_ Vin
U;p = 2 2
m; \wj + v,

eF W;
Uiz = = 2, 2
m; \wj + Vi,

where w; = eB/m; is the ion gyrofrequency. Thus, we have found the ion velocity relative
to the neutral gas to be:

(A.4)




APPENDIX A. APPENDIX FOR CHAPTER 2 127

el Vin ek’ W, eE|
ﬁi = + 2 2 y = 2 2 ) ” (A5)
m; \wj + Vv, m; \wj + v, VinM;
Similarly, we can solve for the electron velocity relative to the neutral gas and find it to
be:
E en E We ek
ﬁe: _6 = - 7_6 = 7_—” (AG)
me \w?+v2, me \w?+ 12, VenMe

The current density in a plasma, which arises from differences in the electron and ion
motion, is calculated as j = ne (#; — .), where we have considered the plasma to be quasi-
neutral such that the ion and electron densities are the same on the scales we are interested
in (n; = n. = n). Letting j = (71, J2, 73) and using the expressions for u; and u, calculated
above, we can solve for each of the components of the current. Beginning with the component
of the current parallel to the magnetic field, we find:

A 6E|’| eE|’|
J3 = ne +
Vinm,; VenMe

2 A7
Zne(l—l-%l)Eﬁ (A7)

me Ven m; Ven
- /
=0 &

where we have defined the parallel conductivity o to be:

2 1 e 1
0’||=7:§ ( —l—ﬂ ) (A8)

e Ven mg Ven

Next, examining the component of the current along the direction of the electric field
component perpendicular to the magnetic field, we find:

‘ eE’ Vin N ek} Ven
= ne
; m; \w?+ 2, me \w?+v2,

2 .
_ne( Ven Me  Vin )E’ (A.9)

— . )
me \w?+v2,  m;w -+l

= UpEj_

where we have defined the Pedersen conductivity op to be:

2 .
CWZ”Q(_EL_+maJ@_> (A.10)

me \w2+v2  m;w?+ 12
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Finally, examining the final component of the current, which is orthogonal to both the
electric and magnetic fields, we find:

e el w; N eF We
J2 = m; \w? + 12, me \w?+ 12,

2

_ne ( We — Me W )Ei (A.11)

2 2
me \w?+v2  m;wi+u

= O'HEj_

where we have defined the Hall conductivity oy to be:

2
_ne We Me W AL2
OH = 2 02 02 12 (A.12)
me \W: + Vs, m; Wy + v,

Thus, we can write Ohm’s law as:

j= 0||Eﬁ +oyBx E, +opE| =0 -E (A.13)

Recall that the primes on the electric field vectors refer to the fact that we are performing
our calculations in the rest frame of the neutral gas!. In the ionosphere, it is often more
convenient to make measurements and perform calculations in an Earth-fixed frame. In this
frame, the neutrals move with a bulk velocity @ termed the neutral wind. Transforming
Ohm’s law to this frame, we can write Ohm’s law in the ionosphere as:

j:‘E.(E+ﬁx é) (A.14)

'In the non-relativistic case we are considering here, the magnetic field vector B will not change between
frames, so we did not include a prime on it.
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Appendix B

Appendix for Chapter 3

This appendix expands on the work presented in Chapter 3 and published in Gasque et al.
(2022) [108]. First, Appendix B.1 provides additional details on the Ionospheric Connection
Explorer (ICON) mission and its Ion Velocity Meter (IVM), which was used to take the
observations described in Chapter 3. Then Appendix B.2 steps through the ionospheric E
Region dynamo calculation described in Chapter 3 to explain the observed plasma drifts.
That section also details the assumptions that go into that calculation and evaluates their
validity.

B.1 The Ionospheric Connection Explorer: Mission
and Instrumentation

NASA’s Tonospheric Connection Explorer (ICON) mission, launched on 10 October 2019,
was designed to explore the dynamic equatorial-region coupling between the ionosphere and
thermosphere (Immel et al., 2018) [156]. The study presented in Chapter 3 (Gasque et
al., 2022) [108] displayed measurements from the Ion Velocity Meter (IVM) onboard ICON
following the Tonga volcanic eruption. This section will provide additional details about the
ICON mission as well as the IVM instrument and data products.

ICON: Mission Overview

ICON’s primary science objective was to understand and quantify different sources of iono-
spheric variability by investigating energy and momentum inputs to the ionosphere from
both the lower atmosphere below and the magnetosphere above (Immel et al., 2018) [156].
ICON’s unique approach to sampling the coupled ionosphere-thermosphere system is de-
picted in Figure B.1. From its nearly circular, 27° inclination orbit at ~575 km, ICON
continuously makes in-situ measurements of ion densities, composition, and drifts within 30°
of the magnetic equator. Simultaneously, ICON measures the neutral wind, temperature,
and composition profiles as well as plasma density profiles near the base of the field line,
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Figure B.1: Schematic of measurements made by the ICON satellite, reproduced from Immel
et al., (2018) [156]. The satellite follows the orbit shown in green, making in situ plasma
measurements near the apex of the equatorial field lines (shown in white). Simultaneously,
ICON remotely measures the horizontal neutral wind profile, combining measurements ~ 7
minutes apart both ahead of and behind the satellite track to resolve the 2D vector winds.

covering the dynamo region (see Chapter 2.3). Notably, [ICON measured each of the terms
on the right hand side of the ionospheric Ohm’s law (Equation A.14, derived in Appendix
A1), allowing it to investigate electrodynamic coupling in the I-T system in more detail
than previously possible.

ICON carries a suite of four instruments: the Ton Velocity Meter (IVM) measures in-situ
plasma parameters (Heelis et al., 2017) [134], the Michelson Interferometer for Global High-
resolution Thermospheric Imaging (MIGHTT) remotely senses neutral wind and temperature
profiles (Englert et al., 2017; Harlander et al., 2017; Harding et al., 2017; Stevens et al., 2018;
Stevens et al., 2022; Englert et al., 2023) [75, 130, 125, 332, 331, 74], the Far-Ultraviolet
Imager (FUV) senses the O/Ny composition ratio during the day and O ion density profile
at night (Mende et al., 2017; Stephan et al., 2018; Kamalabadi et al., 2018) [230, 330, 165],
and the Extreme Ultraviolet Spectrometer (EUV) measures O" ion density profiles during
the day (Sirk et al., 2017; Stephan et al., 2017) [317, 329]. In the following section, we
will further examine the IVM and its data products. MIGHTI, which we use extensively in
Chapter 4 in studying the neutral wind signatures of solar terminator waves, will be reviewed
in Appendix C.1.

Following an unexplained communications anomaly, the I[CON ground team lost contact
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with the satellite on 25 November 2022, shortly after the satellite had completed its prime
mission. During its nearly 3-year mission lifetime, ICON observations enabled many impor-
tant advances in the field, as summarized in Immel et al. (2023) [157]. Ongoing work with
this dataset, some of which is outlined in Chapter 6 of this dissertation, will continue to
address outstanding science questions.

ICON’s Ion Velocity Meter

ICON’s Ton Velocity Meter (IVM) comprises two sensors, a retarding potential analyzer
(RPA) and an ion drift meter (IDM), both located on the ram side of the spacecraft. Their
view is approximately aligned with the spacecraft velocity vector. Together, they provide
continuous in situ measurements of ion drift, density, temperature, and major ion species
composition at a 1-second cadence. For more detailed information on the IVM design, refer
to Heelis et al. (2017) [134].

The RPA operates by allowing ions through an aperture and subjecting them to potentials
ranging from 0 to 25.5 V. By sweeping through these potentials and measuring the resulting
current from the detector, it is possible to determine the density and average energy of the
incoming ion population. The shape of the resulting current-voltage curve (referred to as
the I-V curve) also reveals the relative abundance of heavy and light ions. As the topside
ionosphere, where the satellite resides, primarily contains O" and H* ions, fitting the I-V
curve allows determination of the Ot and H* compositional fractions. ICON traverses about
7.5 km during each measurement sweep, so structures with rapid density fluctuations over
these spatial scales (such as equatorial plasma bubbles) lead to errors in these measurements.

The IDM measures the ion drift, both parallel and perpendicular to the local magnetic
field, by measuring the angle of arrival of incoming O% ions. Since ICON lacks an onboard
magnetometer, the local magnetic field direction is approximated using the International
Geomagnetic Reference Field (Finlay et al., 2010) [84]. Perpendicular drifts are primarily
due to E x B drift, making these measurements essentially a gauge of the perpendicular
ionospheric electric field. Assuming magnetic field lines are equipotentials, the in situ per-
pendicular drift measurement therefore captures the drift and electric field at all points along
the sampled magnetic field line (Heelis et al., 2017) [134]. This method for measuring plasma
drifts is only viable when there are sufficient O" ions (>100 cm™?) for a reliable signal. From
the time of ICON’s launch through October 2020, the deep solar minimum and associated
low solar activity posed challenges for these measurements, especially during the night and
early morning when the plasma density is at its lowest (Heelis et al., 2022) [135].

Figure B.2 shows representative IVM observations of the ion density, O" fraction, ion
temperature, and field-aligned, meridional (vertical), and zonal ion drifts. These values
are averaged with respect to solar local time for 8 - 13 January 2022, the period used to
generate the climatologies compared with the conditions during the Tonga volcanic eruption
in Chapter 3 (Gasque et al., 2022) [108].! The positive directions for ion drifts are defined

Tt’s worth noting that although the eruption occurred on 15 January 2022, a moderate geomagnetic
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Figure B.2: ICON IVM climatologies for 813 January 2022, the period used to evaluate the
background conditions in Gasque et al. (2022) [108]. Northward, upward, and eastward are
defined to be positive for the ion drifts. The black line indicates the median at each solar
local time (SLT), the dark grey shading spans the 25th to 75th percentiles, and the light
grey shading spans the 10th to 90th percentiles.
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as northward, upward, and eastward. The data are filtered for good quality using included
quality flags and are then segmented into 0.1-hour solar local time bins. In each plot, the
black line represents the median, the dark gray shading indicates the 25th to 75th percentiles,
and the light gray shading indicates the 10th to 90th percentiles. Gaps in the drifts during
the early morning are a result of the low plasma densities during these times.

B.2 Dynamo Calculation and Comparison with
Whole-Atmosphere Model Results

Chapter 3 presents ICON observations of extreme vertical and zonal ion drifts conjugate to
the ionosphere near the Tonga volcano within 45 minutes of the eruption. It described an
E Region dynamo calculation which allowed prediction of the neutral winds which would
have been required to produce such drifts, finding that these winds traveled with an effective
propagation velocity of 600 + 50 m/s and had an amplitude > 200 m/s. This appendix
describes the dynamo calculation in greater detail and compares the results to the simulated
neutral winds from the eruption modeled by Vadas et al. (2023) [352].

When the Tonga volcano erupted, the energy it released sent a broad spectrum of waves
propagating through the atmosphere (e.g. Wright et al., 2022) [371]. In the neutral atmo-
sphere, these waves are associated with perturbations in the background pressure, tempera-
ture, density, and wind. As explored in Chapter 2.3, neutral winds drive currents through
the ionosphere in a process commonly referred to as the ionospheric dynamo. Having ob-
served the extreme ion drifts in the conjugate hemisphere following the eruption, a dynamo
calculation can be used to determine properties of the neutral winds triggered by the Tonga
eruption.

The inspiration for the dynamo calculation described here comes from the ionospheric E
and F Region dynamo models presented in Chapter 3 of Kelley (2009) [172]. The electric
fields and ion drifts will be analyzed in a magnetic field-aligned slab of atmosphere, as shown
schematically in Figure B.3. A slab with footpoints near the eruption site, ~ 20° magnetic
latitude from the magnetic equator, reaches an apex height? of ~1,000 km, which lies near
the boundary between the topside ionosphere and the plasmasphere.

In the absence of an externally-applied electric field, Ohm’s law in the ionosphere (derived
in Appendix A.1) can be written:

j=5. (ﬁx é) (B.1)

where ; is the current density, 7 is the conductivity tensor, u is the neutral wind velocity,
and B is the background magnetic field, all measured in an Earth-fixed frame.

storm occurred on 14 January 2022, so that day is excluded from the climatology. The days examined here
are geomagnetically quiet.

2The apex height of a magnetic field line is the altitude of the field line at the magnetic equator, which
is also the maximum altitude attained by a given field line.
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Magnetic Field-
Aligned Slab

Figure B.3: Diagram of the slab geometry and coordinate system used in the dynamo calcu-
lation described in the text. We use a field-aligned slab of the atmosphere with footpoints
~ 20° on either side of the equator. The coordinate system is aligned such that the y-axis
points along the magnetic field direction, the z-axis points vertically at the magnetic equator,
and the z-axis points eastward to complete the right-handed coordinate system.

The coordinate system is illustrated by the flattened slab on the right side of Figure B.3.
The y-axis lies along the magnetic field line, the z-axis points vertically at the apex of the
field line, and the z-axis points eastward, completing the right-handed coordinate system.
In this coordinate system, the conductivity tensor will take the form:

op 0 o H
o= 0 o 0 (B.2)
—0yH 0 op
where o, op, and og represent the parallel, Pedersen, and Hall conductivities, respectively,
as defined in Equation 2.16 and derived in Appendix A.1.
The resulting Hall current is given by:

szaH([axéLi«—[axé}zz)zw(éx(axé)) (B.3)

where the notation [ﬁ X Bj refers to the z-component of the vector 4 x B and b is a unit

vector in the direction of the magnetic field vector.
This current will result in a charge separation, which will in turn generate a polarization

electric Ep field in the opposite direction: Ep = —b x (U X é) This will then result in an
E x B ion drift:
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o > —3x<ﬁx§))x§ .

@:EPBXzB:< = —bxd (B.4)
where the vector triple product expansion @ x (b x &) = (@- )b — (@- b)é was used to simplify
the result. Note that, for a wind that is perpendicular to the magnetic field, the magnitude
of the ion drift is the same as the magnitude of the wind.

This result can be used to predict the direction of the drift given the direction of the initial
wind. For example, given a westward wind (out of the page in the slab depicted in Figure
B.3), the Hall current will be directed westward as well, generating an eastward polarization
electric field which will then give rise to a vertical E x B drift. Given a northward wind
at the northern footpoint (in the +2-direction), the Hall current will be directed in the +2-
direction, generating a —Z2 polarization electric field, which will result in an eastward ExB
drift.

In performing this calculation, three assumptions were made implicitly, each of which
will be examined in more detail below.

Assumption 1: The perturbation wind from the volcanic eruption is much
larger than the background wind, and is therefore the main driver of observed
variability

The dynamo calculation discussed above investigates drifts arising from a neutral wind driv-
ing a Hall current in the ionospheric E Region. Neutral wind perturbations induced by the
volcano were not distinguished from the background winds. Consequently, in asserting that
the calculation attributes the observed extreme drifts to the eruption, it is presupposed that
the wind perturbation due to the eruption is significantly larger than the background winds
and, hence, governs the dynamics. Several sources of evidence support the validity of this
assumption.

According to the calculation, plasma drift magnitudes are expected to be comparable to
or larger than® the driving neutral wind’s magnitude. The observed maximum perturbation
drift speed is 330 m/s, suggesting that the volcano likely induced neutral winds exceeding
330 m/s within the first hour post-eruption. Using ICON/MIGHTI, Harding et al. (2022)
observed dynamo region winds of approximately 200 m/s over South America about 10
hours after the eruption, which were stronger than 99.9% of winds in that region between
the launch of the ICON mission in December 2019 and 14 January 2022, the day prior to
the eruption. This underscores that a dynamo-region neutral wind surpassing 330 m/s is
extreme and significantly exceeds expected background winds.

Following the publication of Gasque et al., (2022) [108], several authors have published
whole-atmosphere simulations investigating the effects of the eruption (Vadas et al., 2023;
Liu et al., 2023; Wu et al., 2023; Shinagawa & Miyoshi, 2024) [352, 196, 372, 313]. Figure

30ur dynamo calculation assumed perfect dynamo driving efficiency, which is unlikely, suggesting that
the winds may need to have higher velocities than the observed drifts.
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Figure B.4: Modeled horizontal winds following the Tonga volcanic eruption at 150 km at
both (a) 5:15 UT and (b) 8:00 UT. The color bar displays the horizontal wind magnitude
and the black arrows indicate the direction of the wind. The HIAMCM model simulation
data is described in detail in Vadas et al., (2023) [346].



APPENDIX B. APPENDIX FOR CHAPTER 3 137

B.4 shows the simulated neutral wind perturbation due to secondary atmospheric gravity
waves generated following the eruption as modeled by the HIgh Altitude Mechanistic general
Circulation Model (HIAMCM) (Vadas et al., 2023) [352]. In the figure, which is centered on
the location of the eruption, the color bar displays the horizontal neutral wind magnitude
at 150 km while the black arrows signal the wind’s direction.

Examining Figure B.4(a), which depicts the winds within an hour of the eruption, it is
clear that the magnitude and direction of the winds are comparable to those deduced in
Chapter 3. Along the northern part of the wind disturbance, where ICON’s north footpoint
sampled, the winds are directed radially away from the eruption site and have magnitudes of
several hundred m/s. The simulated perturbation amplitudes are clearly much larger than
the simulated background wind amplitudes, supporting the assumption made in the dynamo
calculation. Several hours later, as depicted in Figure B.4(b), the perturbation winds are still
much larger than the background winds, but the wind directions and presence of multiple
wavefronts have made the geometry more complex, which would result in a different drift
pattern from the one observed shortly after the eruption in Chapter 3.

Assumption 2: Magnetic field lines can be treated as equipotentials, so electric
fields will map along the magnetic field lines

As discussed in Chapter 2.3, the ionospheric parallel conductivity is very high, meaning that
charges can move freely along magnetic field lines. Since charges can easily redistribute in
response to magnetic field-aligned electric fields, ionospheric magnetic field lines can often
be treated as equipotentials, such that perpendicular electric fields are constant at all points
along the magnetic field. In the electroquasistatic picture of the ionosphere, these perpen-
dicular electric fields are transmitted rapidly along the magnetic field via Alfvén waves (e.g.,
Kelley, 2009) [172].

For the case considered in Chapter 3, Figure 3.1(b) depicts the magnetic field line!
connected to the ICON satellite during its closest approach to the volcano about 45 minutes
after the eruption. The Alfvén velocity along this field line can be calculated by using
the magnitude of the magnetic field from the International Geomagnetic Reference Field,
Version 13 model (Wardinski et al., 2020; Michael, 2021) [364, 231] and the plasma density
and composition from the International Reference lIonosphere 2016 (Bilitza et al., 2017;
[lma, 2017) [31, 153]. From this, the total Alfvén travel time between the dynamo region
of the ionosphere near the eruption and the spacecraft location is ~ 3.3 seconds. The drift
variations occur on timescales on the order of several minutes, much longer than the time it
takes for the electric field information to propagate along the magnetic field.

Although the validity of treating magnetic fields as equipotentials has recently been
questioned (Cosgrove, 2016) [51], the electrostatic approach’s success in capturing the broad
strokes of ionospheric physics (e.g. Kelley, 2009) [172], and its success at explaining the

4The magnetic field line in Figure 3.1(b) is to scale, as calculated using the International Geomagnetic
Reference Field, Version 13 model (Wardinski et al., 2020; Michael, 2021) [364, 231].
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large-scale plasma motions we observed following the Tonga eruption (Gasque et al., 2022)
[108] are sufficient to justify this assumption.

Assumption 3: The Hall conductivity is larger than the Pedersen conductivity,
so the Hall current will dominate the dynamics

The dynamo calculation assumed that Hall currents would dominate the dynamics, explain-
ing the extreme plasma drifts shortly after the eruption. Figure 2.3(a) illustrates that the
Hall conductivity typically exceeds the Pedersen conductivity throughout the dynamo re-
gion, justifying its use as the primary dynamo driver. The good agreement between observed
drifts and those predicted from the assumed radially expanding wind field using a Hall cur-
rent model further supports this assumption.

However, idealized calculations inevitably have imperfections. A comprehensive treat-
ment of the problem would consider the effects of Pedersen currents using a full solver for
the dynamo equation (Richmond, 1995) [282], such as the one developed by Shidler & Ro-
drigues (2022) [312]. It’s also noteworthy that papers published after Gasque et al. (2022)
[108], such as Huba et al. (2023) and Liu et al. (2023) [146, 196], simulated ionospheric
effects of the event. Although not specifically focusing on the dynamo effects of the volcanic
eruption, these studies likely incorporate a full dynamo treatment, offering potential avenues
for further investigation to support these results.
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Appendix C

Appendix for Chapter 4

This appendix complements the research presented in Chapter 4 and published in Gasque
et al. (2024) [106]. First, Appendix C.1 provides additional details on the underlying
physical principles enabling neutral wind measurements on ICON, as well as considerations
regarding instrumental effects which may influence the interpretation of the measurements.
Following that, Appendix C.2 discusses the process used to determine the location of the
solar terminator at different times and altitudes, also providing the Python code used for
the calculations. Lastly, Appendix C.3, originally published as supplemental information to
Gasque et al. (2024) [106], re-presents the primary findings of the paper, this time using the
complete three years of ICON neutral wind observations.

C.1 MIGHTI Neutral Wind Observations

Chapter 4 presents observations collected by the Michelson Interferometer for Global High-
resolution Thermospheric Imaging (MIGHTI) instrument on NASA’s Tonospheric Connection
Explorer (ICON) observatory (refer to Appendix B.1 for additional ICON mission details).
This appendix provides more information about MIGHTT, including its operational principles
and the physical parameters it measures.

MIGHTTI generates interference patterns in thermospheric airglow emissions observed
from Earth’s limb.! Airglow is a faint atmospheric luminescence produced as a byproduct
of chemical reactions in Earth’s atmosphere. MIGHTI specifically detects three distinct
emissions released when atomic or molecular oxygen in an excited state undergoes radiative
relaxation, releasing a photon in the process.

Thermospheric winds above ~ 170 km, the primary focus of the analysis in Chapter 4,
are measured using Doppler shifts in the 630.0 nm emission of atomic oxygen. This emission
occurs when oxygen atoms in the excited O(!D) state radiatively relax to their ground state:

!The Earth’s atmospheric limb is the horizon where the thin layer of the atmosphere can be observed
against the backdrop of deeper space.
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O (lD) — 0 (3P) + h/A=630.0 nm (C.1)

There are several natural pathways to excite atomic oxygen to the O(*D) state. One of the
major pathways, dominant at night, is through dissociative recombination of OF (as in Equa-
tion 2.9), an exothermic reaction which distributes its 7 eV excess energy to kinetic energy
and electronic excitation of the resulting two neutral oxygen atoms (e.g., Solomon & Abreu,
1989) [321]. O('D) is also commonly produced via impact excitation with precipitating
auroral particles or electrons in the energetic tail of the thermal distribution, via photodisso-
ciation of Oy, or via radiative relaxation from the O(S) excited state (e.g., Thirupathaiah &
Singh, 2014) [339]. Once excited, the time it takes the excited atom to radiatively release a
photon and relax to the ground state varies according to an exponential distribution with a
mean of 110 s (e.g., Harding, 2017) [125]. Prior to releasing the photon, the O(*D) state may
be quenched, usually via collisions with Ny or ground state oxygen atoms (e.g., Kalogerakis
et al., 2009). Excited atoms are typically assumed to undergo multiple collisions with the
ambient neutral gas prior to releasing a photon, allowing them to thermalize and adopt the
bulk flow of the surrounding gas (e.g., Kharchenko et al., 2005) [173]. MIGHTT therefore
measures the resulting Doppler shift in the 630.0 nm emissions from which the line-of-sight
wind velocity can be estimated (Englert et al., 2017) [75].

Between about 90 and 170 km, MIGHTT operates using the same principle but by mea-
suring the 557.7 nm green line emission of atomic oxygen, emitted when atoms in the excited
O('S) state relax to the O('D) state:

O (IS) — 0 (ID) + ha=557.70m (C.2)

At these altitudes, the O(*D) state is quickly quenched, so radiative cascade from the O(1S)
state is not a dominant source of the 630.0 nm emissions discussed above. Sources of the
excited O('S) state include electron impact excitation, dissociative recombination of OF,
collisions between atomic oxygen and the excited Ny (A*Y1),2 and photoexcitation, among
others (e.g., Witasse et al., 1999) [368]. This state has a mean radiative lifetime of ~0.7
s (Itikawa & Ichimura, 1990) [159]. Although this lifetime is much shorter than that of
O('D), collisions are also much more frequent at these lower altitudes where the neutral
atmosphere is denser. Therefore, the excited O(!S) atoms can also be assumed to thermalize
and adopt the background bulk flow prior to emitting a photon, allowing an estimation of
the line-of-sight wind velocity using the Doppler shift.

Upon reaching MIGHTI, the incoming photons traverse a series of apertures before being
directed, collimated, and filtered by mirrors, lenses, and filters, as detailed in Englert et al.
(2017) [75]. Within the interferometer, the beam is split, reflected off of tilted gratings,
and combined to form an interference pattern. The phase of this fringe pattern is analyzed

2The 557.7 nm green line emissions are one of the most common auroral emissions and the dominant
optical contributor to the picket fence spectrum, discussed in Chapter 5. Collisions between atomic oxygen
and the Ny (A?’Z;j) state are the dominant source of O(1S) in that case. Additional details are provided in
Chapter 5 and Appendix D 4.
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to determine the Doppler shift and, consequently, the wind velocity. The amplitude of the
fringes correlates with the airglow volume emission rate. However, when there are insufficient
electrons to excite the neutral gas through collisions, the emission rate decreases, rendering
these measurements unreliable. This explains the observation gap between approximately
105 and 210 km at night, which is why the altitude profile of the solar terminator wave could
not be displayed at those altitudes in Figure 4.7. Similarly, following the Tonga volcanic
eruption, an ionospheric hole formed over the eruption location, reducing the plasma density
and, consequently, diminishing the red-line airglow. This reduction in airglow prevented
thermospheric wind measurements in the vicinity of the volcano for several hours after the
eruption.

After measuring the fringe pattern, the raw interferograms are processed on the ground
to correct for various effects, including thermal drift, stars in the field of view, and flat-
fielding. The calibration process is detailed in Englert et al. (2017) [75] and Englert et al.
(2023) [74]. To transform the calibrated interferograms into a neutral wind altitude profile,
an iterative inversion process is employed, as described in Harding et al. (2017) [125]. The
inversion assumes spherical symmetry in the atmospheric layers, a condition that may be
compromised under the rapidly-changing conditions near the solar terminator. However,
as discussed in Chapter 4, these errors are expected to be less than 1 m/s above 200 km,
which does not significantly impact our conclusions (Wu et al., 2020) [374]. To obtain the
full 2D horizontal vector wind, two MIGHTTI instruments, one looking 45° ahead and the
other 45° behind the plane orthogonal to ICON’s velocity, simultaneously sample the line-
of-sight winds. By sampling the same volume of space approximately 8 minutes apart, the
line-of-sight profiles can be combined under the assumption that the winds do not change
dramatically over that time period. In the nominal configuration, with the two MIGHTI
instruments looking toward the northern side of the ICON observatory, the winds can be
sampled between about -12° and +42° latitude, which is the range for which observations
are reported in Chapter 4.

As detailed in Chapter 4, MIGHTT’s horizontal resolution is influenced by various smear-
ing effects, including the integration time (30 s during the day and 60 s at night), the
horizontal field of view (approximately 75 km across the line-of-sight), the spacecraft veloc-
ity (around 7.1 km/s), and averaging along the line of sight, affected by the inversion and the
natural airglow distribution (Harding et al., 2021) [129]. Figure C.1 is an extension of the
analysis in Harding et al. (2021)’s [129] Appendix, illustrating the approximate horizontal
averaging kernel for both the green and red line winds as a function of altitude. As discussed
in Chapter 4, near 280 km, where the solar terminator wave amplitude and scale size are
reported, the red line averaging kernels for both day and night modes are approximately 700
km, smaller than the expected solar terminator wave scale size of about 3,000 km.
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Figure C.1: MIGHTI green and red line horizontal averaging kernels for day (solid lines) and
night (dashed lines) modes as a function of the tangent altitude of the observation. Figure
courtesy of Brian Harding, using the same analysis described in the Appendix of Harding et
al. (2021) [129].

C.2 Identifying the Solar Terminator as a Function of
Altitude

To pinpoint the intersection between the solar terminator wave discussed in Chapter 4 and
the evening solar terminator and calculate the angle between the two, it is essential to
determine the solar terminator’s location as a function of latitude, longitude, time, and
altitude. This was achieved by adapting the method and code outlined in Colonna and
Tramutoli (2021) [49], which presents a model to calculate the time- and location-dependent
solar terminator height. This appendix details the adapted method, including the alterations
made to align it with this study’s specific objectives, and includes the Python functions used
to perform the analysis.

In their work, Colonna and Tramutoli (2021) [49] calculate the solar terminator height
under the assumption that solar rays travel parallel to each other and using the World
Geodetic System (WGS) 84 model of the Earth. The Earth therefore casts an elliptical
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shadow cylinder in space, and one can calculate the solar terminator height at a given
latitude, longitude, and time by finding the intersection between the edge of that cylinder
and a line normal to the Earth at that location on the surface.

To perform these calculations, it is first important to calculate three solar angles at the
queried location and time: the local hour angle from sunset A, the solar declination ¢, and the
solar elevation angle o. The equations used to determine these angles are detailed in Meeus
(1998) [226]. The Python function calculate_solar_angles provided below calculates these
angles at a given time, latitude, and longitude.

From these angles, as well as the ellipsoid parameters of the Earth, Colonna and Tramutoli
(2021) [49] solve for the height of the solar terminator, given in their Equation 43. The
Python function ST_-height, included here, calculates this altitude as a function of time,
latitude, and longitude. If the ground is sunlit at the given point, the terminator altitude is
set to 0 km.

[luminated Area at Different Altitudes at 5 UT on December 21, 2020

(a) 0 km (b) 120 km
(c) 550 km (d) 10,000 km

Figure C.2: World maps showing the illuminated and dark parts of the atmosphere at 5 UT
on December 21, 2020 at (a) 0 km, (b) 120 km, (c¢) 550 km, and (d) 10,000 km, calculated
using the Python functions included in the text.
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def calculate_solar_angles(time,lat,lon):
"'"'Calculate solar declination angle (delta), local hour angle
from sunset (lamb), and solar elevation angle (alpha)
time ts a datetime object
lat, lon are latitude, longitude in degrees'''

pd_time = pd.Timestamp(time)
T = (pd_time.to_julian_date() - 2451545)/36525 #Julian centuries

ML = 280.46646 + T*(36000.76983 + 0.0003032xT) #Sun's mean longitude
MA = 357.52911 + Tx(35999.05029 - 0.0001537*T) #Sun's mean anomaly
C = np.sin(np.deg2rad(MA))*(1.914602 - T*(0.004817 + 0.000014%T))

+ np.sin(np.deg2rad (2*MA))*(0.019993 - 0.000101%T)
+ np.sin(np.deg2rad (3*MA))*0.000289 #Sun's equation of center
TL = ML + C #Sun's true longitude
AL = TL - 0.00478*np.sin(np.deg2rad(125.04 - 1934.136%T))
- 0.00569 #Sun's apparent longitude
MOE = (23 + 26/60 + 21.406/3600) + (-46.836769*T - 0.0001831*T**2 . ..
+ 0.00200340%T**3 - 0.576%10%*(-6)*T**4 ...
- 4.34%10%x(-8) *T**5) /3600 #Mean obliquity of the ecliptic
0C = MOE + 0.00256*np.cos(np.deg2rad(125.04 ...
- 1934.136%T)) #0bliquity corrected
delta = np.rad2deg(np.arcsin(np.sin(np.deg2rad(0C)). ..
*np.sin(np.deg2rad(AL)))) #solar declination angle
EEOQ = 0.016708634 - 0.000042037*T ...
- 0.0000001267*T*x*2 #eccentricity of Earth's orbit
y = np.tan(np.deg2rad(0C/2))**2 #coefficient y
ET = 180/np.pi*(y*np.sin(np.deg2rad(2*ML))
- 2*EEO*np.sin(np.deg2rad(MA)) + 4+EEOx*y. ..
*np.sin(np.deg2rad(MA))*np.cos(np.deg2rad (2+ML))
- 0.5xy**2*np.sin(np.deg2rad (4*ML))
- 1.25*EEQ**2*np.sin(np.deg2rad (2*MA))) x4 #equation of time (min
HD = time.hour*60 + time.minute + time.second/60 #Hour of Day (min)
TST = (HD + ET + 4x1lon)’1440 #True solar time (min/UTC)
LHA = TST/4 - 180 #Local hour angle
lamb = (LHA - 90)%360 #Local hour angle from sunset
alpha = np.rad2deg(np.arcsin(np.sin(np.deg2rad(lat)). ..
*np.sin(np.deg2rad(delta)) + np.cos(np.deg2rad(lat))...
*np . cos(np.deg2rad(delta))*np.cos(np.deg2rad (LHA))))
#solar elevation angle

return delta, lamb, alpha
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def ST_height(t,lat,lon):
"''"returns altitude of solar terminator at a given time,
lat, and lon in km'''

6378137 #semi-major azis (m)
6356752.314 #semi-minor axzis (m)
e_squared = 1 - c*x*2/a*x*2 #eccentricity squared
N = a/np.sqrt(l-e_squared+np.sin(np.deg2rad(lat))**2) #ellipsoid norn
delta, lamb, alpha = calculate_solar_angles(t,lat,lon) #solar angles
Z_P0 = -e_squared*N*np.sin(np.deg2rad(lat))*np.cos(np.deg2rad(delta))
Cl = np.cos(np.deg2rad(lamb))/(np.sin(np.deg2rad(lamb)). ..
*np.sin(np.deg2rad(delta)) + np.tan(np.deg2rad(lat))...
*np . cos(np.deg2rad(delta)))
C2 = (np.tan(np.deg2rad(delta))**2 + ax*2/c**2)...
/(np.cos(np.deg2rad(delta))*(l+np.tan(np.deg2rad(delta))**2))**2

a
C

K1 = C1xx2 + C2
K2 = 2%xZ_PO*xC1lx*2
K3 = Z_POx*2xC1lx*2 - ax*2

if deltatlat > O:

Z_H = (K2 + np.sqrt(K2**2 - 4*xK1*K3))/(2*K1)
else:

Z_H = (X2 - np.sqrt(K2*x*2 - 4*xK1*K3))/(2*K1)

X_H = (Z_H - Z_P0)*C1

if alpha < O:

h = X_H/(np.cos(np.deg2rad(lat))+*np.cos(np.deg2rad(lamb))) - N
else:

h=020

if h < 0:
if deltatlat > O:
Z_H = (K2 - np.sqrt(K2**2 - 4*xK1*K3))/(2*K1)
else:
Z_H = (K2 + np.sqrt(K2**2 - 4*xK1*K3))/(2*K1)

H = (Z_H - Z_P0)*C1

X_
h = X_H/(np.cos(np.deg2rad(lat))+*np.cos(np.deg2rad(lamb))) - N

return h*x10%*(-3)
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def daynight_terminator(date,nlats=290):
"'"'"Calculate solar terminator height on a latitude/longitude
grid for a given datetime''’

nlons = 2*nlats #number of longitudes:

delta = 2*np.pi/(nlons-1)
lats = (0.5*np.pi - delta*np.indices((nlats,nlons)) [0,:,:]1)*180/np.pi
lons = (delta*np.indices((nlats,nlons))[1,:,:]1)*180/np.pi

h = np.zeros((nlats,nlons))
for i in range(O,nlats):
for j in range(O,nlons):

h[i,j] = ST_height(date,lats[i,j],lons[i,]j])

return h, lats, lons

For this study’s purposes, at a given altitude, it is necessary to determine the location
of the solar terminator. Therefore, the function daynight _terminator, included above,
calculates the altitude of the terminator on a grid of latitudes and longitudes. If the height
of the terminator is above the altitude of interest, the point will be in darkness, while if the
terminator height is below that altitude, the point will be illuminated.

These functions allow the production of maps like those shown in Figure C.2, finding
the areas which are illuminated or in shadow at a given time as a function of altitude.
For illustration purposes, Figure C.2 shows these maps at 5 UT on December 21, 2020
(the northern hemisphere winter solstice) at (a) ground level (0 km), (b) in the ionospheric
dynamo region (120 km), (c) in the topside ionosphere near ICON’s orbital altitude (550
km), and (d) in the magnetosphere at ~1.5 earth radii above the surface (10,000 km). Note
that, as you would expect, the entire north pole is perpetually in darkness at ground level
during the solstice while the south pole is illuminated. At progressively higher altitudes,
progressively less of the atmosphere is in the Earth’s shadow.

From these maps, it is possible to extract the location of the solar terminator at a given
altitude by finding the dividing line between illumination and darkness. This was the method
used to determine the location of the solar terminator in Chapter 4.

C.3 Description of STW Parameters Using all Three
Years of ICON Neutral Wind Data

In Chapter 4, the STW in ICON/MIGHTI neutral wind data is presented for the period
from December 2019 to March 2021, corresponding to the period for which SD-WACCM-
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X simulations were available for comparison. This appendix reproduces Figures 4.1, 4.2,
and 4.3 of the main text, but uses data from the entire ICON mission (December 2019 to
November 2022) for comparison. The analysis is identical to that described in Section 4.2
of the main article, but for this larger subset of data. The amplitudes and scale sizes of the
reported STW features change slightly, but the qualitative results remain the same.

Figures C.3 and C.4 show the tidal decomposition for the winter meridional and zonal
winds, respectively, for the full ICON mission.

Figure C.5 shows the MIGHTI meridional (left) and zonal (right) winds binned by lati-
tude and SLT at ~283 km for NH winter (top), combined equinox (middle) and NH summer
(bottom), after removing the diurnal tide and using the entire MIGHTI data set. Black
dotted lines identify the STW feature in the solstice cases. The NH winter STW is charac-
terized by ~55 m/s northward winds (Figure C.5(a)) and ~55 m/s eastward winds on the
nightside, although the zonal wind component diminishes on the dayside (Figure C.5(b)). In
both meridional and zonal wind components, it has a ~3200 km scale size, intersecting the
ST between ~15° to 20° latitude (~18.6 SLT) with a ~28° phase front inclination compared
to the ST.

For the NH summer case, we observe a ~35 m/s southward wind enhancement (Figure
C.5(e)) and a ~ 25 m/s eastward wind enhancement (Figure C.5(f)), whose phase fronts,
when extrapolated down to lower latitudes, intersect the evening ST between ~-20° to -25°
latitude (~18.6 SLT). The scale size of this feature is ~ 2400 km, comparable to the NH
winter STW, and its phase front is inclined ~ 38° relative to the ST at the intersection point.

Compared with the subset of data presented in the main chapter, the amplitudes, scale
sizes, and intersections with the ST do not change significantly.
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MIGHTI NH Winter Meridional Wind (~283 km): Migrating Tide Removal
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Figure C.3: Meridional winds during NH winter as observed by MIGHTI (full mission),
presented as a function of latitude and SLT. In the first row, (a) shows the binned and
averaged data prior to the removal of tidal components. The second row displays the fits
for the (b) diurnal, (c) semidiurnal, and (d) terdiurnal tidal components. The final row
shows the data residuals after successively removing the (e) diurnal, (f) semidiurnal, and (g)
terdiurnal tides. Note that the colorbar amplitude varies between subfigures.
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Figure C.5: Binned and averaged MIGHTI meridional (left column) and zonal (right column)
neutral winds for NH winter (top row), combined equinox (middle row), and NH summer
(bottom row) for the full ICON mission. Diurnal tides have been removed. Northward and
eastward winds are positive. The gray shading shows the portion of the latitude/SLT space
that is in darkness for each season. Clear STW features are marked by a black dotted line
for the solstice cases ((a), (b), (e), and (f)).
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Appendix D

Appendix for Chapter 5

This appendix supports the research presented in Chapter 5 and published in Gasque et
al. (2023) [107]. First, Appendix D.1 provides additional details to describe the TREx
spectrograph, which was used to gather the picket fence observations presented in Chapter 5.
Appendix D.2 uses an electron transport model of precipitating particles to demonstrate that
particle precipitation cannot replicate the picket fence’s spectral features. Then, Appendix
D.3 explains the method used to calculate electron impact excitation rates using the EEDF's
obtained from BOLSIG+. Appendix D.4 describes the kinetic model used to determine
volume emission rates (VERs) for various spectral features under the influence of electric
fields parallel to the magnetic field in a realistic neutral atmosphere. In Appendix D.5, the
kinetic model results are compared to those from the model described in Yonker and Bailey
(2020) [379], which can resolve the vibrational states of Ny. Finally, Appendix D.6 describes
an extension of this modeling to predict whether, under this mechanism, emission features
in the ultra-violet (UV) spectral range might be observable in space-based observations of
the picket fence. Appendices D.4 and D.6 were published as Supplemental Information to
Gasque et al. (2023) [107].

D.1 The TREx Spectrograph

The Transition Region Explorer (TREx) is a ground-based array of instruments deployed
across Canada with support from the Canadian Space Agency and developed by the Uni-
versity of Calgary. The TREx sensor array comprises various instruments, including all-sky
imagers equipped with specific wavelength filters, riometers (measuring the opacity of the
ionosphere to incoming cosmic radio sources), Global Navigation Satellite System (GNSS)
receivers, and spectrographs. The auroral imagers and spectrographs aim to provide compre-
hensive information on magnetospheric processes at multiple scales, while the radio sensing
capabilities help inform our understanding of space weather effects on climate and human
infrastructure. In Chapter 5, we used data from the TREx spectrograph, which we will
describe here in more detail.
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A spectrograph is an instrument that disperses incoming electromagnetic radiation into
its constituent wavelengths. As of the writing of this dissertation, the TREx array operates
two spectrographs, situated at Rabbit Lake, Saskatchewan, and Lucky Lake, Saskatchewan
(Spanswick et al., 2023) [326]. The latter, located farther south, typically near the subau-
roral region, provides the data used in this dissertation. The TREx spectrographs capture
nighttime airglow and auroral emissions with wavelengths between ~390 and 800 nm with
a wavelength resolution of about 0.4 nm (Gillies et al., 2019; Gillies et al., 2023) [110, 111].
They image a narrow (~2.1° wide) North/South latitudinal slice across the sky, dividing the
image into about 200 elevation bins, each about 0.9° wide in elevation angle (Liang et al.,
2023) [189]. Both the spectral and spatial resolutions vary slightly across the field of view
(Gillies et al., 2023) [111].

The Lucky Lake TREx spectrograph collects light with a 13-second exposure time through
a fisheye lens, which then passes through another lens focusing the light through a narrow
slit. The remaining light is collimated and reflected off a grating, dispersing it according
to wavelength. Further details regarding the optical elements are provided in Gillies et
al. (2019) [110]. The resulting image undergoes flat-field correction, bias and dark signal
subtraction, and unwarping (Thorne, 1988) [340]. Images are converted to physical units
(Rayleighs) using calibration from a broadband 14C phosphor source and a National Institute
of Standards and Technology (NIST)-traceable tungsten lamp (Gillies et al., 2019; Liang et
al., 2023) [110, 189].

The study presented in Chapter 5 draws data from 10 April 2018, a single night of
observations, and the same night as the data presented in Gillies et al. (2019) [110].

D.2 Are Picket Fence Emissions Consistent with
Magnetospheric Particle Precipitation?

Chapter 5 demonstrated that the observed picket fence spectral features can be replicated
by a kinetic model driven solely by local parallel electric fields. It also asserted that the
picket fence spectrum is not consistent with magnetospheric particle precipitation. This is
because precipitating particles and their secondaries would have sufficient energy to ionize
N, and produce N3 1N emissions at picket fence altitudes, and these emission features are
not detected in the picket fence. This appendix will show that spectral features from auroral
emissions are not consistent with the picket fence spectrum. This section presents similar
results to Mende and Turner (2019) [229], who investigated the color ratios in the aurora in
comparison to those in STEVE and the picket fence.

To investigate the color ratios in the aurora as a function of the precipitating particle
energy, this appendix uses the GLobal AirgLOW (GLOW) model (Solomon, 2017) [320], an
electron transport model which can simulate emissions both from auroral precipitation and
background airglow. Here, GLOW was used to simulate a series of precipitating monoen-
ergetic electron beams, with characteristic energies (Eepq,) ranging from 1 eV to 100 keV,
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Figure D.1: GLOW model simulation results of the Nj 1N to GL VER ratio as a function
of altitude and characteristic electron beam energy. The region labelled ‘Observable GL’ is
where the GL emissions are bright enough to be observed, as defined in the text. Since there
is no electron beam energy for which GL emissions are produced without Nj 1N emissions
at picket fence altitudes, this shows that the picket fence cannot be replicated by particle
precipitation models.

and an input energy flux of 50 erg/cm?/s. The NJ 1IN and GL VERSs resulting from each
beam were modeled as a function of altitude and the background airglow was subtracted.
Finally, VER ratios of NJ 1IN to GL emissions as a function of altitude were calculated for
each incoming electron beam.

Figure D.1 displays the results as a function of altitude and the characteristic energy
of the precipitating electron beam. Picket fence altitudes are highlighted in green on the
y-axis (Archer et al., 2019) [10]. The white regions on the plot are regions for which no
GL emissions are produced. The area labeled 'Observable GL’ represents GL. VER above
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200 photons/cm?/s (200 R for a 10 km thick layer), as the Chapter 5 analysis required GL
emissions from observed picket fence spectra to exceed this threshold.

From Figure D.1, it is clear that at picket fence altitudes, there isn’t a characteristic
energy of a precipitating electron beam that would yield visible GL. emissions without also
generating N3 1N emissions. While not all types of aurora stem from monoenergetic energy
beams (refer to the discussion in Chapter 2.4), any type of auroral precipitation can be
constructed from a superposition of monoenergetic beams. Thus, this result applies to any
form of auroral precipitation. Moreover, although the presented results pertain to a single
incoming energy flux, altering the flux primarily affects the ’Observable GL’ region, leaving
the VER ratios unchanged, and the conclusions unaffected. It is therefore clear that the
picket fence spectrum is incompatible with particle precipitation as its source.

D.3 Calculating Electron Impact Excitation Rate
Constants

The kinetic modeling conducted in Chapter 5 aimed to determine the theoretical volume
emission rate ratio for various spectral features observed (or not observed) in TREx obser-
vations of the picket fence, as driven by parallel electric fields of varying magnitudes. To do
this, BOLSIG+ (version 12/2019) (Hagelaar & Pitchford, 2005) [120] was used to solve the
Boltzmann equation in a realistic atmosphere under the influence of a parallel electric field
and obtain the electron energy distribution function (EEDF).

As part of its output, BOLSIG+ also returns electron impact excitation rates for the
states for which electron impact collisional cross sections are provided. For the majority of
excited states considered, including the O(1S) state and N triplet states, our model used the
electron impact excitation rate constants calculated by BOLSIG+. However, it’s noteworthy
that the cross section used by BOLSIG+ for the ionization of Ny does not distinguish between
electron impact ionization resulting in an excited ion and ionization that leaves the resulting
ion in the ground state. It is important to consider the excited ionic states because Nj 1N
emissions are generated via the relaxation of the Nj (B?%}) state to the ground NJ (X?X 1)
state, expressed as:

NI (B*2)) = N3 (XP57) + hs (D.1)

where h is Planck’s constant and UNFIN is the frequency of NJ 1N emissions. It is therefore

necessary to calculate the electron impact excitation rate for the Nj (B2%}) state. This
section describes the process by which the rate constant for this reaction (generalizable to
any electron impact reaction) can be calculated from the cross section for the reaction and
the EEDF. This section was developed using notes from and private communication with R.
Janalizadeh.



APPENDIX D. APPENDIX FOR CHAPTER 5 155

Under given atmospheric conditions and parallel electric field strength, BOLSIG+ returns
an EEDF Fj (¢) in units of eV~1? where ¢ is the electron energy in electron volts (eV). We
can convert this EEDF into a probability distribution P, (¢), with units of eV~! as:

Py (€) = VeFy (¢) (D.2)

where B (€) is normalized such that:

/inf Py(e)de =1 (D.3)

=0
The rate constant k& (in cm?/s) for an electron impact excitation reaction can then be cal-
culated as:

k= /m Py (¢) o (€) vde (D.4)

=0
where o (€) is the electron impact cross section for the collision and v is the electron velocity,
related to the energy as:

€= vt =2—¢ (D.5)

de Me
where m, is the electron mass in kg and ¢. is the elementary charge in C. Using this, the
expression for the rate constant can be calculated as:

- @ / Po(6) eo () de (D.6)

In the absence of quenching or other loss processes, the resulting volume emission rate
(VER) can be calculated by multiplying k& by both the electron number density n, and the
number density of the relevant neutral species (ny, for the case of NJ 1N emissions). When
quenching or other loss processes are important, a more complicated model is needed, as
described in the next section.

D.4 Detailed Steady State Kinetic Calculations of N,
1P, GL, and NJ 1N VERs

Atmospheric and ionospheric density profiles used in the modeling described in this section
are shown in Figure D.2.
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Figure D.2: Modeled atmospheric and ionospheric profiles from the time and location of
the TREx observations. (a) Neutral atmospheric density profiles from MSIS. (b) Electron
density profile from IRI. (¢) Magnetic field strength profile obtained from IGRF.
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Radiative Transition Spectral Transition | Source
Reaction Feature Rate (1/s)
Ny (B*11,) — Ny (A3SF) + hvn, 1p | Na First Positive Bands 2 x 10° [77]
Ny (A*S}) — Ny (X'II]) + hiyg | Vegard-Kaplan Bands 0.352 [116]
O('S) = O('D) + hvss7.7 am O Green Line (557.7 nm) 1.26 [116]

Table D.1: Radiative Transition Rates. Transition rates were obtained from Eyler and Pipkin
(1983) [77] and Grubbs et al. (2018) [116].

N, First Positive Emissions

Ny 1P emissions are produced through the rapid relaxation of the Ny (B®II,) state to the
Ny (A3%F) state. Atmospheric quenching effects are negligible above about 53 km (Val-
lance Jones, 1974) [353]. Radiative cascade from higher energy states, including Ny (W3A,),
Ny (B'?%;), and N, (C®I1,), significantly contribute to the total Ny (B?II,) population (Val-
lance Jones, 1974) [353]. Only half of the population excited by electron impact in the
Ny (C®11,) state contributes to the cascade due to a pre-dissociation branching ratio of 0.5
(Porter et al., 1976) [270]. Contributions from the Ny (E?’E;) and Ny (D3%1) states, which
have small excitation cross sections, are omitted, following Meier (1991) [227]. Our modeling
does not resolve individual vibrational levels of Ny, treating only the electronic states. As
a result, contributions from reverse first positive transitions, which comprise the relaxation
of higher vibrational levels of Ny (A*3]) to lower vibrational levels of Ny (B?Il,), are also
omitted. However, as mentioned in the main chapter and shown in the next appendix, the
results do not differ significantly from those obtained when comparing them to those from a
vibrationally-resolved model (Yonker & Bailey, 2020) [379]. The N, 1P VER is obtained by
summing the direct electron impact excitation rate and the rate of radiative cascade to the
N, (B?11,) state. Balancing production and loss under the steady-state assumption allows
us to calculate the total Ny 1P VER. This balance can be described by the equation:

NeN N, (ke,Ng(B3Hg) + ke,Nz(B/BE;) + ke Ny(wsa,) T+ 0-5k‘e,N2(c3Hu)> = nnyBe,) kv, 1p (D7)

where ny refers to the density of species or state X in cm™®, k.y is the electron impact
excitation of excited state Y from the ground state in ¢cm?/s (obtained from BOLSIG+),
and ky, 1p is the radiative transition frequency for the Ny 1P transition in units of 1/s (see
Table D.1). The term on the right hand side represents the Ny 1P volume emission rate in
units of photons/cm?/s.

Atomic Oxygen Green Line Emissions

GL emissions occur via relaxation of the O(1S) state to the O(*D) state. The O(1S)
state can be excited by electron impact and by O quenching of Ny (A3%[). Ny (A3%)) is
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Reaction Quenching Reaction Rate Source
# Reaction Constant (cm?/s)
Q1 Ny (A3%F) + O — Ny + O(LS) 1x 1071 [116]
Q2 Ny (A38F) + 0 = Ny + O 1.8 x 1071 [116]
Q3 Ny (4*2F) + O — NO + N 2 x 1071 [36]
Q4 Ny (A32F) + NO — N, + NO 8.9 x 1071 [116, 333]
Q5 Ny (A3%F) + Oy — Ny + Oy 4 x 10712 [116, 333]
Q6 O(*S)+0—-0+0 2x 1071 [116]
Q7 O('S) + Oy — O + Oq 1.6 x 10712y [116]
Q8 O(1S) + Oy = O(1D) + O, 7.2 x 107 18y2 [116]
Q9 O(1S) + NO — O(*D) + NO 5.12 x 10~ [116]
Q10 O(1S) + NO — O(*D) + NO 2.88 x 10711 [116]

Table D.2: Quenching Reaction Rate Constants. Reaction rates were obtained from Grubbs

et al. (2018) [116], Campbell et al. (2006) [36], and Strickland et al. (1999) [333].

ay = 6—(6750—0.0151T3)/8.314Tn

where T}, is the neutral temperature in K.

formed through electron impact excitation and radiative cascade from the Ny (B®II,) state.
The N, (A3X]) state undergoes radiative decay to the N, ground state and is additionally
quenched through collisions with O and O, (Campbell et al., 2006) [36]. This process is
described by the equation:

el N, ke,Nz(A3E$) T nNZ(BBHg)kNZ P = ( )
D.8
nNZ(A3E$) (kaK + no (k‘Ql + k‘Qg + k‘Qg) + nNok‘Q4 + no, l{iQ5)

where kg, represents the rate coefficient for quenching reaction z in cm?®/s. These quenching
reactions and their rates are listed in Table D.2. ky x is the radiative transition rate for the
Vegard-Kaplan bands, given in Table D.1. To determine the contribution of O quenching of
Ny (A33F) to the GL VER, we solve Equation D.8 for the Ny (A33]) state density as:

TeeTN, ke,Nz (A3E$) + nNZ(BBHg)kNZ 1P
n =
N2 (A32$) kVK + no (k‘Ql + k‘Qg + k‘Qg) + nNok‘Q4 + no, k‘Q5

This density is directly dependent on the electron density n. since both terms in the
numerator are directly dependent on n.. (It can be seen that the second term is directly
dependent on n. by examining Equation D.7.)

Quenching of the O(!S) state is mainly caused by collisions with O, while quenching
from other species has a minimal effect (less than 10%) at picket fence altitudes. However,
we also include quenching by O and NO. The balance for O(1S) is expressed as:

(D.9)
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nenokeorsy +n nokgr =
(1) Ny(A3s) (D.10)
nos) (ks57.7nm + Nokgs + 1o, (kg7 + kgs) + nnvo (kgo + kguo))
where, again, the quenching reaction rates are given in Table D.2 and the radiative transition
rate kss7.7am 1S given in Table D.2. The total GL VER is obtained by solving the above
equation for nos)ks57.7 nm:

nenoke,O(ls) + Ny, (A3E$)nOkQ1

nos)ks57.7 nm = )k‘557.7 am (DA11)

k5577 am + nokgs + no, (kor + kgs) + nno (kge + koo

As can be seen from Equations D.7 and D.8, the GL VER is directly proportional to n,.
The ratio between the Ny 1P and GL VERs is given by:
Ny 1P VER
GL VER
NeTN, (ke,Ng(B3Hg) + ke,Nz(B/Bzg) + ke Ny(wia,) T+ 0-5k‘e,N2(c3Hu)) (D.12)

nenOk&,O(ls) +nN2 (A3Ej)nOkQ1
k )k557.7 nm

557.7 nm+nROkQe+no, (kQ7+ng)+nNo (ng—l—ka

Both the numerator and denominator are directly proportional to the electron density
n. (note that the nNz(Agm) is also proportional to n., as shown in Equations D.7 and D.9).

As a result, the ratio between the two VERs is independent of n,.

NI First Negative Emissions

N3 1N emissions occur through electron impact ionization of Ny, followed by rapid relaxation
of the resulting N3 ion in the excited NJ (B?X}) state to the ground state. Quenching is
negligible above about 48 km (Vallance Jones, 1974) [353]. Therefore, the electron impact
excitation is the sole contributor to the Nj 1IN VER. We obtained electron impact excitation
collisional cross sections for the NJ (B*L}) state from Shemansky and Liu (2005) [311].

D.5 Comparison with the Results from Yonker and
Bailey (2020) [379]

The kinetic modeling described in Appendix D.4 is a simplified approach that does not
resolve the individual vibrational states of Ny or collisions between different excited states.
This appendix will compare the results from our model to outputs from the model presented
by Yonker and Bailey (2020) [379], which accounts for both of these neglected effects.

As a diatomic molecule, Ny comprises two nitrogen atoms which can vibrate by stretch-
ing and compressing the bond between them. These vibrations occur at several quantized
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frequency levels, analogous to the energy levels in a simple harmonic oscillator. Different
electronically excited states of Ny have distinct bond lengths, leading to different sets of
vibrational modes (e.g., Bayram & Freamat, 2012) [19].

The balance between different vibrational states can be important for some ionospheric
chemical pathways, such as the creation of NO, which is believed to be generated by colli-
sions between atomic oxygen and Ny (A3YF) molecules with vibrational state v > 2 (Yonker
& Bailey, 2020) [379]. It is also known that resolving the vibrational distribution of Ny is
important within SAIDs for modeling conductivity depletions (Richards & Torr, 1986) [281]
and potentially 630.0 nm redline emissions (Mishin & Streltsov, 2019) [236]. The model for
STEVE continuum emissions presented by Harding et al. (2020) [126] additionally depends
on ground state Ny being collisionally excited to vibrational states with » > 11. For this
study’s purposes, the proportion of Ny in each triplet state can depend on vibrational state-
dependent reactions, such as the reverse cascade reaction ( Ny (A*Sf v > 7) — Ny (B?IL,)).
Furthermore, the spectrum of the Ny 1P emissions are dependent on the vibrational distri-
bution of the N, (B?II,) state, so it would be necessary to resolve the vibrational levels if
one wanted to fully model the picket fence spectrum from our kinetic model.

The model presented by Yonker and Bailey (2020) [379] calculates the vibrational dis-
tribution for all of the Ny triplet states, considering the various production and loss rates
of each. It resolves 95 vibrational levels (¥v=0-21 for A, B, B’, and W states; v=0-4 for the
C state; and v=0-1 for the E state). They account for excitation of the states by electron
impact, as well as transitions between the states, which may occur due to radiative transi-
tions as well as through collisions with O or Os. Collisions with other Ny molecules, called
intersystem collisions can also change the balance of vibrational states.

The Yonker and Bailey (2020) [379] model is designed to model electron impact excitation
rates based on the presence of photoelectrons or precipitating auroral electrons. This part of
the model was bypassed for the tests performed here, which instead used the electron impact
excitation rates for the A, B, B’, C, and W N, triplet states obtained from BOLSIG+ as a
function of altitude and parallel electric field strength to set the electron impact excitation
rates in the model. The Yonker and Bailey (2020) [379] model then returns the vibrationally
resolved Ny (A*3F) and Ny (B?I1,) state densities. The percentage difference’ between the
Ny (A7) state density calculated using this study’s kinetic model and that from Yonker
and Bailey (2020) [379] is shown in Figure D.3.

At 110 km and above, the agreement between the two models is relatively good, with
less than 20% difference between the two models. Below about 105 km, the Yonker and
Bailey model predicts that the Ny (A3X1) state density will be more than 50% larger than
what this study’s model predicted, likely due lower altitude effects including the increased
importance of intersystem collisions at these altitudes.

Figure D.4 shows a comparison of the results for the total Ny 1P luminosity between
the two models. The percentage difference between the two models, shown in Figure D.4(a)

Here, a positive percentage difference indicates that the density from Yonker and Bailey (2020)’s [379]
model is greater than that from the Gasque et al. (2023) [107] model.



APPENDIX D. APPENDIX FOR CHAPTER 5 161

N>(A) state density:
Gasque et al. (2023) vs. Yonker & Bailey (2020)
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Figure D.3: Comparing the Ny (A3XF) state density between our steady-state model and
the model described in Yonker and Bailey (2020) [379] as a function of altitude and parallel
electric field strength.

shows good agreement, with Yonker and Bailey (2020)’s [379] model predicting Ny 1P VERs
between 5% and 30% higher than our VERs across the parameter space. Figure D.4(b)
shows the N, 1P VERs calculated by both models at 110 km, the most likely altitude of the
picket fence, revealing excellent agreement.

Propagating these results through the remainder of the steady-state model described in
Appendix D.4, it is possible to compare the final ratio between Ny 1P and GL emissions
as obtained by Yonker and Bailey (2020)’s [379] vibrationally-resolved model and that in
Gasque et al. (2023) [107]. These results are displayed in Figure D.5. At the nominal
picket fence altitude of 110 km, the differences between the ratios are only a few percent,
providing confidence that this study’s results at these altitudes are not highly dependent on
the vibrational kinetic and intersystem cascade. At lower altitudes, where collisions between
N, in different vibrational states may become important, this study underestimates the ratio
by up to about 40%. At higher altitudes, between 110 km and 180 km, the disagreement
between models is less than 20%.

Furthermore, since Yonker and Bailey (2020)’s [379] resolves the individual vibrational
levels of the excited Ny triplet states, it is possible to use it to evaluate the resulting spectrum
of the Ny 1P emissions. In Gasque et al. (2023) [107], it was assumed that the proportion
of the Ny 1P emissions in the 642-700 nm wavelength band is 8%, as obtained from auroral
observations presented in Vallance Jones (1974) [353]. The 642-700 nm portion of the Ny
1P spectrum represents the Av = 43 transition for initial Ny (B®II,) vibrational states
of ¥ = (3 —8) and the Av = +2 transition for initial Ny (B®II,) vibrational states of
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(a) N2 1P VER: (b)
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Figure D.4: Comparing the VER of Ny 1P emissions between our steady-state model and the
model described in Yonker and Bailey (2020) [379], looking at (a) the percentage difference
between the two models as a function of altitude and parallel electric field strength and (b)
the modeled VERs as a function of parallel electric field strength at 110 km, a typical picket
fence altitude.
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Figure D.5: Comparing the Ny 1P to GL VER ratio obtained by our steady-state model and
the model described in Yonker and Bailey (2020) [379] as a function of altitude and parallel
electric field strength.



APPENDIX D. APPENDIX FOR CHAPTER 5 163

N> 1P Luminosity in 642-700 nm band
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Figure D.6: Ny 1P fraction of emissions in the 642 - 700 nm band, as modeled by Yonker et
al., (2020) [379]

V' = (9 — 12), where Av represents the change in vibrational state between the upper and
lower excited state (Simek, 2014) [316]. Since different excitation mechanisms and collisional
chemistry will result in differences in the distribution among the vibrational states, it is
possible that the Ny 1P spectrum in the aurora would differ from one arising from excitation
driven by parallel electric fields.

The percentage of the Ny 1P luminosity in the 642-700 nm wavelength range for the
parallel electric field excitation case using the Yonker and Bailey (2020) [379] model is
displayed in Figure D.6. The results in the figure suggest that the 642-700 nm wavelength
range may account for 12-14% of the total Ny 1P spectrum. Adopting this higher scale factor
leads to a ~50% reduction in this study’s predicted parallel electric field strength at 110
km. However, it is difficult to evaluate the uncertainty in this modeling, so observationally
obtaining a picket fence Ny 1P spectrum extending into the IR would enhance confidence in
the quantitative estimates of parallel electric field strength, although the qualitative findings
remain unchanged.
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D.6 Calculating VERs for Various UV Emissions

This study’s model can be extended to predict ultraviolet (UV) picket fence spectral features
which may make good targets for future space-based observations. To do so, theoretical
VERs are calculated for the Ny Vegard-Kaplan (VK), Lyman-Birge-Hopfield (LBH), and
Second Positive (2P) bands, as well as the 1356 A atomic oxygen emission (Meier, 1991; Liu
& Pasko, 2005; Eastes, 2000) [227, 200, 66]. The dominant source of each of these emissions
is direct electronic excitation which is calculated from BOLSIG+, as described in Section 3.2,
as well as some cascade contributions from higher energy states, described below. The 1304
A atomic oxygen emission VER is not estimated due to complications arising from multiple
scattering, which are beyond the scope of this study. Emissions from N and NO are not
considered in this analysis.

The N, VK bands are generated by the relaxation of the N, (43%]) state to the ground
state, and the VK VER is obtained as part of our GL VER calculation (Equation D.8). The
Ny 2P emissions result from the relaxation of the Ny (C®II,) state to the Ny (B?Il,) state,
which were determined while examining the radiative cascade contribution to the Ny 1P
VER (Equation D.7).

The N, LBH bands (120-280 nm) form when the excited N (a'll,) state relaxes to
the ground state. Since the quenching altitude for Ny (a'Il,) is around 77 km, it is not
significantly quenched at picket fence altitudes (Liu & Pasko, 2005) [200]. We do not consider
the radiative and collisional cascades from Ny (¢’ '3,) and Ny (w'A,), which could increase
the LBH band system emissions by a factor of approximately 1.6 (Eastes, 2000) [66].

The 1356 A atomic oxygen emission occurs when the O(3s°5) state relaxes to its ground
state. The cascade contribution from the higher O(3p°P) state is considered, but cascade
from other higher quintet states is disregarded. The effects of multiple scattering and absorp-
tion from O are also neglected, both of which can significantly reduce the total observable
emissions depending on the observation geometry (Meier, 1991) [227].

The full results of this modeling are shown in Figure D.7. At 110 km and 55 Td, the Ny
VK, N, LBH, N, 2P, and O 1356 A to GL ratios are 0.28, 0.24, 0.15, and 0.006, respectively.
For the brightest observed picket fence event from this study, which is about 7 kR in the GL
after accounting for atmospheric transmission, it is expected that No VK, LBH, and Ny 2P
bands may emit enough photons to be observed while O 1356 A is likely not a good target
for future observations.? Any observational comparisons will additionally need to account
for viewing angle, absorption, multiple scattering, and instrumental effects.

2Recently, Zhang et al. (2024) [385] published the first space-based observations of STEVE with FUV
emissions, reporting observable LBH bands and 1356 A atomic oxygen emissions. These included a possible
LBH band picket fence observation (see Figure 9(a) of Zhang et al. (2024) [385]). It was unclear whether
the features were additionally visible in O 1356 A emissions. Additional, more conclusive observations are
still necessary to confirm these findings.
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Figure D.7: Calculated VER Ratios of various UV emissions to GL as a function of altitude
and parallel electric field strength. (a) O 1356 A (b) VK Bands (c) Ny 2P (d) N, LBH.





