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ABSTRACT OF THE THESIS 

 

Reduction of Cox6a2 in PV+ interneurons decreases neuronal firing rate and frequency of 

theta and gamma oscillations and increases place field size in the CA1 region of the 

hippocampus 

 

by 

 

Rina Patel 

Master of Science in Biology 

University of California San Diego, 2020 

Professor Stefan Leutgeb, Chair 

Assistant Professor Gulcin Pekkurnaz, Co-Chair 

 

Within the hippocampus, a subclass of interneurons known as parvalbumin positive 

(PV+) interneurons, play an important role in generating neural oscillations and in influencing 

the firing rate of pyramidal cells. To maintain such an extensive control, PV+ interneurons have 

a high energy demand, but how PV+ interneurons are able to generate enough energy is not well 

understood. Previous studies have shown that dysregulations in mitochondrial subunits, Cox6a1 

and Cox6a2, have impaired the activity of complex IV within mitochondria. In this study, we 

investigate Cox6a1 and Cox6a2 to understand their contribution to mitochondrial function in 
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PV+ interneurons and whether they are necessary for PV+ interneurons to maintain function. 

Through an AAV-miR construct, we were able to successfully reduce levels of Cox6a1 and 

Cox6a2 within PV+ interneurons selectively in the CA1 region of the mouse hippocampus. 

Electrophysiological recordings from that region revealed that reducing Cox6a1 did not have an 

effect on the firing rate of interneurons and pyramidal cells or neural oscillations generated in 

CA1 but did increase the number and size of place fields. Reducing Cox6a2 decreased the firing 

rate of pyramidal cells, decreased the frequency of theta and gamma oscillations, and also 

increased the number and size of place fields. Because reducing levels of Cox6a2 in PV+ 

interneurons disrupted neuronal oscillations and neuronal firing patterns in the hippocampus, this 

suggests that hippocampus-dependent memory function relies on a specialized regulation of 

mitochondrial activity in PV+ interneurons. 
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INTRODUCTION 

 

The brain relies on a vast interconnected network of cells, composed of neurons and glia, 

to allow for complex cognitive processes. Understanding these networks and how they function 

has been the goal of scientists since Golgi and Ramón y Cajal mapped the first neuronal networks 

in the 19th century (Cajal, 1894; Golgi, 1906). Since then, we have come a long way in our 

understanding and appreciation of the way neurons are connected and communicate with one 

another. At the highest level, communication between neurons gives rise to cognitive function 

(Hartley et al., 2014), and the underlying mechanisms are only beginning to be understood. This 

is because it requires studying the many networks that make up the brain, as well as the 

mechanisms and individual differences within the neurons that make up those networks (Power et 

al., 2010; Sporns et al., 2005). Recent advances in fluorescence staining, recording techniques, and 

biological manipulations have increased the ability for the brain networks to be studied. One of 

the brain regions has been extensively manipulated and studied is the rodent hippocampus. 

The hippocampus is widely studied for its role in memory consolidation, encoding episodic 

memory, and spatial memory and navigation (Broadbent et al., 2004). It is composed of three main 

subregions, known as CA1, CA3, and the dentate gyrus (DG) (Deshmukh & Knierim, 2012). 

Within these subregions are many different types of neurons that create a densely interconnected 

neuronal networks (Van Strien et al., 2009). The neurons located in the DG project out to the CA3 

region. The neurons within the CA3 region project back onto CA3 neurons, DG neurons, and out 

to neurons in CA1 (Witter et al., 2006). The neurons in the CA1 region project back onto CA1 

neurons and out to other brain regions, such as the subiculum. The neurons that make up these 

three subregions are known as the “hippocampus proper.” The hippocampus proper communicates 

with neighboring brain structures which are also essential for its role in memory, such as the 
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entorhinal cortex and subiculum.  The DG neurons receive input from the superficial layers of the 

entorhinal cortex. CA1 also receives input directly from the entorhinal cortex and sends out 

projections to the subiculum and the deep layers of the entorhinal cortex. Understanding the roles 

of the different types of neurons that make up the hippocampus is essential to understanding how 

this network allows for memory processes to occur.   

As is the case for all brain regions, the hippocampus proper is composed of two main 

groups of neurons: excitatory neurons and inhibitory neurons (Prestigio et al., 2019). The 

excitatory neurons are classified as those that release the neurotransmitter glutamate, which causes 

the membrane potential of postsynaptic neurons to become more positive and thus leads to 

increased neuronal activity. The inhibitory neurons are classified as those that release the 

neurotransmitter GABA, which drives the membrane potential of postsynaptic neurons to -70mV 

and therefore leads to decreased neuronal activity. The main glutamatergic excitatory neurons are 

referred to as ‘pyramidal cells’ (Zeisel et al., 2015), due to the pyramid shape of their cell bodies. 

The axons and dendrites of pyramidal cells can spread out through different layers of the 

hippocampus, allowing them to send and receive information across different layers (Hartley et 

al., 2014). Most GABAergic inhibitory neurons are local interneurons with connections within a 

hippocampal subregion (Bezaire & Soltesz, 2013). The axons and dendrites of GABAergic 

interneurons, are localized within individual layers, allowing them to receive and send information 

“locally”. There are over 21 different subtypes of inhibitory interneurons in the CA1 region alone, 

of which the majority are PV+ interneurons, characterized by the presence of a calcium-binding 

protein, parvalbumin (PV) (Bezaire & Soltesz, 2013; Hu et al., 2014; Klausberger & Somogyi, 

2008; Moser, 2003). These interneurons display high frequency fast spiking characteristics which 

allow them to produce high amplitude action potentials in a short time period (Ferguson, 2018). 
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The interaction of the excitatory pyramidal cells and the inhibitory PV+ interneurons work to 

regulate the activity of neurons in the hippocampus, which plays an important role in allowing 

information to be received and sent out of the hippocampus (Buzsáki et al., 2007).  

The periods of inhibition and excitation generated by interaction of pyramidal cells and 

PV+ interneurons occur at specific times relative to each other and generate oscillations in the 

hippocampus (Atallah & Scanziani, 2009; Cobb et al., 1995; McBain, 2001; Sohal et al., 2009). 

There are three main types of oscillations that take place: theta (~4-12 Hz) (Colgin, 2016), gamma 

(~25-100 Hz) (Buzsaki, 1983; Buzsaki, 1986), and sharp wave-ripples (~110-250 Hz) (Buzsaki, 

1983; Bragin, 1995). The interaction between excitatory pyramidal cells and inhibitory PV+ 

interneurons plays an important role in generating gamma and sharp-wave ripples within the CA1 

region (Fries et al., 2007; Gan, 2017; Whittington et al., 2000). Gamma oscillations are thought to 

play an important role in storing and retrieving memories in the hippocampus (Bartos et al., 2007). 

Sharp wave-ripples are coupled events that occur as a consequence of major excitation by the 

pyramidal cells CA3 projecting to CA1, which generates a “sharp wave (~0.01-3 Hz),” and bursts 

of inhibition by the GABAergic interneurons in CA1, which creates the “ripple” (140-200 Hz) 

(Colgin, 2016; Deshmukh & Knierim, 2012; Schlingloff et al., 2014). Sharp wave-ripples (SWRs) 

are widely thought to support memory encoding, as the selective disruption or elimination of them 

are known to impair memory acquisition (Girardeau, 2009).   

Gamma oscillations have been previously shown to depend on properly functioning 

mitochondria to sustain the oscillations (Kann et al., 2011; Whittaker et al., 2011). It has also been 

shown that periods of inhibition, caused the activation of by PV+ interneurons which, play a key 

role in generating gamma oscillations (Cardin et al., 2009; Ferguson & Gao, 2018; Gulyás et al., 

2010; Sohal et al., 2009). While pyramidal cells can expend high amounts of energy over long 
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periods of time, PV+ interneurons have a high amplitude, fast-spiking phenotype that requires 

large bouts of energy to be used over shorter periods of time (Buzsáki et al., 2007). For this reason, 

we hypothesized that the energetics of PV+ interneurons might be tightly linked to the generation 

of fast oscillations, such as gamma oscillations and SWRs. While not much work has been done 

to show the importance of mitochondria in producing SWRs, previous studies have reported an 

impairment of SWRs when PV+ interneurons were inactivated (Gan et al., 2017; Schlingloff et al., 

2014). If PV+ interneurons directly impact SWRs, the mechanisms that allow the mitochondria of 

PV+ interneurons to support this high energy demand needs to be understood.  

To understand the mechanisms that alter mitochondrial function, it is important to 

understand that mitochondria rely on the various protein subunits that make up their function to 

produce energy. These subunits come together and form complexes that play a direct role in 

generating ATP, via oxidative phosphorylation. Mitochondrial function has been reported to be 

impaired in the process of aging and neurodegenerative diseases (Albers & Flint Beal, 2000). It 

has also been reported that oxidative stress impairs the functions of PV+ interneurons (Steullet et 

al., 2017). Looking more in depth at the subunits within the mitochondria, it has been shown that 

complex IV, also known as cytochrome c oxidase, is an essential component in creating the 

gradient of protons that drive the synthesis of ATP within neurons (Chicherin et al., 2019; Denis, 

1986; Li et al., 2006; Wong-Riley, 1989). Interestingly, the mitochondrial Complex IV in PV+ 

interneurons is unique because it has a high concentration of a specific mitochondrial protein 

subunit not found in other cells: Cox6a2 (Tasic et al., 2016). 

Cox6a2 is a subunit of the cytochrome oxidase complex, also known as Complex IV, of 

the electron transport chain (Anthony et al., 1993; Kadenbach et al., 1995; Quintens et al., 2013). 

This complex plays a vital role in producing ATP at the end of cellular respiration. A similar 
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subunit, Cox6a1, is also present in PV+ interneurons, but unlike Cox6a2, is found more commonly 

in other neurons throughout the mouse brain. Previous work has shown that genetically disrupting 

the transcription of Cox6a1 in muscle cells reduces levels of ATP within those cells (Tamiya, 

2014).  No work has been done on the effect of knocking out either Cox6a1 or Cox6a2 in 

hippocampal neurons. In this thesis, we set out to determine whether these mitochondrial subunits 

play an important role in allowing PV+ interneurons to meet the high energy demand that it 

requires to function. 

In this project, we will aim to answer three main experimental questions. First, we aim to 

determine whether the spiking patterns of hippocampal interneurons and pyramidal cells are 

altered when levels of Cox6a1 are reduced in the PV+ interneurons. Second, we will ask whether 

hippocampal oscillations are altered in these knockout mice. Lastly, we will determine whether 

the aforementioned parameters are changed when levels of Cox6a2 in PV+ interneurons are 

reduced instead. 

By using electrophysiological recording methods, we will be collecting firing rate and 

neural oscillation data from PV-Cre mice. A viral vector that is selectively activated in Cre-

expressing PV+ interneurons will be injected into the CA1 region and is designed to decrease the 

transcription of Cox6a1 in the affected PV+ interneurons. A similar construct will be used in a 

viral vector that targets the transcription levels of Cox6a2.  

By knocking down Cox6a1 or Cox6a2 in PV+ interneurons in CA1, we strive to identify 

how this alters firing patterns and oscillations in that region. It is possible that decreasing levels of 

Cox6a1 affect the ability of PV+ interneurons to produce the high energy that ripples require. If 

that is not the case, it can be concluded that the other subunit that has not been knocked down, is 

able to compensate for the loss and generate the required energy despite the reduced Cox6a1 levels. 
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It is also possible that knocking down one of the subunits will make it so the other is unable to 

function to meet the energy demands alone, indicating that both need to be present for PV+ 

interneurons to function properly. By knocking down these proteins, we expect to see a reduction 

in the firing rate of neurons in the hippocampus. We also expect that the neural oscillations, such 

as frequency of theta and gamma oscillations and the abundance of sharp wave-ripples, will 

decrease as well. This would imply that the mitochondrial subunits Cox6a1 and Cox6a2 are 

necessary for PV+ interneurons to generate enough energy to function properly.  
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CHAPTER I: METHODS 

Subjects 

All procedures were approved by the University of California, San Diego Institutional 

Animal Care and Use Committee.  PV-Cre mice were obtained from The Jackson Laboratory [B6; 

129P2-Pvalbtm1(cre)Arbr/J Stock No: 008069] and bred with wild-type mice to produce 9 male and 9 

female mice that were heterozygous for PV-Cre for the experiments. The mice were weaned after 

21 days and housed in groups of 3-5 mice per cage in a 12-hr light/dark cycle (7AM – 7PM light, 

7PM – 7AM dark). Food and water was available for the mice ad libitum. The mice were randomly 

assigned to each experimental group: control, Cox6a1 knock down (KD), or Cox6a2 KD. Each 

experimental group was comprised of six animal subjects, of which three were male and three were 

female. The mice were aged to 2-3 months before they underwent the initial viral vector surgery. 

Surgical procedures were performed to bilaterally inject a viral vector into the hippocampal CA1 

area of each animal, and also to implant a Microdrive containing electrodes that target the 

hippocampal CA1 area of the right hemisphere. 

Viral Vector Injection Surgery  

The animals were anesthetized with 5% isoflurane at 0.4L O2/min in a Plexiglas chamber. 

Once immobilized, they were mounted onto a stereotaxic frame with a digital axis display. A 

heating pad was placed under the animals to keep them warm throughout the surgical procedure. 

To maintain anesthesia, a nose cone was placed around the noses of the mice which delivered ~2% 

isoflurane at 0.4L O2/min. A lubricating ophthalmic gel was applied on the eyes of the mice to 

prevent their eyes from drying out during the surgical procedure. A pair of small blunt scissors 

were used to shave the fur right above the skull of the mice until the skin underneath was exposed. 

To disinfect the newly exposed area, iodine and ethanol were applied back-to-back three times 
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with a cotton tip applicator. Before proceeding any further, a toe-pinch test was performed to 

ensure the mouse was anesthetized. Once anesthesia was confirmed and the disinfected region was 

dry, two reference points were made with a black pen, one right after the intersecting point between 

the eyes and another right after the intersecting point of the ears. Using the reference points as a 

“start and finish” guide single straight midline incision was made with a sterile No. 10 blade. 

Sterilized forceps were used to keep the skin flaps apart and expose the underlying skull. A cotton 

tip applicator was used to absorb any excess blood that may have been on top of the skull. At this 

point, a light skull-tap test was performed to ensure the head was tightly fitted on the stereotaxic 

frame and would not move during the rest of the surgery. A drill was attached to the stereotaxic 

frame and used to locate bregma. Once bregma was located, the digital axis was set to zero. From 

here, the drill was moved to lambda and the head of the mouse was moved to ensure that both 

bregma and lambda were less than 0.1 mm different on the z-axis. This ensured the head of the 

mouse was leveled with respect to the anterior-posterior (y) and dorsal-lateral (x) axes.  If the axes 

were not level, adjustments were made to the positioning of the head and bregma and lambda were 

re-located until the axes were level. Once the axes were aligned, the drill was moved just above 

the surface of the skull at the position of -1.85 on the y-axis and +1.50 on the x-axis, with respect 

to bregma (0,0,0). The drill bit was turned on and slowly lowered until a single hole was drilled 

through the skull and dura at this location. The drill was then moved to position -1.50 on the x-

axis to create another hole at this location while the y-axis remained unchanged. The drill was then 

switched for a 1 µL glass pipette filled with a viral vector.   

The viral vectors used for this experiment were obtained from Dr. Byungkook Lim’s lab. 

The adeno-associated virus (AAV) used for the control group was AAVDJ-EF1α-DIO-EmGFP; the 

AAV used for the Cox6a1 D group was AAVDJ-EF1α-DIO-EmGFP-miRNA165-Cox6a1; the 
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AAV used for the Cox6a2 D group was AAVDJ-EF1α-DIO-EmGFP-miRNA254-Cox6a2 (Figure 

1). The pipette was moved to the location of one of the drilled holes until the tip of the glass pipette 

was directly above the brain tissue. If the dura matter was intact after the drilling a small puncture 

was performed with a needle. The z-axis was zeroed on the digital scale. The glass pipette was 

then quickly lowered to location -1.35 on the z-axis and ~0.500 µl of the virus was released at 

minimum pressure. The pipette was left in place for 5 minutes and was then slowly moved out of 

the brain. The same procedure was completed at the other drilled hole location. An injection with 

~0.1 mg/kg of carprofen was given for analgesia. The skin flaps were then stitched together, and 

the mouse was removed from the stereotaxic frame and placed back in its home cage, which was 

heated on top of a heating pad to help with the recovery. The mice were left to recover for at least 

5 days before the Microdrive implantation surgery. The construct was allowed 3 weeks to express 

in the CA1 region of the hippocampus before performing the Microdrive recordings.  
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Figure 1. Schematic of the viral vectors bilaterally injected into the hippocampal CA1 region 

of PV-Cre mice. (A) AAVDJ-EF1α-DIO-EmGFP was injected into the control group. (B) 

AAVDJ-EF1α-DIO-EmGFP-miRNA165-Cox6a1 was injected into the Cox6a1 KD group. (C) 

AAVDJ-EF1α-DIO-EmGFP-miRNA254-Cox6a2 was injected into the Cox6a2 KD group. (D) 

The AAV-EmGFP constructs were bilaterally injected into the CA1 region of the hippocampus in 

PV-Cre mice. (E) In PV-Cre mice, the Cre-dependent viral vectors resulted in selective expression 

of the constructs in PV+ interneurons (green) over principal cells (grey). 

 

Microdrive Implantation Surgery 

 The initial surgical procedures conducted for the Microdrive implantation surgery were 

identical to the procedures described above for the viral vector injection surgery, up to aligning 

the head position on the stereotaxic frame. Once the head was properly aligned on the anterior-

posterior and dorsal-lateral axes and the digital axis was zeroed at bregma, 4 holes were drilled on 

the skull around the injection site. A screw was placed halfway in each hole, to support and 

stabilize the Microdrive (Figure 2). A separate, larger hole was made in the left hemisphere where 

a ground screw was inserted to contact with the superficial cortical areas. Vetbond was added 

around the screws to create a strong bond between the screws and the skull, acting as a seal. Once 

the Vetbond was dry, the Microdrive was attached to the stereotaxic frame and moved until the tip 
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of the Microdrive was at center of the injection site, right above the brain tissue. The digital z-axis 

was then zeroed, and the Microdrive was lowered 0.3 mm down along the z-axis. Silicon was 

added around the base of the Microdrive to seal the tetrodes and the brain tissue. 10 minutes was 

allotted to cure the silicon, after which dental cement was added to cover the silicon and further 

secure the Microdrive in place. Once the silicone dried, the mice were removed from the 

stereotaxic frames, and injected with ~0.1 mg/kg of buprenorphine hydrochloride as a painkiller. 

The mice were then placed back into their home cages, which were heated with a heating pad to 

help with recovery.  

 

Figure 2. Schematic of the Microdrive Implant. (A) A Microdrive containing 4 tetrodes was 

surgically implanted in the right hemisphere of the mouse brains, and tetrodes were lowered to the 

CA1 region of the hippocampus. The Microdrive was connected to an electrophysiological 

recording system that recorded the single-unit activity and local field potential (LFP) of the CA1 

region. The system also tracked the animal’s location and head direction via red and green LEDs 

(the red light was positioned over the mouse’s right side of the face and the green light was 

positioned over the left side of the face).   
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Electrophysiological Recording Procedure in Freely Behaving Mice 

Pre-behavioral training: After the Microdrive implant surgery, while the animals were 

recovering (5 days), the tetrodes were slowly turned down to decrease the chances of tissue 

stiffening around the recording sites and causing lesions in the hippocampus with further turning. 

Every day, the microdrive headset was plugged into a 16-channel Neuralynx data acquisition 

system via a recording cable, and the local field potential (LFP) and single-unit activity of each 

animal was observed as the tetrodes were lowered. The Neuralynx system was also connected to 

a speaker system that allowed for auditory monitoring of the single-unit activity. The tetrodes were 

lowered slowly over the course of ~2-3 weeks after the Microdrive surgery, adding time for viral 

expression and for the knock down of RNA to sufficiently alter protein levels.  

Behavioral training: As the tetrodes moved closer to the hippocampus, which was 

manifested as an increase in the amplitude of theta oscillations and by the sounds of bursting cells, 

the mice underwent three days of behavioral training on an open field. During training, the 

Microdrive was connected to a preamplifier and cable that forwarded the signal to the Neuralynx 

data acquisition system, and mice were freely exploring a 60x60 cm2 box (‘open field’). This 

training familiarized them to the open field environment in which they were placed for the 

recording sessions, and also helped them become accustomed to moving around with the weight 

of the recoding cable that was used to connect the Microdrive to the Neuralynx system. The 

tetrodes for each mouse were still being turned down slowly during this time. Once sharp wave-

ripples (SWRs) were observed in conjunction with the presence of unit clusters in the signal that 

was acquired with the Neuralynx system, daily recording sessions began.  

Recordings: Each daily recording session in freely behaving mice began with a 10-minute 

‘rest’ phase, which was followed by running 10 laps on a 100 cm long and 5 cm wide linear track, 
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then exploring a 60 cm by 60 cm box (‘open field’) for ~8 minutes and ended with another 10-

minute ‘rest’ phase (Figure 3). During the ‘rest’ phase, the mice were kept within their home cages 

which was then placed within a small Plexiglas box to prevent them from climbing out of their 

cage. Because the animals are often not ‘resting’ during this time, they were kept in their home 

cage to encourage periods of sleep. The mice did not have previous training on the linear track, so 

on the first recording day, it was initially a novel environment. They did have three days of 

exposure prior to the first few recordings days on the open field, which was therefore a familiar 

environment at the time of recordings. After each recording session, the tetrodes were slightly 

turned down to continue pushing the tetrodes through the tissue.  The mice were recorded for at 

least 6 days, or until the tetrodes moved past the CA1 pyramidal layer (which was recognized by 

the lack of SWRs and by unit clusters disappearing), whichever came first.  

 

Figure 3. Schematic of Daily Recording Sessions. Each daily behavioral recording session 

consisted of the mice spending 10 minutes in a ‘rest’ phase, followed by running 10 laps on a 

100cm long linear track, then exploring a 60 cm2 open field arena for ~8 minutes. The session was 

concluded with another 10-minute ‘rest’ phase. The ‘rest’ phases were conducted while the mice 

were in their home cages, which were enclosed by a small Plexiglas box. During each phase, a 

cable was connected to a plug on the Microdrives to transmit electrical signals to a Neuralynx data 

acquisition system.  
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Histological Processing 

Perfusion: All mice were anesthetized in a chamber that was filled with 4% isoflurane at 

a flow rate of 0.4 L O2/min. Once they were immobile, they were given a lethal 0.1 ml injection 

of sodium pentobarbital. After the breathing rate of the mice slowed to ~12 beats/min, they were 

perfused with cold Ringer’s solution [135mM NaCl, 5.4mM KCl, 1mM MgCl2•6H2O, 1.8mM 

CaCl2•2H2O, 5mM HEPES] for 2-3 minutes. The mice were then perfused with 4% 

Paraformaldehyde (PFA) for 7-8 minutes. Their heads were removed from the rest of their body 

and set aside for 3-4 hours to allow PFA to further fix the brain tissue around the tetrodes, 

leaving slight lesions that helped identify the location of the tetrodes during the recordings. Then, 

the tetrodes were slowly turned upwards and away from the brains. The brains were carefully 

extracted and refrigerated in a 1x PBS solution overnight. The following day, the brains were 

transferred to a 30% sucrose (in 1x PBS) solution refrigerated for 2 days, or until the brains sunk.   

Tissue Collection: A Leica microtome was used to section the brain tissue coronally into 

40 µm thick slices. Every other brain slice was placed in 1x PBS and 0.02% Na-Azide, 

respectively. The slices in 1x PBS were mounted within one week after the tissue was sectioned. 

The slices in 0.02% Na-Azide were stored at 4° C for future immunohistochemical analysis.  

Imaging: The mounted brain sections were stained with DAPI (4”, 6-diamidino-2-

phenylindole), cover-slipped, and left to dry for 2 days. The slides were then imaged with a 

confocal microscope using a 10x magnification lens. The images were then manually examined 

to locate the tetrodes for each animal and to ensure they were positioned in tissue with GFP 

expression. The exact location of the injection site was unable to be determined by imaging 

because the Microdrive was surgically implanted above the inject site. If the brain slices showed 
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lesions in the hippocampus this indicated that the hippocampus was damaged, and these animals 

were excluded from the dataset. 

 

Data Analysis 

GFP Expression. The number of cells expressing GFP were manually counted in a 0.375 

mm2 ROI (Region of Interest) for each experimental group. The ROIs were created through ImageJ 

(Schindelin et al., 2012). Four ROIs were created per mouse, with each surrounding one of the 

four tetrodes that were implanted and passed through the CA1 pyramidal layer. The number of 

cells per mm2 for the control, Cox6a1 KD, and Cox6a2 KD groups were quantified.  

Spike Sorting. Manual clustering of the spikes was done through MClust, MATLAB 2009b 

customized by Mankin et al. The clustering was performed using two-dimensional projections with 

waveform amplitude, waveform energy, and peak-to-valley ratio as parameters. The cells were 

tracked for stability across each phase of the recording session and accepted for further data 

analysis if they took up the same region of cluster space from rest 1 to rest 2, without overlapping 

with the cluster of another cell. Once all the spikes were assigned to clusters that were separated 

from other clusters, the spike waveform, auto-correlogram, and peak plot of each cell were 

examined manually to exclude clusters with noise signals.  

Cell Classification. Once the spikes were sorted into clusters, the units were differentiated 

and classified as ‘putative principal cells’ and ‘putative interneurons.’ For each unit/cluster the 

average waveform of action potentials was inverted resulting in an early upward peak (peak) and 

a later downward peak (valley). A peak-valley ratio was then calculated by dividing the absolute 

amplitude of peak by the absolute amplitude of the valley. The amplitude of the first peak is related 

to the rise time of the depolarization, while the amplitude of the valley is related to the decay time 
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of repolarization (Henze et al., 2000). Spike ratios are closer to the value of 1 for interneurons, 

which have comparable rates of depolarization and repolarization. Next, each unit was plotted on 

a graph showing the value of the peak-to-valley ratios (x-axis) against average firing rate (Hz) (y-

axis) during ‘open field’ phase for the control, Cox6a1 KD, and Cox6a2 KD groups. To compare 

the distributions of the units across the groups, each graph was separated into quadrants by two 

lines: a horizontal line where the average firing rate was 5 Hz, and a vertical line where the peak-

to-valley ratio was 1.5. Quadrant 1 was on the top left (below 1.5 on the x-axis, above 5 Hz on the 

y-axis), Quadrant 2 was on the top right (above 1.5 on the x-axis, above 5 Hz on the y-axis), 

Quadrant 3 was on the bottom left (below 1.5 on the x-axis, below 5 Hz on the y-axis), and 

Quadrant 4 on the bottom right (above 1.5 on the x-axis, below 5 Hz on the y-axis). The quadrants 

were assigned based on the unit distributions of the control group, where quadrant 1 held a large 

density of units similar to what is expected for classical interneurons, and quadrant 4 held a large 

density of units similar to what is expected for classical principal cells. Thus, quadrant 1 was used 

to classify the cells as ‘putative classical interneurons (INTs)’ and quadrant 4 was used to classify 

the cells as ‘putative classical principal cells (PCs).’ Quadrant 2 was used to classify cells with a 

high firing rate and broad peak-to-valley ratio as ‘high firing rate/broad waveform cells’ 

(HFR/BWs). Quadrant 3 were likely pyramidal cells with atypical waveforms, but to use 

conservative criteria for the identification of putative pyramidal cells, it was excluded from the 

analysis.  

Once the spikes were assigned to cell groups, a speed score was calculated for PCs and 

HFR/BWs. To calculate the speed score, first the instantaneous firing rate was calculated for each 

of the spikes that occurred when each mouse running at a velocity above 2cm/sec. Then, a Pearson 

correlation coefficient was calculated between the instantaneous firing rate and instantaneous 
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velocity, and that value was used as the speed score for each cell. Also, a bursting index was 

calculated for the PCs and HFR/BWs by taking the total number of spikes occurring in bursts and 

dividing them by the total number of spikes.  

The spatial firing patterns of each cell group were examined for place fields by processing 

the data of each recording session with MATLAB scripts. Within the putative classical principal 

cells group, all cells that had at least one place field during the ‘open field’ phase were identified 

as place cells. Place fields were classified according to the following criteria: (1) the peak firing 

rate of the cell was at least 3 Hz in one spatial bin (bin size: 2.5 cm2), (2) the field was comprised 

of bins in which the firing rate was >30% of the peak firing rate, and (3) the minimum number of 

bins > 30 % of peak rate was 8.   

Statistics: GraphPad Prism 8.4 was used for all statistical analyses. In all instances where 

the Cox KD groups were compared to the control group, a Kruskal-Wallis statistical test was 

performed. This test was chosen because it is a non-parametric test and because a normal 

distribution of the data could not be assumed. A post hoc Dunn's multiple comparisons test was 

performed between control and Cox6a1 groups and between control and Cox6a2. The results of 

the tests are described in detail in Chapter II: Results.   
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CHAPTER II: RESULTS 

 

Histological Analysis Confirmed GFP Expression of Viral Vectors and Tetrode Location 

Cre-dependent viral constructs were injected into the hippocampal CA1 area of PV-Cre 

mice, and their expression was examined by imaging brain slices. The constructs used for the 

Cox6a1 KD and Cox6a2 KD groups co-expressed GFP (green fluorescent protein) with either 

Cox6a1 or Cox6a2 shRNA (short hairpin RNA), respectively. The co-expression allowed imaging 

of GFP to indicate shRNA expression. The control group was injected with AAVDJ-EF1α-DIO-

EmGFP, the Cox6a1 KD group was injected with AAVDJ-EF1α-DIO-EmGFP-miRNA165-

Cox6a1, and the Cox6a2 group was injected with AAVDJ-EF1α-DIO-EmGFP-miRNA254-

Cox6a2 (Figure 4a). In addition, brain slices were also stained with DAPI (4”, 6-diamidino-2-

phenylindole) to show the cell layers (Figure 4a and b). We examined the images to confirm the 

injection of the viral constructs was located in the CA1 region of the hippocampus, which was 

indicated by the presence of GFP (Figure 4b). Expression of GFP was also found in the cortex and 

in the CA3 region of the hippocampus, which is consistent with the injection tract and the presence 

of PV+ interneurons in these regions. While it is expected to find PV+ interneurons outside of the 

CA1 layer, the leakage of the viral construct to surrounding regions was not an issue in our study, 

because the data we collected was locally recorded from CA1. In a separate subset of PV-Cre mice, 

immunohistochemical analysis confirmed GFP expression was selectively targeted to PV+ 

interneurons (data not shown). This further supports that the GFP expression from the viral 

construct is a reliable proxy for identifying PV+ interneurons in PV-Cre mice. 



19 

 

 

Figure 4 Histological analysis confirmed that AAV constructs resulted in GFP expression in 

putative PV+ neurons in the CA1 region of PV-cre mice. (A) Bilateral injections of a viral 

vector solution (0.5 µl per hemisphere) were targeted at the hippocampal CA1 region. The control 

group was injected with AAVDJ-EF1α-DIO-EmGFP (top), the Cox6a1 KD group was injected 

with AAVDJ-EF1α-DIO-EmGFP-miRNA165-Cox6a1 (middle) and the Cox6a2 group was 

injected with AAVDJ-EF1α-DIO-EmGFP-miRNA254-Cox6a2 (bottom). DAPI (blue) was used 

to stain cell nuclei while the constructs resulted in GFP (green) expression selectively in putative 

PV+ interneurons. Scale bar, 500 µm. (B) In the CA1 region, GFP expression labeled putative 

PV+ interneurons within the pyramidal layer.  (Or,stratum oriens; Pyr, stratum pyramidale; Rad, 

stratum radiatum). Scale bar, 20 µm. 

 

After expression of the viral construct was confirmed to occur within putative PV+ 

interneurons by visualizing the GFP expression, we located the tetrodes on the brain images, and 

ensured they were in the CA1 region of the hippocampus (Figure 5a). While examining the images, 

we found lesions around the recording tetrodes in 12 of the 30 animals that we recorded from and 

excluded those animals from the dataset despite expression of GFP (Figure 5b). This was to 

exclude the possibility of our data being altered by the damaged hippocampal area, so only data 
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from intact hippocampal regions were used. Once the tetrodes locations were confirmed to be in 

CA1 in the intact brains, we quantified the number of cells that expressed GFP around the tetrodes 

by creating 0.375 mm2 ROI (regions of interest – a rectangle of 500 by 750 µm) that surrounded 

each of the four tetrodes (Figure 5c). The number of cells with GFP expression per mm2 was 

plotted for the control, Cox6a1 KD, and Cox6a2 KD groups (Figure 5d). There was no difference 

in density of expression between the control and Cox6a1 group, or the control and Cox6a2 KD 

group (Kruskal-Wallis [KW] test, control v. Cox6a1 p=0.2115, control v. Cox6a2 p=0.1366). Also, 

the Cox6a1 KD group did not have a difference in the density of expression compared to the 

Cox6a2 KD group (KW test, p>0.9999). Thus, we determined the extent of GFP expression was 

similar across all groups, which indicated there was similar expression of the viral vector around 

the recording sites between the Cox6a1 KD group and Cox6a2 KD group with the control group.  
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Figure 5. Histological analysis confirmed that the tetrodes were localized within the CA1 

region of the hippocampus. (A) Schematic showing that the electrodes of the microdrive were 

placed in the CA1 region of the hippocampus. Histological analysis confirmed the location of the 

recording sites to be in CA1, within the region of the GFP expression. DAPI is in blue, and GFP 

is in green. Scale bar, 200 µm. (B) Example sections from animals that were removed from the 

dataset due to hippocampal lesions around the tetrodes. DAPI is in blue and GFP is in green. Scale 

bar, 200 µm except for image on the left, 500 µm. (C) A 0.375 mm2 region of interest (ROI) was 

used to quantify the number of cells (green arrows) with GFP expression (in white) around the 

recording tetrodes. Scale bar, 100 µm. (D) There was no difference in the density of cells (mean 

number of cells per mm2 ± SEM) expressing GFP in each group (Kruskal-Wallis [KW] test, p > 

0.05).  

 

Reduction of Cox6a2 Decreased the Peak Firing Rate of Putative Principal Cells  

After GFP expression was analyzed around the recording sites, we analyzed the single-unit 

spiking activity from the CA1 region. Only spike waveforms obtained from recordings during the 

‘open field’ phase of each recording session. The number of animals was consistent across all 

experimental groups (control n=6, Cox6a1 KD n=6, Cox6a2 KD n=6). Using the criteria outlined 

in Chapter 1: Methods, the spikes were first sorted into quadrants based on average firing rate 
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(lower or higher than 5 Hz) and peak-to-valley ratio of the spike waveform (lower or higher than 

1.5) taken from recordings during the ‘open field’ phase of each recording session.  Informed by 

the relationship between peak-valley ratio and average firing rate in control mice we defined four 

distinct quadrants (Figure 6a). Most of the cells in the control group were included in two 

quadrants, which we considered “putative interneurons” (INTs, quadrant 1, Q1) and “putative 

principal cells” (PCs, quadrant 4, Q4) (Figure 6a). Most cells in the KD groups also had 

characteristics of INTs and PCs and were classified accordingly. In addition, KD groups also had 

more cells than controls with an atypical combination of high firing rates and broad waveforms 

(HFR/BWs, quadrant 2, Q2) (Figures 6b, 6c, and 6d). The proportion of cells within each cell 

group was compared across the different manipulations (Figure 6d). Both KD groups had a 

difference in the distribution of cell types compared to the control group (Chi-Square test, control 

v. Cox6a1 KD p=0.0003, control v. Cox6a2 KD p=0.0007) (Figure 6d). This is most likely caused 

by the increased proportion of HFR/BW cells in both of the KD groups compared to the controls. 

Between the KD groups themselves, the Cox6a1 KD group did not have a difference in the 

distribution of cell types compared to the Cox6a2 group (Chi-Square test, p=0.3595). Units found 

in the third quadrant (Q3) had characteristics similar to principal cells but were excluded keep a 

conservative criterion of defining principal cells and interneurons. For the remaining three 

quadrants, the firing characteristics of cells in each category (INT, PC, HFR/BW) were compared 

between the control group and the Cox6a1 and Cox6a2 KD groups.  
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Figure 6. Spikes were classified as different cell types based on their firing characteristics.  

(A-C) The average spike waveform for each individual cluster was plotted as a scatterplot of the 

peak-to-valley ratio along the x-axis against the average firing rate (AFR, in Hz) along the y-axis. 

Each graph was separated into four quadrants by a horizontal line where the AFR was 5 Hz and a 

vertical line where the peak-to-valley ratio was 1.5. Spikes were classified into cell types per each 

quadrant: Quadrant 1 (Q1), putative interneurons (INTs); Q2 high firing rate/broad wavelength 

(HFR/BWs); Q3 principal cells (PCs); and Q4 low firing rate (LFR). (D) There was a significant 

difference in the distribution of cell types in the KD groups compared to the controls. Chi-square 

(and Fischer exact) test; p > 0.05, ***p < 0.001.  

 

During periods of running in the open field (velocity above 2 cm/s), the mean and peak 

firing rates of INTs did not show any differences between the control and the Cox6a1 KD group 

(KW test; mean p>0.9999, peak p>0.9999 (Figure 7a).  When comparing the control group to the 

Cox6a2 KD group, there were similarly no differences in the mean and peak firing rates (KW test; 
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mean p=0.4461, peak p=0.2098). There was also no difference in the mean and peak firing rates 

between the Cox6a1 KD and Cox6a2 KD groups (KW test; mean p=0.4251, peak p=0.0743). Since 

interneurons are thought to be speed modulated, the speed scores for the INTs was calculated 

between each group. There was no difference in the speed score of interneurons when the control 

group was compared to either of the KD groups, or between the KD groups compared to each other 

(KW test, control v. Cox6a1 KD p>0.9999, control v. Cox6a2 KD p>0.9999, Cox6a1 KD v. 

Cox6a2 KD p>0.9999).   

Similar to the INTs, the mean and peak firing rates of PCs did not differ between the control 

group and Cox6a1 KD groups (KW test; mean p>0.9999, peak p=0.4301) (Figure 7b). The mean 

firing rate also did not differ when the Cox6a2 KD group was compared to the control group or 

the Cox6a1 KD group (KW test, control v. Cox6a2 KD p>0.9999, Cox6a1 KD v. Cox6a2 KD 

p>0.9999). In contrast to the INTs, there was a decrease in peak firing rate for the Cox6a2 KD 

group when compared to the control group and the Cox6a1 KD group (KW test, control v. Cox6a2 

KD p<0.0001, Cox6a1 KD v. Cox6a2 KD p<0.0001). To better evaluate the firing capacity of cells 

during of periods of high firing we evaluated the busting index of PCs. While the burst index of 

PCs was not different between the control group and the Cox6a1 KD group, there was a decrease 

in the burst index for the Cox6a2 KD compared to the control group (KW test, control v. Cox6a1 

KD p=0.0525, control v. Cox6a2 KD p<0.0001). The Cox6a2 KD group also had a decreased burst 

index when compared to the Cox6a1 KD group (KW test, p=0.0134). Overall, these data indicate 

that Cox6a2 has a more pronounced role than Cox6a1 in regulating interneuron firing rates and 

has a stronger influence on the firing rate of other neurons within the CA1 region. 

Finally, as seen in the INTs and the PCs groups, the mean and peak firing rates of 

HFR/BWs were not different between the control group and Cox6a1 KD group (KW test; mean 
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p>0.9999, peak p>0.9999) (Figure 7c). Similar to the INTs, was no difference in the mean or peak 

firing rates for the Cox6a2 KD group when compared to the control group either (KW test; mean 

p>0.9999, peak p>0.9999). There was also no difference in either the mean or the peak firing rates 

when the Cox6a1 KD group was compared to the Cox6a2 KD group (KW test; mean p>0.9999, 

peak p=0.2508). Also similar to the INTs, there was no difference in speed score for the HFR/BWs, 

when the control group was compared to either of the KD groups, nor when the KD groups were 

compared to each other (KW test; control v. Cox6a1 KD p>0.9999, control v. Cox6a2 KD 

p>0.9999, Cox6a1 KD v. Cox6a2 KD p>0.9999). There was no difference in the burst index for 

HFR/BWs when the control group was compared to either of the KD groups, nor when the KD 

groups were compared to each other (KW test; control v. Cox6a1 KD p>0.9999, control v. Cox6a2 

KD p>0.9999, Cox6a1 KD v. Cox6a2 KD p=0.1891). 

It is also important to note that there were fewer animals reported in the control group for 

the HFR/BW cells (control n=4, Cox6a1 KD n=6, Cox6a2 KD n=6) while the number of animals 

stayed consistent throughout each experimental group for PCs (control n=6, Cox6a1 KD n=6, 

Cox6a2 KD n=6) and INTs (control n=6, Cox6a1 KD n=6, Cox6a2 KD n=6). This is because two 

of the control animals did not have any cells in Q2 that could be classified as HFR/BW, 

emphasizing the uniqueness of the HFR/BW cells to the Cox KD manipulation.  
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Figure 7. Single-unit recording data from the CA1 region revealed that the peak firing rate 

for putative interneurons was decreased when Cox6a2 was knocked-down. (A) Putative 

interneurons (Is) are depicted in green in the schematic to the left. For interneurons, there were no 

differences for any of the measurements between the control group and the KD groups, as well as 

between the KD groups themselves. (B) Putative principal cells (PCs) are depicted in pink on the 

schematic to the left. For PCs, there was a decrease in the peak firing rate and burst index for PCs 

when the Cox6a2 KD group was compared to control group and the Cox6a1 KD group. (C) High 

firing rate/broad waveform cells (HFR/BWs) are depicted in orange in the schematic to the left. 

There were no differences between any of the groups across the measurements for HFR/BWs. For 

all panels, ***p < 0.001, **p < 0.01, KW test followed by Dunn’s multiple comparisons test. Each 

black line indicates the mean. Closed circles indicate all data points per cell, open circles indicate 

averaged data per mouse. The control group is shown in black, the Cox6a1 KD group is shown in 

red, and the Cox6a2 KD group is shown in blue. 
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Cox6a1 KD and Cox6a2 KD Increased the Size of Place Fields in CA1 

Analysis of the spatial firing patterns of PCs allowed us to identify place cells and analyze 

their place fields through the criteria provided in Chapter I: Methods (Figure 8a). The number of 

cells per group used in the analyses were: control n=274, Cox6a1 KD n=215, Cox6a2 KD n=191. 

To analyze the differences in place field properties between the two KD and control groups, we 

began by measuring the number of place fields per cell (Figure 8b). The Cox6a1 and Cox6a2 KD 

groups had an increased number of place fields compared to the control group (KW test; control 

v. Cox6a1 p=0.0078, control v. Cox6a2 p=0.0036). When the Cox6a1 KD group was compared to 

the Cox6a2 KD group, did not have a difference in the number of place fields (KW test; p>0.9999).  

Next, we compared the size of the place fields (Figure 8c). The Cox6a1 KD and Cox6a2 KD groups 

both had place fields that were significantly larger than those in the control group (KW test; control 

v. Cox6a1 p=0.0007, control v. Cox6a2 p<0.0001). The Cox6a2 KD group also showed an increase 

in place field size when compared to the Cox6a1 KD group (KW test; p=0.0160) The increase in 

place field number and size for both Cox6a1 and Cox6a2 KD groups suggest that the mitochondrial 

subunits play an important role in regulating how spatial information is encoded in the 

hippocampus.  

To measure the precision of spatial firing without having to define place fields, we also 

quantified the spatial information in bits/spike and in bits/second (Figure 8d-e). Here we observed 

that the spatial information decreased for the Cox6a2 KD group when compared to the control 

group (KW test, p<0.0001 bits/spike; p=0.0075 bits/second) (Figure 8d and Figure 8e). The 

decrease in spatial information is consistent with the increase in place field size, as broader fields 

are expected to have less information about spatial location. The Cox6a1 KD group also showed 

a decrease in information in bits per spike, but no difference in bits per second compared to the 
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control (KW test, p=0.0002 bits/spike; p>0.9999 bits/sec). We also observed a decrease in the 

spatial information in the Cox6a2 KD group when compared to the Cox6a1 KD group (KW test, 

p=0.0008 bits/spike; p=0.0021 bits/second).  
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Figure 8. Knocking down Cox6a1 and Cox6a2 increased the place field size of principal cells 

in the CA1 region. (A) The mice spent ~8 minutes exploring an open field environment. For 

recordings in the open field, heat maps displaying the place fields of place cells were generated 

for the control, Cox6a1 KD, and Cox6a2 KD groups. The displayed cells are taken from different 

recording days and from different animals. (B) The number of place fields per cell were increased 

for both KD groups compared to the control group. (C) The place field sizes were also increased 

for both KD groups compared to the control group, as well as for the KD groups compared to each 

other. (D) Information (bits/spike) decreased for both KD groups when compared to controls, as 

well as when compared to each other, and (E) information (bits/sec) decreased for the Cox6a2 KD 

group compared to the control group and the Cox6a1 KD group. All statistical comparisons were 

performed with a KW test followed by Dunn’s multiple comparison test, ***p < 0.001, **p < 0.01, 

*p < 0.05. Each closed circle is a cell, and black lines indicate the mean over all cells in a group. 

Each open circle is the data averaged per mouse in each group, and the corresponding black lines 

indicate the mean over all mice.  
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Cox6a2 decreased frequency of theta and gamma oscillations 

We also performed an analysis of the local field potential (LFP) recorded from the CA1 

region. The data from the Cox6a1 KD and Cox6a2 KD groups was compared to the control group. 

LFP analysis revealed that there was no difference between the Cox6a1 group and the control 

group in the frequency of theta or gamma rhythms (KW test; theta p>0.9999, gamma p>0.9999) 

(theta, Figure 9a; gamma, Figure 9b). On the other hand, there was a significant decrease in the 

Cox6a2 KD group when compared to the control group in both the theta and gamma frequency 

(KW test, theta p=0.0178 gamma p=0.0057). Compared to the Cox6a1 KD group, the Cox6a2 KD 

did not a difference in theta frequency but did have a decrease in gamma frequency (KW test, theta 

p=0.1439; gamma p=0.0053). These data suggest Cox6a2 plays a role in regulating the frequency 

of theta and gamma, while Cox6a1 does not. It is important to note that gamma oscillations were 

not detected for all animals (control n=5, Cox6a1 KD n=3, Cox6a2 KD n=4), reducing the number 

of animals in the analysis, while theta oscillations were detected for all animals (n=6 for all). There 

was no difference in the abundance of sharp wave ripples (SWRs) between any of the groups (KW 

test, control v. Cox6a1 p>0.9999, control v. Cox6a2 p>0.9999, Cox6a1 KD v. Cox6a2 KD 

p=0.9309). This suggests that each of the mitochondrial subunits, along with the remaining lower 

levels of the other subunit, was sufficient for providing sufficient energy for generating these 

transient events (Figure 9c). 

To analyze whether the effects on theta oscillations correlate with the extent of expression 

of our constructs, we plotted the average theta frequency against the levels of GFP expression we 

found in the ROIs mentioned above (Figure 9d). For the Cox6a2 KD group, we observed that an 

increase in the number of cells with GFP expression was related to a decrease in theta frequency. 
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A smaller decrease in theta frequency is observed for the Cox6a1 KD group as the number of cells 

with GFP expression is increased. While there is a negative relation between construct expression 

and frequency in both Cox KD groups, there is no apparent relation between expression and 

frequency in the control group. Overall, this shows the decreased theta frequency for the Cox6a2 

group is correlated with the level of GFP expression.    
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Figure 9. Reducing levels of Cox6a2 in PV+ interneurons reduced the frequency of 

hippocampal oscillations. (A-C) Theta frequency, gamma frequency and sharp wave-ripple 

(SWR) rates for the control and experimental groups are shown. Theta and gamma frequency data 

were taken from periods when the animal was moving at speeds > 2 cm/s. SWR rates were 

calculated from the occurrence of a SWR during times when the animal was resting (speed < 2 

cm/s). (A) There was a decrease in theta frequency in Cox6a2 KD group compared to the control 

group. (B) There was a decrease in gamma frequency in the Cox6a2 KD group compared to both 

the control and Cox6a1 KD groups. (C) There was no difference in ripple abundance between any 

of the groups. All statistical comparisons were performed with a KW test followed by Dunn’s 

multiple comparison test, **p < 0.01, *p<0.05. (D) The correlation between average theta 

frequency with the number of cells expressing GFP per mm2 in the ROIs.  
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Chapter III: DISCUSSION 

 

 PV+ interneurons are known to have a have a larger presence of cytochrome c oxidase 

(complex IV of the Electron Transport Chain) than any other neuron type in the hippocampus, 

suggesting they are the most metabolically active neurons in the hippocampus (Gulyás et al., 

2006). In this thesis, we utilized Cre-dependent viral vector constructs to express shRNAs that 

selectively knocked down the mitochondrial proteins, Cox6a1 and Cox6a2, within PV+ 

interneurons of the CA1 hippocampal region in PV-Cre mice and confirmed targeting of the 

shRNAs to PV+ interneurons in the vicinity of our recording sites in CA1 (Figure 4-5). As a result 

of knocking down Cox6a1, we observed no change in the firing rates of interneurons and PCs, an 

increase in size of place fields, and no change in the LFP (Figures 6-8). Knocking down Cox6a2 

appears to have indirectly altered function of PCs profoundly. We observed a decrease in the peak 

firing rates of PCs, an increase in the size of place fields, and a decrease in theta and gamma 

oscillations (Figures 6-8). As we expected, we saw a larger influence on the firing properties and 

the LFP with the Cox6a2 KD group, which suggests the importance of Cox6a2 within the 

hippocampal CA1 region.  

Our viral vector constructs were Cre-dependent and included GFP in addition to the 

shRNA. We could therefore analyze the expression of the viral constructs by visualizing the GFP 

expression by carrying out histological procedures. As expected for the PV-Cre mice that were 

used in our experiments, the pattern of cells with GFP expression matched the known distribution 

of PV+ interneurons in the CA1 region (Figure 4-5). Therefore, the constructs appeared to be 

selectively expressed in PV+ cells. In parallel experiments by the Pekkurnaz lab (V. Luczak and 

G. Pekkurnaz, unpublished data), the shRNA constructs were confirmed to be Cre-dependent and 

to knock down the levels of Cox6a1 and Cox6a2 after three weeks. Although it is known that the 
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turnover of proteins in mitochondria is slow, these data suggest that there was at least a partial 

decrease in protein levels at the time when we performed the recordings, which was ~3.5-5 weeks 

after viral injections. Alternate brain sections were saved for future immunohistochemistry 

experiments where the quantification of 1) percentage of PV+ cells infected and 2) level of protein 

knock-down will be performed. Meanwhile our current histological analysis confirmed that all 

tetrodes used for data collection terminated within the CA1 region and that all tetrodes had cells 

with GFP expression in the proximity. Given that we observed physiological changes in firing 

rates, place field size, and oscillation frequencies in the CA1 region, in particular as a result of the 

Cox6a2 shRNA expression, it is evident that our constructs resulted in a level of protein reduction 

that altered neuronal function. Further analysis will allow better characterization of our results. 

 Although principal cells were not directly manipulated in this study, we found altered firing 

patterns of PCs with the expression of the viral vector constructs (Figure 7). This effect was 

indirect and can be attributed to the influence of PV+ interneurons on principal cells because 

expression of our constructs was limited to interneurons. We show that the indirect influence from 

the interneurons was sufficient in causing severe effects on the PCs we recorded from. Previous 

studies have shown that by decreasing the firing rate of interneurons, which are known to inhibit 

principal cells, the firing rate of principal cells would increase by the decrease in inhibition (Stark 

et al., 2014). This is contrary to what we see, as INT firing rates were unchanged, while PC peak 

firing rate was still decreased, and the average firing rates for INTs and PCs were not altered in 

the Cox6a1 and Cox6a2 KDs groups. Given that our manipulations were not acute, it is therefore 

likely that the local network reaches a new balance in which firing rates of interneurons and 

principal cells were regulated in a corresponding direction.  
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One of the most striking effects of our manipulation is that place field sizes were 

dramatically increased by both Cox6a1 KD and Cox6a2 KD groups (Figure 8). These results, along 

with the decrease in peak firing rates of principal cells, are similar to the results found by Zhang 

et al. (Zhang et al., 2014). In their study, they found an increase in place field size and a decrease 

in peak firing rate of place cells when mice were exploring a dark environment compared to a lit 

environment. They also found a decrease in the spatial information in the dark, where the mice did 

not have any visual input, which they claim suggests less accurate place cell firing. This provides 

a parallel example to our results that place field rate and spatial accuracy can be altered in concert, 

as we also see decrease in spatial information, despite differences in our experimental designs. 

Zhang et al. found their results with no manipulation to the hippocampus, while we injected viral 

vectors to produce similar alterations in the firing patterns of place cells. Also, our data collection 

was limited to dimly lit environments while their data was collected from both dark and lit 

environments and found impairments in spatial representation in dark environments. One 

possibility is that our interneuron manipulation caused similar effects to the loss of visual inputs 

by impairing the relationship between principal cells and interneurons.  

Interestingly, the KD manipulations revealed an increase in a unique group of cells that we 

characterized as HFR/BWs (Figure 6). We did not see a difference in the firing properties of 

HFR/BWs in the KD groups compared to the controls, despite the increased proportion of those 

cells in the KD groups (Figure 7). However, this comparison should be taken with a grain of salt 

because two control animals were not included in the dataset because they did not have any cells 

in this group, and one control animal only had 1 HFR/BW cell. It is also possible that the HFR/BWs 

could be principal cells as well as interneurons affected by the manipulation, creating mixed 

characteristics within the group. For HFR/BW cells that could be principal cells, it is also possible 
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that some of those cells are also place cells that were not included in the place field analysis due 

to our criteria requiring place cells to be classified as principal cells. A more in-depth analysis of 

the waveform and spiking pattern of these cells must be performed to determine the HFR/BWs 

indeed have altered characteristics as a result of the KD manipulation.  

Previous studies have reported that PV+ interneurons are critical for generating gamma 

oscillations (Cardin et al., 2009; Ferguson & Gao, 2018; Gulyás et al., 2010; Sohal et al., 2009). 

Optogenetic inactivation of PV+ interneurons has also been shown to disrupt theta oscillations and 

network dynamics within CA1, which influence memory functions (Ognjanovski et al., 2018). 

Conversely, optogenetic activation of PV+ interneurons has been shown to play a role in restoring 

both theta and gamma oscillations (Chung et al., 2020). Our study adds to these reports and 

suggests that the high energy demand of PV+ interneurons needs to be met for PV+ interneurons 

to perform their role in maintaining hippocampal gamma and theta oscillations within the normal 

frequency band. In particular, the decrease in theta and gamma frequencies selectively when 

Cox6a2 is knocked down in the mitochondria of PV+ interneurons (Figure 9a-b) is consistent with 

a selective role of Cox6a2 in tissues that require ATP levels that are matched to energy demand.  

We also find that effects of the knockdowns on neural oscillations do not extend to SWRs 

(Figure 9c). SWRs are intermittent, transient events, and it is possible they either require other 

interneuron types to regulate their function or that PV+ interneuron activity during these events 

does not require an equally high energy supply as during theta and gamma. Theta and gamma 

oscillations are oscillations that can be ongoing for long periods, and they may therefore require a 

more consistent and sustained regulation of energy in PV+ interneurons. Previous studies have 

shown that directly influencing the firing rate of PV+ interneurons by optogenetic manipulation 

causes impairments in SWRs (Gan et al., 2017; Schlingloff et al., 2014; Stark et al., 2014). Since 
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we do not directly alter the firing pattern of PV+ interneurons, it is possible that our influence on 

the physiology of PV+ interneurons are more subtle and not able to be detected by extracellular 

recordings. Our manipulation is closer to what is expected by the influence of a degenerative 

disease, so observing how the subtle changes in the PV+ interneuron physiology alter the 

hippocampal CA1 region could provide more insight into disease-related phenotypes. It is also 

possible the difference in our results compared to previous studies is due to differences in 

analyzing the SWRs, for which there are several techniques, and given the inconsistencies in 

identifying SWRs by using different techniques. Further work to refine SWR detection and 

analysis of the post-behavior session will be necessary to fully understand the effect of Cox6a1 

and Cox6a2 on SWRs. 

 Throughout our study, we observe that knocking down Cox6a2 has more a pronounced 

influence on the CA1 physiology than knocking down Cox6a1. We see this with the decrease in 

PC peak firing rate and burst index, increase in place field size, decrease in spatial information, 

and decrease in gamma frequency (Figures 7-9). This could indicate that Cox6a2 has a more 

specialized role within the mitochondria of PV+ interneurons, which require it to be present to 

sustain function. This hypothesis can be supported by a study that identified a high concentration 

of Cox6a2 among PV+ interneurons in the hippocampus, compared to other cell types (Tasic et 

al., 2016), thus implying a unique demand for Cox6a2 in PV+ interneurons. While the role of 

Cox6a2 in neurons has not been studied, Cox6a2 has been shown to increase complex IV activity 

and mitochondrial ATP production in skeletal myofibers and cardiomyocytes (Nagai et al., 2017; 

Quintens et al., 2013). It has also been shown that Cox6a2 increases the stability of Complex IV 

compared to Cox6a1, further suggesting that PV+ interneurons rely more on Cox6a2 than Cox6a1 

to sustain function (Cogliati et al., 2016). It is possible Cox6a2 plays a similar role in PV+ 



38 

 

interneurons, but further studies are necessary to determine the regulation of ATP levels in 

neurons. Furthermore, we can currently not exclude the possibility that our constructs have off-

target effects. To confirm the importance of Cox6a2 in PV+ interneurons, it will therefore be 

necessary to perform a rescue experiment in which a construct that restore protein levels is 

expressed along with the knockdown construct. If the altered hippocampal physiology reverses to 

the firing patterns in control mice, this strategy would affirm that the dysfunction that we observe 

here emerged from reduced Cox6a2 levels.  
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CHAPTER IV: CONCLUSION 

The influence of PV+ interneurons within the hippocampus is well documented, and it is 

also well established that interneurons can sustain high firing rates and may thus have a higher 

metabolic demand. In an attempt to uncover whether energy production in PV+ interneurons is 

specialized to meet the high metabolic demand, we investigated the importance of the 

mitochondrial subunits, Cox6a1 and Cox6a2, within PV+ interneurons. First, we confirmed that 

we can target viral constructs that lower the expression levels of Cox6a1 and Cox6a2 to PV+ 

interneurons. In recordings from freely behaving mice, we then show that reducing levels of 

Cox6a1 increased the size of place fields and decreased the amount of spatial information 

represented in the CA1 region of the hippocampus. Reducing levels of Cox6a2 also increased the 

size of place fields and decreased the amount of spatial information represented in the CA1 region, 

while also decreasing the firing rates of interneurons and PCs and decreasing the frequency of 

theta and gamma oscillations. 

Overall, our study provides evidence as to how the metabolic functions within PV+ 

interneurons influence the hippocampal CA1 network. The decrease in firing properties of neurons 

and the impairments observed in spatial representation by reducing Cox6a1 and Cox6a2 hint at 

possible memory deficits that have yet to be investigated. Also, our manipulations could be a way 

to model the metabolic deficits found in degenerative diseases, which could help provide insight 

on how to treat them.  

This thesis is being used to prepare a submission of publication of material by Silvia 

Viana da Silva; Luczak, Vince; Haberl, Matthias; Shin, Sora; Lim, Byungkook; Pekkurnaz, 

Gulcin; Leutgeb, Stefan.  The thesis author will be a co-author of the publication.   
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