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10
EXPANDING RESEARCH 
DATA MANAGEMENT TO UC 
BERKELEY RESEARCHERS
A Targeted Approach to Outreach 
and Instruction

Anna Sackmann, Amy Neeser, Samantha Teplitzky, Ann Glusker, and 
Elliott Smith1

University of California, Berkeley

D
ata-intensive research has markedly increased over the last ten years, 
creating a new urgency for the careful curation, storage, documenta-
tion, and reuse of data outputs. The importance of properly managing 
research data and other outputs, such as code, continues to grow in 

importance, especially as publishers and funders institute mandates and as 
research activity turns to greater use of computation and data.2 Data-inten-
sive science, or the fourth paradigm of research, requires that institutions, 
governments, and other agencies provide a new set of tools and workflows 
to address the rapid advancement of data generation and reuse.3 With the 
increase in computing power and availability, researchers across all disci-
plines, especially in the life, health, and physical sciences, are utilizing large 
datasets, code, and modeling in their findings. The various technological 
components of data and computing add to the complexity of long-term data 
use and storage due to technological obsolescence, bit decay, and general loss 
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due to poor management.4 Increasingly, librarians are providing outreach and 
instruction to researchers to help them properly manage their research outputs 
and develop workflows that increase experimental rigor and reproducibility, 
often through open and transparent workflows. This can be in the form of 
instruction, consultation, or outreach for services such as cloud storage, data 
management planning, data curation, and data discoverability and reuse.

RESEARCH DATA MANAGEMENT AT THE UNIVERSITY OF 
CALIFORNIA, BERKELEY
At the University of California, Berkeley, consultants in the Research Data Man-
agement (RDM) Program and librarians teach broad-reaching RDM concepts 
with a shared goal: to increase rigor and reproducibility. After reviewing our 
technology services and benchmarking them against several peer institutions 
in 2013, UC Berkeley’s Research Information Technologies (Research IT) group 
and the library identified research data management support as a growing need 
and one in which both campus organizations hold expertise.5 The development 
of the university’s RDM Program emerged out of this collaboration to provide 
consulting and computing technologies to support the rapidly growing use 
of data and computation within all disciplines. The program’s collaborative 
partnership leverages the technological infrastructure and expertise within IT 
with the research support, discovery, curation, and preservation expertise of 
librarians.6 At the core of these services, librarians both advise and teach new 
and seasoned researchers how to best manage their research data outputs for 
the purposes of personal organization, increased rigor and reproducibility, 
and increased transparency of the research process.

The RDM Program is composed of consultants from Research IT and 
librarians who hold research data expertise across subject areas. They are 
part of a larger team of consultants who, in addition to data topics, consult 
about research computing. This diverse data and computation consulting 
team also includes staff from the Lawrence Berkeley National Laboratory, 
graduate student domain consultants, and undergraduate data peer con-
sultants. They attend shared meetings, office hours, and cross-training and 
have contributed to a shared consulting handbook. The RDM Program also 
frequently collaborates with other campus experts and librarians outside of 
its immediate consultant network, such as the open science librarian and the 
emerging technologies and bioinformatics librarian at UC Berkeley Library, 
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to provide specialized instruction. Building and articulating data expertise 
within the library to better respond to the increasing educational and research 
needs of students, faculty, and scholars is one of the main goals of the UC 
Berkeley Library as is articulated in its Data Initiatives Plan.7 This chapter will 
address how librarians can develop outreach and instruction strategies that 
are both targeted and scalable to provide RDM instruction at a large academic 
research institution.

PROPER DATA MANAGEMENT FOR INCREASED RIGOR AND 
REPRODUCIBILITY
Science, and research more broadly, is a communal effort built over time 
through continual assessment and communication of methods and results.8 
Constructing this communal effort to test hypotheses requires the ability 
to easily access, understand, and reuse data, code, and other research out-
puts—or proper research data management. Reproducibility, specifically the 
ability for a different team or individual in a different location to achieve the 
same measurement or result, has always been a cornerstone of science.9 The 
metaphor “standing on the shoulders of giants” is often used to illustrate how 
research cumulatively builds, most notably, through the tradition of writing 
literature reviews.10 In addition to published papers, findable, accessible, and 
documented data and code are increasingly crucial to show how research 
develops. Librarians are well-positioned to demonstrate the connection 
between research data management and reproducibility by approaching 
research from a transdisciplinary perspective and appraising research data 
without the connection to traditionally maligned academic incentives. For 
example, the development of an academic record through publishing may 
pressure researchers, especially those early in their careers, to inflate their 
research findings, either consciously or unconsciously.11

Proper data management requires detail and attention to documented 
workflows such that data and code are reproducible to not only indicate a 
finding but also accurately communicate that finding.12 UC Berkeley’s RDM 
program advises researchers on developing and implementing workflows to 
address data and other outputs before, during, and after the research process. 
The program’s consultation services and instruction initiatives aim to help 
researchers develop and document usable conventions for managing, storing, 
and versioning data. Left without guidance, researchers may develop their 
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own bespoke workflows, which require time and may result in lost data or 
analysis. When researchers take a haphazard approach to data management, 
their work is often left irreproducible by others and their future selves.13

In the following case studies, we show how librarians at UC Berkeley 
have leveraged RDM instruction to provide targeted, disciplinary expertise to 
increase rigor and reproducibility and to create open workflows. Open science 
is not only a commitment to transparency and accessibility throughout the 
research process that encompasses tools, workflows, and documentation but 
also to transparent and accessible knowledge that is shared and developed 
through collaborative networks.14 The case studies illustrate outreach and 
instruction structures that are transferable to other disciplines and cohorts of 
researchers and that are scalable at large, decentralized research institutions.

Librarians and RDM consultants have shifted away from general, one-
shot, drop-in workshops to strategically planned departmental or cohort and 
funder-driven outreach and instruction. After several iterations of offering 
general data management workshops at the beginning of each semester with 
low attendance and minimal follow-up, we pivoted our approach to offer tar-
geted education that can translate and scale to larger groups. The case studies 
highlight current data instruction and outreach initiatives: targeted outreach 
efforts to new and interested faculty, cohort training for the National Institute 
of Health’s (NIH) required Responsible Conduct of Research Program, and 
the Open Science workshop series.15

CASE 1 
Targeted Outreach to Faculty and Graduate Student Researchers 
in the Engineering and Physical Sciences

UC Berkeley’s RDM Program is closely affiliated with Research IT’s Berkeley 
Research Computing (BRC), which supports computing and data analysis 
needs across campus. Over the course of the last three years, the RDM Pro-
gram service lead worked closely across the Research IT organization to merge 
the RDM and BRC consultation services to be jointly managed on a single 
platform with shared workflows and opportunities for co-consultations. The 
two services frequently serve the same researchers, and by merging the two 
consulting services, researchers experience a “one-stop shop” instead of sub-
mitting requests for the two separate services. At a larger institutional level, UC 
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Berkeley continues to invest in data-intensive transdisciplinary programs, such 
as the NIH-supported Biomedical Big Data Program and the Computational 
Social Science Training Program, as well as grow the Division of Computing, 
Data Science, and Society. Now unified, these two campus services have an 
opportunity to collaborate on comprehensive research services for students 
and researchers.16 With the newly combined consultation services, Research 
IT piloted a dual outreach effort that was targeted, scalable, and provided an 
introduction to services for computing and data management.

Since its inception in 2015, the RDM Program has taken several approaches 
to outreach with the goal of increasing researcher engagement and education 
regarding data management from the beginning of a research project to the 
final archival and sharing stages. In the beginning years of the RDM Program, 
consultants set up information tables in key campus locations at the beginning 
of the academic year and presented at orientations for new graduate students. 
We offered several general drop-in RDM workshops at the beginning of each 
semester aimed at introducing researchers to discipline agnostic tools, such 
as the DMPTool, and general data repositories. Additionally, we scheduled 
themed programming during the annual, international Love Data Week event 
that takes place across research institutions in February of each year. How-
ever, these general efforts of tabling and drop-in workshops resulted in low 
engagement and low attendance from graduate students and faculty.

Therefore, we refocused our attention to a targeted outreach pilot, which 
consisted of identifying and individually emailing new faculty and faculty who 
had previously used Research IT services (either RDM or BRC) in the engi-
neering and physical sciences departments to request a thirty-minute meeting 
to talk about data and computing workflows. Librarians collaborated with 
Research IT to meet with selected researchers to address research computing, 
data security, and data publication and preservation. This enabled both parties 
to learn how researchers approach data and information creation, perceive 
research output value, and envision their research contribution within and 
beyond their disciplines. These meetings provided key insight into department 
and lab culture regarding open scholarship and how (or if ) researchers are 
increasing transparency through data management and computing practices.

The initial work of identifying interested faculty—pulled from a previous 
Research IT user engagement survey and a list of new faculty members 
from 2017 to 2019—was a time-intensive activity. In the first iteration of this 
targeted outreach model, we contacted fifty-one new faculty, had further 
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correspondence with nine of these faculty, and finally met with six faculty 
and their research groups. We carefully documented the following workflow 
to make replication at a future date much simpler and faster:

1.	Identify department(s) for target faculty outreach.
2.	Assemble a small team of consultants to include a subject liaison, 

BRC consultant, and RDM library consultant.
3.	Identify researchers to contact new faculty members and Research 

IT annual survey respondents.
4.	Compose individualized messages requesting a meeting to discuss 

data workflows and computing needs.
5.	Prepare for meetings by reviewing research group membership, 

research topic areas, and previous journal/data publications.
6.	Document workflow and computing/data needs during the meeting.
7.	Send a follow-up email within two business days with next steps and 

linked information.
8.	Follow up with main contact within one year to maintain the 

connection.

Rather than advertising our organizations and services, we used a topical 
approach and created one-page handouts on topics such as data publica-
tion and preservation, secure data, and research computing. We have found 
this approach to be more relevant to researchers as they do not seem to care 
about who is helping them, only that they get the help they need. This also 
allowed us to highlight and promote services specific to UC Berkeley, including 
institutional cloud storage, computing options, and Dryad, the University of 
California’s data repository. Additionally, Research IT is leading an effort to 
improve services for researchers working with sensitive and restricted data; 
so, we are able to promote that work and find potential users to inform the 
construction of these new services and infrastructure.

Due to our success in the physical science and engineering departments, 
we have extended the outreach campaign to target researchers in the School 
of Public Health. Our consulting program has seen an influx of requests from 
researchers in Public Health, many of whom are working with sensitive data 
that involves human subjects and/or requires additional data security protec-
tions. In addition to the subject librarian and representative from Research 
IT, a graduate student domain consultant who is pursuing a PhD in public 
health and the research data management service lead are taking part in the 
outreach conversations. Combining a holistic approach of combining data 
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and computation and a topical approach of introducing topics rather than 
services to support research has been essential in the library and Research 
IT’s collaboration to develop a model of seamless support that leverages the 
expertise of both organizations. Researchers at UC Berkeley are better able 
to utilize computing and storage infrastructure because of the high-touch 
consultations that take into account the variability of research needs as is 
shown by an increased number of co-consultations between RDM and BRC. 
By bringing together RDM and research computing, we help researchers 
make their data open and available when possible and secure when needed.

CASE 2 
Responsible Conduct of Research (RCR) Training for Researchers 
Funded by the NIH

UC Berkeley has developed a program to support the Responsible Conduct 
of Research (RCR) ethics requirements as first stipulated by the National 
Institutes of Health (NIH). The federal funding organization has long rec-
ognized the need for enhanced rigor and reproducibility in research. RCR is 
defined by the NIH as “intellectual honesty in the formulation, conduct, and 
reporting of scientific research.”17 At UC Berkeley, the RCR Program provides 
training to address ethical research conduct and aims to enhance research 
reproducibility. More recently, the National Science Foundation (NSF) and 
the National Institute of Food and Agriculture (NIFA) have added RCR training 
requirements for certain grant recipients. The NIH specifically stipulates that 
all “...trainees, fellows, participants, and scholars receiving support through any 
NIH training, career development award (individual or institutional), research 
education grant, and dissertation research grant must receive instruction in 
responsible conduct of research.”18 Moreover, the NIH stipulates that online 
training is insufficient and must take place in a face-to-face environment. 
Due to the COVID-19 pandemic, all sessions were successfully transitioned 
to synchronous training via Zoom.

RCR training sessions are embedded in a variety of research programs at 
UC Berkeley, including molecular and cell biology (MCB) 293, a course that 
all incoming graduate students in bioengineering, chemical biology, and 
molecular and cell biology are required to take. The curriculum for MCB 293 
includes research ethics, reproducibility, and statistical validity.19 After learning 
of the rigor and reproducibility component of the course, the subject liaison 
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and librarians within the RDM Program contacted the course instructor to 
offer a guest lecture on data management and organization, which includes 
overviews of important campus tools, general practices, and concepts of 
rigor and reproducibility. Following the first lecture for MCB 293, we have 
been invited to teach the module to additional graduate cohorts, including a 
research group in the university’s neuroscience institute, a graduate cohort in 
the Computational Social Science Training Program, and a cohort of graduate 
researchers in the School of Public Health, where the public health librarian 
assisted with teaching. In addition to the ongoing involvement with MCB 
293, we now regularly teach the module to a multidisciplinary, graduate-level 
research ethics course that is taken by students in a variety of fields who receive 
research funding through a number of different organizations. Since the begin-
ning of our collaboration with the RCR program, librarians have taught ten 
sessions reaching over three hundred graduate students. For each iteration 
of the class, we are able to utilize the subject expertise of the liaison librarian 
and the functional expertise of RDM librarians.

Because many of the graduate students in MCB 293 are at the beginning 
of the research process, we focus on building content around supporting 
data instead of data management. The ninety-minute module is divided into 
three sections:

1.	Part 1: Introduction to data support and why RCR training matters
2.	Part 2: Planning, documenting, and describing data and other out-

puts during the research process
3.	Part 3: Data storage at UC Berkeley, archiving, and sharing

During the introduction component of the workshop, students are introduced 
to data management within four contexts: the personal benefits, research 
ethics, funding organization data management policies, and publisher data 
sharing policies. For graduate students who are at the beginning of their 
research careers, the importance of data management for purposes of rigor 
and reproducibility requires a metaphorical carrot and stick explanation. 
Graduate students in MCB 293 conduct individual research projects during 
three nine-week laboratory rotations during which they are collecting and 
analyzing data. During the rotations, they are not yet publishing or writing 
grant proposals with data management plans. Since they are in the early stages 
of building their research and data management habits, the daily workflow 
practices and tips introduced in this session are immediately applicable to this 
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group. For graduate students who are further along in their research careers, 
they may already understand the personal benefits to data management 
because of previous instances of data loss or time lost to poorly organized 
and documented data. The session content that addresses publisher, insti-
tutional, and funder policies is more immediately applicable to this group 
of researchers. The ethical argument of data management is more difficult 
to communicate and requires an environment in which departments and 
advisors communicate the value of open and reproducible workflows, which 
varies significantly between disciplines.

Following the introduction, students view “Data Sharing and Management 
SNAFU in 3 Short Acts,” created by the NYU Health Sciences Library, in which 
animated panda bears illustrate the perils of sharing poorly documented data.20 
The short video is relatable for the researchers and injects humor into the 
process of proper data management. Students then read a data management 
case study and are asked to discuss questions regarding file types, storage, and 
organization with a partner or in small groups. Utilizing a video and a case 
study with discussion questions provides the students with an opportunity to 
understand the motivation for data management. The librarian then guides 
the students through best practices for documentation and description, which 
includes preferred data file formats, file naming conventions, metadata stan-
dards, and the crucial components of a descriptive readme.txt file.

Finally, students are introduced to data storage and backup options and 
tools at UC Berkeley. They are provided with three data-loss scenarios in which 
data becomes lost or inaccessible due to issues with hardware, encryption, 
or lack of digitization. They are then asked to share possible solutions with 
the group. The session closes with a section on data sharing and publishing 
in which students are provided with a workflow and examples of successful 
data publishing at UC Berkeley.

Librarians’ involvement in RCR instruction on increasing rigor and repro-
ducibility is not a novel concept; rather, it is a natural extension of our current 
work. Librarianship requires that information sources, data and beyond, be 
appraised and organized for maximum discoverability and usability. Moreover, 
the combination of subject and functional expertise grounds the key concepts 
of RCR training within a domain context while providing UC Berkeley-specific 
solutions to handling data from the inception of a research project through the 
final stages of sharing and communicating outputs. With minor adjustments, 
the material is adaptable across domains.
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CASE 3
A Cohort-Focused Open Science Workshop Series for New 
Graduate Students in the Earth and Planetary Science Department

The Engineering & Physical Sciences Division of the UC Berkeley Library part-
ners with researchers to support the entire research lifecycle, with a focus on 
opening up key components of that cycle. We aim to understand how work-
flows have changed within scientific disciplines, identify new opportunities 
for librarians, and extend support to open science workflows emerging within 
the departments we support. Throughout the fall semester of 2019, librarians 
and staff piloted a series of open science workshops in the Department of 
Earth and Planetary Sciences that focused on trending methods and workflow 
tools relevant to new graduate students as they launch their research careers. 
The sessions reached a cohort of twelve students and showed them how to 
manage both their research and their data as well as encouraged them to 
adopt open and reproducible workflows.

The pilot had four major objectives:

	• Incoming graduate students will develop an ongoing community of 
practice around open science workflows.

	• Series participants will be able to apply and explore practices and 
tools in daily research workflows that support openness, integrity, 
and reproducibility.

	• At least one series participant will take on a role as department 
ambassador or future workshop instructor.

	• The library will be established as a key collaborator and resource for 
open research workflows.

The series consisted of six workshops within one semester that addressed open 
science topics as they arise at different points in a typical science research 
workflow. Research workflows were represented as a larger cycle with smaller, 
iterative cycles nested within (figure 10.1).

Students were asked to consider the larger cycle as their dissertation or 
thesis project and the smaller cycles as necessary steps within that project. 
These steps include the following:

	• Discovery (topic selection and initial background research)
	• Data Collection (data collected through experiments, fieldwork, or 

model runs, for example)
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	• Analysis (methods and processes used to analyze and interpret data)
	• Writing (using open or collaborative tools to write up results)
	• Publication (selecting a venue, submitting, and revising the finished 

product)
	• Outreach/Impact (presenting work at conferences, assessing its impact, 

and determining next steps)

As the series targeted first-year-graduate students, it was not necessary to 
address each part of their eventual research workflow but rather to start them 
with good habits and practices that could be applied to later stages as they 
reach them.

The six sessions included the following:

	• Introduction to Research Workflows and Literature Searching
	• Citation Management

Research 
Workflow 

Cycles

OUTREACH
&

IMPACT

DISCOVERY

DATA 
COLLECTION

ANALYSIS

WRITING

PUBLICATION

FIGURE 10.1
Research workflow cycles
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	• Collaborative Writing in LaTeX with Overleaf
	• Jupyter Notebooks Best Practices
	• Dynamic Data Management
	• Publishing and Citation
	• Approaches to GitHub and Reproducible Code

Sessions were taught by a mix of librarians and library staff, departmental 
faculty, and graduate students. Curriculum and materials can be found in 
the related GitHub repository.21

The decentralized culture of large academic campuses presents challenges 
for developing lasting connections between liaison librarians and graduate 
students. These workshops drew together expertise from the library and an 
academic department, offering students a scaffolded introduction to locally 
supported resources. Unlike a boot camp or one-time workshop model, stu-
dents learned material over the course of several months, giving them the 
opportunity to attempt, adapt, and develop new methods. The workshops 
also filled a need expressed by earlier graduate cohorts for domain-specific 
sessions in their physical location, making this an effective approach for 
reaching students to introduce foundational open research methods. Trainers 
benefitted by encountering a cohesive audience and creating content that 
could be applied to other disciplines. Pilots such as this build communities 
of practice, test methodologies, and provide an opportunity to scale training 
to a broader audience.

The scaffolded, open-science workflows series described here was built 
on a graduate cohort and was aimed to welcome students into their larger 
community of practice, department, university, and academic science more 
broadly. The series follows a similar approach to the Open Science Commu-
nities that have taken hold in the Netherlands. These bottom-up networks 
“create a learning environment where scholars can acquire the skills to conduct 
open, transparent, and reliable research.”22 Such a setting brings peers together 
who may have no experience with open science research but are willing to 
learn, share, and serve as nodes to their lab groups and larger disciplines. This 
grassroots approach puts new scholars on level footing with more established 
researchers, dispels the mysteries of scientific workflows, and creates a more 
inclusive atmosphere within the departmental community.
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DISCUSSION
Teaching RDM concepts and tools to researchers in UC Berkeley’s large, dis-
persed organization requires a uniquely scalable yet targeted approach. The 
three case studies highlighted in this chapter utilize scalable structures for 
outreach and instruction that can be replicated with minor changes to serve 
additional departments and researcher cohorts. In order for the education 
efforts highlighted in each case study to be successful in teaching researchers 
RDM, we identified specific attributes that make the effort both specific and 
scalable (table 10.1).

The case studies differ in their approach and execution, yet the structures 
transition to larger groups of researchers and have the potential to be applied 

TABLE 10.1
Comparison of case studies/approaches to RDM outreach

CASE STUDIES

THEME
Case 1
RDM Outreach

Case 2
Responsible Conduct 
of Research (RCR)

Case 3
Open Science Series

Audience New faculty NIH-funded researchers Graduate students

Discipline Engineering, Earth 
Sciences, Public Health

Molecular & Cell Biology; 
Life & Health Sciences;  
Engineering; Social 
Sciences

Initial focus on one 
department (Earth & 
Planetary Science) with 
room to scale

Scale Department, College or 
School; research groups

Local iteration of feder-
ally mandated training

Community;
Department

Incentive for 
participants

Orientation; guidance Mandated by the NIH and 
other funders

Informal—bonding,  
connection, camaraderie

Inclusion &
Power  
Balances

Early career researchers  
& previous Research IT 
users

All graduate students 
and postdoctoral re-
searchers funded by NIH

Graduate students:  
scaffolded cooperation; 
mutual sharing and 
learning 

Future  
directions/
Sustainability

Scalable model that  
can be extended to any  
department or program

Established and embed-
ded as part of Graduate 
Program Training

Get approval to offer for 
course credit; offer as 
recurring series beyond 
department
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to different disciplines and institutions. Quantitative metrics that may be 
traditionally used to measure success, such as the number of sessions taught 
and the number of session attendees, tell unique stories for each case. For 
example, in the targeted outreach program, fewer responses and requests 
for consultations (fifty-one requests for meetings were met with nine email 
responses and six meetings) may enable librarians and consultants to more 
deeply engage with the research group and assist with specific computing and 
data workflows. However, the RCR training consistently reaches roughly sixty 
researchers each semester, which the librarians and RDM Program consider 
successful. As discussed in the Open Science series case, a major component 
of success stems from the opportunity for emerging scholars to engage with 
established researchers in their field involved in the program series. The cohort 
consisted of twelve first-year-graduate students who attended sessions led by 
either librarians, faculty, or other graduate students.

The work of Woodley and Pratt is particularly helpful in understanding how 
power balances and modes of communication within the UC Berkeley data 
community influence the interactions within these sessions. 23 Applying their 
terminology (convey, contribute, collaborate), we can better anticipate how 
expertise will be shared or communicated beyond the individual sessions. In 
the RCR training sessions, the organization acts as convenor or expert, inform-
ing participants about federal rules and standards. The RCR sessions typically 
mark the beginning of an interaction between researchers and librarians, after 
which researchers contact librarians for additional guidance to address data 
workflows that are unique to their research. RDM Outreach more closely aligns 
with the “contribute” mode in that researchers share input about their research 
practices and RDM consultants craft individualized responses. The success of 
these interactions hinges on the consultant empowering the researcher with 
tools and guidance to develop new solutions. The Open Science series strikes 
a balance between “contribute” and “collaborate,” distributing power to par-
ticipants so that they may continue conversations and connections beyond 
the series. This may result in ongoing changes to their personal research 
workflows or participants taking new methods of organization and practices 
back to their research groups.

Librarians and RDM consultants serve as a crucial locus for community- 
driven approaches to learning and transforming data management and work-
flow practices. Each case illustrates the need to consider and move beyond 
flat, quantitative metrics to implement targeted approaches to providing 
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instruction opportunities for data management and open science. Open sci-
ence tools, storage options that enable collaboration, and data repositories are 
only utilized to the fullest extent possible to make data and research outputs 
findable and reusable if researchers understand why and how they should 
integrate them into their workflows. Instruction and outreach that address 
RDM do not need to reach as many researchers as possible in order to see 
enhanced rigor in research outputs. By identifying ways in which programs 
may be sustained, scaled, and translated prior to implementation, we prioritize 
growth and inclusion to connect with emerging and established researchers 
from a number of different disciplines.
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