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ABSTRACT OF THE DISSERTATION

Functional pressures and linguistic typology

by

Eric Meinhardt

Doctor of Philosophy in Linguistics

University of California San Diego, 2021

Professor Eric Baković, Co-Chair

Professor Leon Bergen, Co-Chair

The explanation of linguistic variation and change is one of the central questions

in the language sciences. Functional explanations focus on how the needs and abilities

of language users shape the distribution of linguistic structures that typically convention-

alize — e.g. structures that are harder to perceive or learn accurately are less likely to

conventionalize accurately. Perceptibility effects are common sound patterns that seem

closely related to the relative confusability of different speech sound sequences. One class

of explanations — phonological accounts — have assumed speakers (implicitly) know how

confusability varies as a function of immediately adjacent sounds, and that this is a rich

enough description of confusability to explain much of perceptibility effects. Chapter 2

shows that the perceptibility of tokens of any given sound in American English systemati-
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cally varies based on a listener’s incrementally-adjusted expectations about what the speaker

intends to say, and shows that this variation is significantly greater than variation due to

immediately adjacent sounds. To derive this result, I present a computational psycholin-

guistic model of word recognition and apply it to experimental confusability data and a

transcribed lexicon of 104 words. I conclude that phonological accounts of perceptibility

effects need to be much more complicated and less modular than currently appreciated,

and are consequently less plausible. Chapter 3 applies the same word recognition model

and novel information-theoretic measures of confusability to two conversational corpora

and shows that words that are more contextually confusable are lengthened in contexts

where they are more confusable, and shortened where they are less so. This is a crucial step

towards a linking hypothesis between the realtime perceptibility of different speech sound

sequences and conventionalized perceptibility effects. Chapter 4 considers morphology.

Prior research has observed an inverse relation between morphological complexity and

demographic variables like speech community size and proportion of adult learners. Recent

work has hypothesized that higher complexity may be helpful to child learners, and that

populations with differing demographics constitute environments with different ‘selection

pressures’ for language variants to ‘evolve’ in. I argue that mathematical formulations of

Darwinian evolution suggest a more likely explanation: ‘neutral’ change caused by random

fluctuations in variant frequency (‘drift’) is much more powerful in small populations and

can easily overwhelm selection relative to large populations.
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Chapter 1

Introduction

The following chapters of this dissertation are three case studies of the role that

pressures for communication and learning have in explaining the diversity of linguistic

structures linguists have observed and their relation to linguistic theory. In all three cases, I

focus on patterns in the structure of words and speech sounds.

Chapters 2 and 3 concern perceptibility effects— cross-linguistically common

patterns in speech sounds and sound changes that are closely related to patterns in what

speech sounds are easier or harder to perceive in the context of which other sounds. There are

two classes of explanation for perceptibility effects, which I will term diachronic-phonetic

accounts and synchronic-phonological for brevity. The main explanation of the first class

is that listener-learners mishear sounds that are confusable and/or misattribute what they

hear to being part of the grammar of the language (J. J. Ohala, 1993). A variant of this

listener-error account also hypothesizes a role for the choices of speakers. It suggests that

how speakers pronounce words (and therefore what listener-learners are exposed to, and

shaping what kinds of errors they are likely to make) is shaped by their communicative

goals: speakers selectively enhance aspects of pronunciation that make listeners more likely

1



to understand what the speaker means, and underarticulate aspects that likely won’t hurt

understanding (Lindblom, 1990).

A second broad class of explanation argues that the prevalence of perceptibility

effects is also partly explained by grammatical knowledge that directly references facts

about the relative confusability of different speech sounds in different local environments

(Steriade, 2001b): instead of perceptibility effects in sound changes and grammatical sound

patterns being an indirect, eventual outcome of conventionalization initially caused by

variation in naturalistic listening and speech of particular languages, perceptibility effects

are explained by grammatical knowledge that directly references a speaker-internal model of

the relative perceptibility of different speech sounds in the context of immediately adjacent

speech sounds. A subset of research in this class of explanations has further proposed that

this knowledge might be biologically innate, and that this contributes to explaining the

prevalence of perceptibility effects (Wilson, 2006).

The second chapter of this dissertation — documenting research conducted with

the aid and advice of Eric Baković, Leon Bergen, Marc Garellek, and Andrew Kehler

— argues against synchronic-phonological explanations of perceptibility effects. In this

chapter, I claim that these accounts are based on an unintentional and incorrect assumption

about perception and how it plays out in speech processing, namely the assumption that

the scope of variation in perceptibility of speech sounds caused by context is limited to

the relatively local phonotactic context that laboratory studies have examined. I show

this is incompatible with what is known about perception generally and psycholinguistics

specifically, and through a mathematically explicit model of word recognition applied to

data on the confusability of American English speech sounds (Warner, McQueen, & Cutler,

2014), show that perceptibility is, in fact, sensitive to a much more expansive notion of

context, and that the perceptibility of a given speech sound varies both more and differently

than this second class of explanations assumed. I argue that revising this type explanation to

2



accurately reflect facts of perceptibility is most consistent with the class’s stated motivations,

and yet also renders it psychologically much less plausible as a result of the changes in the

architecture of phonological knowledge it entails. I conclude that the weight of evidence

supports diachronic-phonetic explanations of perceptibility effects instead.

The third chapter — a conference submission written jointly with Leon Bergen

and Eric Baković — tests a key prediction of the ‘speaker-choice’ variant of diachronic-

phonetic explanations. Using a variant of the model developed in the first chapter applied to

corpora of conversational American English speech (Calhoun et al., 2010; Pitt et al., 2007),

the chapter examines whether speakers typically lengthen content words (making them

easier to understand) when they are more contextually confusable and typically shorten

them (economizing on production cost) when they are less contextually confusable, and

finds that they do.

The final chapter— a book chapter written with RobMalouf and Farrell Ackerman

— considers morphology rather than phonetics and phonology, and ultimately argues against

a functionally-oriented explanation of typology in favor of population-level explanations.

The enumerative complexity of a language’s morphology concerns details like the number

of morphosyntactic categories, the number and variation of formatives used to encode them,

and the combinatorics of how those formatives appear in the language (Ackerman &Malouf,

2013; Stump & Finkel, 2013). Linguists have observed that high enumerative complexity

in morphology seems to be uncommon among languages spoken by historically exoteric

communities (Wray & Grace, 2007) — ones with larger populations of speakers, covering a

large area, with lots of language contact, and often with notably large proportions of adult

second-language learners at some point in their history— and that instead higher complexity

seems to be found principally in languages spoken by communities historically lacking

these qualities or displaying the opposite trends — esoteric communities. Psycholinguists,

meanwhile, have found some empirical evidence for the idea that adults seem to have greater
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difficulty than children in learning (enumeratively) complex morphology — in other words,

that forms and languages with lots of forms that are less enumeratively complex are more

easily learned by — well-adapted for learning by — adult second-language learners.

Lupyan and Dale (2010, 2015, 2016a) and Dale and Lupyan (2012) speculate

that high enumerative complexity may be adaptive for the learning mechanisms available

to children, and that this explains why it is associated with esoteric populations. They

couch this hypothesis about morphological typology in terms of cultural evolution: adult

second-language learners (present in exoteric populations) select against high complexity

and for low complexity, and child learners select for high complexity. The differential

net pressures in these different types of populations, they hypothesize, lead to differential

survival and propagation of certain types of forms and systems of forms in those different

types of populations.

The fourth chapter argues that, in light of the lack of empirical evidence or

any detailed model of child learning that explicates Lupyan and Dale’s hypothesis about

high complexity supporting child learning, evolutionary theory and mathematical models

of evolutionary processes suggest other hypotheses are a priori simpler and much more

likely to explain observed trends in esoteric populations and morphological complexity.

While Lupyan and Dale (2010) are correct that language and culture can be understood

as Darwinian evolutionary systems comparable to biological evolution in a well-defined,

abstract sense, the fourth chapter argues that they have missed several of the most important

lessons of 20th century evolutionary theory— ones that apply to any Darwinian evolutionary

system. As noted in the chapter, debate over the relative likelihood and explanatory burden

of random changes vs. of adaptive changes in explaining observed patterns in evolution has

been a key part of modern evolutionary theory and motivated both rigorous mathematical

theory development and a high burden of evidence for adaptive explanations (Gould &

Lewontin, 1979; Pigliucci & Kaplan, 2000; Stephens, 2008). As elaborated in the chapter,
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such mathematical work was instrumental in determining that the evolution of smaller

populations is much more sensitive to random fluctuations than that of large ones, and

that in small populations the effects of even relatively strong adaptive pressures can be

overwhelmed by such random fluctuations, meaning that even traits that are selected against

and that would disappear in large populations can arise and stably persist in small populations.

Turning to work specifically on language, the chapter also reviews recent work on language

change and finds it consistent with these observations as well. Consequently, if a linguistic

pattern appears to be generally absent in large populations, but when present, is present

principally in populations that are small, then (ceteris paribus) it is more likely to be neutral

than adaptive, and could even plausibly be maladaptive. Lacking forthcoming specific

empirical evidence for or a well-motivated mathematical model linking high morphological

complexity to ease of learning in children (but crucially not adults), the chapter concludes

that Lupyan and Dale’s hypothesis about the typology of esoteric speech communities is

less likely than the assumption that high enumerative complexity has no specific benefit to

language learning in children.
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Chapter 2

Perceptibility Effects and

Constraint-Based Phonological Theory

2.1 Introduction
The field of phonetics is principally concerned with realtime, continuous, gradient,

physical, measurable, and contextually often highly variable properties of speech sounds

– their production, acoustics, and perception. Phonology, in contrast, is concerned with

the productive generalizations speakers of a language have about sound patterns in their

language, where the notion of speech sound is discrete, abstract and categorical, and patterns

include things like which sounds tend to (or must or cannot) occur next to which other

sounds. For example, it is knowledge of phonological generalizations about English sound

patterns that allows a native speaker to conclude that even though neither /blIk/ (blick) nor

/bnIk/ (bnick) are actual, meaningful words of English and even though they differ only in

one speech sound, /blIk/ is a plausible English word in a way that /bnIk/ isn’t: English-like

6



words do not and (at least currently) could not start with sound sequences like /bn/.1 While

both phonetics and phonology study and characterize knowledge that speakers have of

sounds in their language, the nature of that knowledge is quite different. The phenomena I

examine in this chapter concern both fields.

In particular, work in phonetics has established that the confusability of speech

sounds varies across different natural classes,2 and can be strongly affected by adjacent

speech sounds. For example, the contrast between [b] and [p] is easier to hear between

two vowels than before a stop:3 [aba] and [apa] are easier to discriminate than [abta] and

[apta] (Wright, 2004). Cross-linguistically, natural languages tend to avoid distinguishing

words using contrasts in phonotactic contexts where the contrast in question is difficult

to perceive (Steriade, 2001b). Similarly, patterns of sound change – both which are well-

attested and which are rare – seem to correspond to laboratory-observable patterns of

confusability (Blevins, 2008; Garrett & Johnson, 2011; Hansson, 2008; J. J. Ohala, 1981).

These patterns in phonology and historical linguistics constitute perceptibility effects. They

are the empirical phenomenon considered in this chapter. The broad scientific question

considered in this chapter is what I will refer to as the Mechanism Question:

(2.1.1) What are the mechanisms linking gradient phonetic facts about realtime percepti-

bility to categorical patterns in the phonology of individuals and language change

in populations?

To contextualize exactly what the contribution of this chapter is, I will group
1Instead, speakers typically ‘repair’ words similar to /bnIk/ (e.g. the Nordic surname Knuth) by inserting a

vowel between the two consonants, producing [b@nIk] (buhnick).
2A natural class of speech sounds are sounds in a language that all share notable articulatory and/or

acoustic properties, and that typically are treated similarly in phonological patterns. Vowels and consonants
are two familiar (if very broad) examples of natural classes.

3Stops (e.g. /b/, /p/, /t/, /d/, /k/, /g/) are a natural class of consonants that are all produced by forming a
complete stoppage of airflow from the lungs, causing a build up of pressure behind that stoppage, and then
suddenly releasing that pressure, causing a transient burst of noise.
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Figure 2.1: Classification of explanations for perceptibility effects

existing explanations for perceptibility effects per Figure 2.1. It is uncontroversial that

contrasts which are difficult for learners to accurately perceive are more likely to be mis-

perceived (J. J. Ohala, 1993) and that this is a key part of explaining perceptibility effects,

but progress in elucidating more precise theories about the mechanisms linking individual

misperception episodes to changes in the beliefs about categorical phonological patterns in

individuals or many such changes across populations and over time has been elusive. As

well, a large body of work in phonology (Hayes & Steriade, 2004; Hume & Johnson, 2001)

has introduced formal theories of grammar where the relative confusability of different

sounds is directly represented as part of grammatical knowledge. However, because the

mission of (spoken-language) phonology is generally taken to be modeling the productive

knowledge of speakers about sound patterns rather than the knowledge of analysts, the

causal role and psychological reality of such theories (i.e. how strongly phonological theo-

ries relate to the Mechanism Question) remained unclear at best and somewhere between

unconvincing and redundant with existing phonetic explanations at worst (Zhang & Lai,

2006). In the early-to-mid 2000s (Wilson, 2003, 2006; Zhang & Lai, 2006; Zuraw, 2007),
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however, research on phonological accounts began to explore the hypothesis that an innate

(and explicitly phonological) inductive bias for learning more perceptible phonological

patterns may contribute to explaining the prevalence of perceptibility effects. Finally, cross-

cutting phonetic (see e.g. J. Kirby, 2013; Lindblom, Guion, Hura, Moon, & Willerman,

1995) and phonological accounts (e.g. Flemming, 2001a) are theories hypothesizing that

perceptibility effects reflect communicative pressures on the structure of natural language,

as well as both phonetic (e.g. J. J. Ohala, 1997) and phonological (e.g. Steriade, 2001b)

accounts of perceptibility effects that are highly critical or less committed (respectively) to

such an explanation for perceptibility effects.

In this chapter, I will argue that

(2.1.2) a. Phonological accounts are based on an incomplete understanding of perception

that assumes relative perceptibility of any given speech sound in any given

phonotactic context is far less variable across and even within languages than it

actually is.

b. They make incorrect predictions about perceptibility effects as a result.

c. Their stated motivations for incorporating phonetic facts into grammatical

representations are most consistent with having a psychologically accurate

model of perceptibility, but revising phonological accounts to accurately reflect

systematic variation in perceptibility requires a dramatically different, more

complex, and far less plausibly innate model of phonological knowledge than

previously appreciated.

To make this argument, I first review what is known about the psycholinguistics of con-

textual perceptibility of words and the speech sounds within them, showing that while

phonological accounts acknowledge and make use of the effect of local phonotactic context

on confusability, they have neglected the known effects of epistemic context: listeners

9



combine bottom-up acoustic data about the currently unfolding segment with incrementally

updated top-down expectations about what they are perceiving (Marslen-Wilson & Tyler,

1980; Norris & McQueen, 2008). This means that calculation of the confusability of any

given speech sound token requires consideration of the gradient structure of the entire

lexicon as well as any other stable context cues (linguistic or not).

To show the scope and magnitude of empirical differences between out-of-context

and in-context perceptibility, I derive, implement, and analyze a computational model

of word recognition simple enough to analyze and relate to existing psychoacoustic data

(Warner et al., 2014) and complex enough to model bottom-up acoustic confusability and a

stable source of top-down, incrementally updating expectations (the lexicon). The structure

of the model allows for a precise, compact description of the incorrect predictions existing

phonological accounts should make, and its implementation using real psychoacoustic data

on perceptibility permits approximate measurement of the difference between out-of-context

vs. in-context confusability of the phonological inventory of American English. The results

clearly demonstrate that for most speech sounds, these differences are significant.

I conclude by discussing why this means existing phonological accounts cannot

accomplish their stated aims as they are currently formulated, and that revising them to

accurately model confusability would render them even more implausible than presently

appreciated, particularly contemporary reformulations positing an innate bias and offering

the otherwise most compelling case for the relevance of a direct representation of phonetic

facts in phonological knowledge.

2.2 Background
In this section, after briefly reviewing the differences between phonetics and

phonology, I introduce the phenomenon to be investigated and the two main classes of

existing explanations in more detail.
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2.2.1 Phonetics vs. phonology

This subsection briefly introduces and differentiates phonetics and phonology

from each other as fields, reviews some vocabulary and notation, and the difference in

character between phonetic and phonological explanations.

Though the border between the two is sometimes not clear,4 the field of phonetics

conventionally centers on the physical properties of speech sounds and events relatively

immediately adjacent to them— the articulation of speech sounds, their measurable acoustic

properties, and their perception, without necessarily a specific focus on the role or variation

of any of these things in a specific language relative to others. For example, the /p/ sound in

English is an instance of a class of sounds called stops or plosives; it is produced by forming

a complete stoppage of airflow from the lungs, causing a build up of pressure behind that

stoppage as the lungs continue to contract, and then suddenly releasing that, causing a

sudden drop in pressure and transient burst of noise. In the articulation and acoustics of the

/p/ sound in pin, spin, and stop, /p/ is produced slightly differently: the realization of /p/ in

pin is produced with a puff of air (‘aspiration’), but this is not present in spin, and in the

case of stop, you may not even (immediately or audibly) open your mouth and release the

build up of pressure. In broad strokes, phonetics considers each of these a different object

and a phonetic transcription of the typical production of these words would reflect this as

[phIn], [spIn], and [stAp^].

Phonology is conventionally concerned with productive grammatical knowledge

that individuals have about sound patterns in the languages they speak, where the notion

of ‘speech sound’ is more abstract, discretizable, categorical, less contextually variable,

often at least somewhat arbitrary, and centrally defined and examined with reference to

other aspects of language structure than it typically is in phonetics. Examples of questions
4Or even argued to not exist — see e.g. J. J. Ohala (1990b).
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phonology is concerned with include the inventory of abstract sound units that are used

to build larger units of form, the restrictions on what sounds can be next to each other

(‘phonotactics’), and how sounds change in different contexts (‘alternations’). With respect

to phonology, what is interesting about the different manifestations of the sound /p/ in the

three words in the example above is that they are predictable variants of what is effectively

the same object – a unit of form called a phoneme – in the larger context of English sound

patterns, meaning that a native speaker would identify them as the same sound, and that

a phonologist could plausibly transcribe these three words as [pIn], [spIn], and [stAp].5

That is, on the one hand, there are no words (or other kinds of units of meaning) that are

distinguished by aspiration in English, unlike in other languages (e.g. Hindi). On the other

hand, the change between variant realizations of the phoneme /p/ in pin, spin, and stop is not

an arbitrary property of those words – the particular realization of /p/ is predictable across

other words with reference to the position of /p/ within that word. In fact, this pattern of

variation holds not just of /p/, but of other stop sounds in English as well – it is a productive

pattern that English speakers apply to items they may never have encountered before.

To offer a second example of phonological patterns and knowledge, consider

variation in the English plural. For many words, this is an [s]: the plurals of /bip/ (beep),

/but/ (boot), and /bUk/ (book) are [bips], [buts], and [bUks]. This is not always the case,

though: the plurals of /bArb/ (barb), /b2d/ (bud), and /b2g/ (bug), among others, have a [z]

instead. The generalization relating these two cases rests on how [s] and [z] differ from

each other in the same way that [p] and [b], [t] and [d], and [k] and [g] do. A consonant can

be classified by specifying three properties of the speech organs involved in its articulation:

the place in the vocal tract where these articulators are acting, the manner in which they are

acting, and voicing, or whether or not the vocal folds are vibrating during articulation. The
5Note that square brackets refer to phonetic realization where slashes indicate a more abstract phonological

representation.
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two sounds in each of the pairs mentioned are the same across the first two dimensions and

differ only in the third. The generalization about the English plural in the data offered, then,

is that the realization (or ‘output’) of the underlying (or ‘input’) /s/ changes to match (or

‘assimilates to’) the voicing of the final speech segment in the word the plural is attaching to.

The fact that English speakers productively and consistently generalize this pattern to novel

words that they’ve never heard before (and couldn’t therefore be simply memorizing) is

further evidence that this is a productive pattern that is part of what it is to know the sound

patterns of English as a native speaker: if /w2g/ (wug) or /blIk/ (blick) were actual words of

English, their plurals would be [w2gz] and [blIks], rather than *[w2gs] or *[blIkz].6

As the next section details, this chapter is concerned with phenomena at the

intersection of phonetics and phonology, and existing work is essentially arguing about

how and why the two seem to be closely related. In the broader context of linguistic

and phonological theory, however, this is quite unusual: phonetics and phonology have

traditionally been considered to be relatively distinct aspects of what it is to know how to

speak and comprehend a language. In a nutshell, the orthodox position in linguistics (so-

called generative linguistics) since the mid-20th century (Chomsky, 1957, 1965; Chomsky

& Halle, 1968) is that

(2.2.3) The object of a scientific description of a natural language is to treat it as a formal

language, and to therefore offer a description of all and only those strings that are

part of that language.

In the context of sentences of natural language especially, the infinite number of structures

that are possible in a given human language means that as an analyst, simply listing them

is inadequate. Similarly, from a psychological perspective, the fact that children learn

languages relatively effortlessly and that both children and adults regularly produce sentences
6The * to the left of a transcribed word is a notational convention indicating that it is ill-formed.
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(as well as words) that they’ve never encountered (and generally consistently as others

do in their language community) means they are doing more than memorization – they

infer generalizations that go beyond the narrow content of what they’ve observed. By

treating natural languages as formal languages, however, we can characterize knowledge of

a language in terms of

(2.2.4) A discrete, abstract, computational procedure – a finite set of rules for manipulating

symbols (viz. a grammar) – that can generate all and only those strings in the

language.

This means that knowledge of phonological patterns like the English plural have been

traditionally taken to be characterizable by a function (traditionally, a string rewriting rule)

mapping from the concatenation of the underlying forms for a word stem (e.g. /b2d/) and the

English plural /s/ to their combined surface form ([b2dz]). The content of a phonological

theory of a language (within the tradition of generative linguistics) is taken to be the

description of those functions, how they are composed, and the representational content of

the objects those functions are defined on.

As you may imagine, it is not obvious how continuous and gradient facts of

articulation and perception fit into this picture of linguistic knowledge. To relate (or further

distinguish) the two, generative linguistics introduced the competence-performance distinc-

tion (Chomsky, 1965): the idealized, abstracted notion of what it is to know a language

described above is competence, a model of the capacity of a speaker to grasp and know

things about their language. Performance, in contrast, involves actually doing things (e.g.

producing specific utterances) with that knowledge, and may differ from competence for

reasons that aren’t obviously intimately or specifically linguistic, like working memory

limitations or being distracted. Phonology, as grammatical knowledge, has always been rec-

ognized as part of competence, whereas phonetics has at least traditionally been considered
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strongly part of performance.

In sum then, the character of phonetic and phonological knowledge (particularly

as modeled by generative linguistics) overlap, but are distinct from one another and concern

different aspects of speech sounds and what it is to know how to speak and perceive a given

natural language.

2.2.2 Perceptibility effects in phonotactics

Experimental work in phonetics and laboratory phonology has found strong

evidence that some classes of speech sounds (e.g. stops) are much more likely to be correctly

perceived by listeners when they are in some structural environments compared to others

(e.g. before vowels vs. all other environments), typically as a result of the relative strength

of specific transitional acoustic cues compared to others and a baseline of relatively weak

internal acoustic cues during the production of at least one of a pair of adjacent speech

sounds (Jun, 2004; Wright, 2004, and citations within each).

For example, strong acoustic cues to the place of articulation of oral stops (e.g.

whether an oral stop is /p/ vs. /t/ vs. /k/) are in the release of the stop and how it affects

the initial acoustics of the following sound, as in the transition from an oral stop to a

subsequent sound like a vowel whose steady-state internal acoustic cues are relatively

strong, regular, and periodic (Malécot 1958, Wright 2004, §2.1.3). This means that if one

stop is immediately followed by another stop, the first stop is denied an environment for a

release and good cues as to its identity. Place contrasts between nasals (e.g. distinguishing

/n/ vs. /m/) are similar (Malécot, 1956) and are relatively weak to begin with (J. J. Ohala,

1990a). When they are the first part of a consonant cluster7 and consequently unreleased,

then, the contrast between different nasals is especially hard to hear, and as a result the

acoustic cues to the place of articulation of the following sound dominate. Concretely: it’s
7A sequence of consecutive consonants.
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easier to distinguish [apna] from [apma] than [anpa] from [ampa], and you are more likely

to misperceive [anpa] as [ampa] than the reverse (J. J. Ohala, 1990a). I.e., the perceived

difference between [n] and [m] is greater in the context [voiceless obstruent vowel] than

in the context [vowel voiceless obstruent]. To compactly represent such statements, I will

make use of notation from Steriade (2001b): if

(2.2.5) Δ(n,m)

denotes the perceptible difference between segment sequences [n] and [m], then

(2.2.6) Δ(n/p_a, m/p_a) >> Δ(n/a_p, m/a_p)

compactly expresses the statement about relative perceptibility of nasals in different phono-

tactic environments.

(2.2.7) [n-m]/p_a >> [n-m]/a_p

is glossable as ‘the contrast between [n] and [m] in the environment p_a is greater than in

the environment a_p’, and does the same even more efficiently.

Observations like this are about online, gradient differences in how easily speech

sounds can be identified and discriminated (i.e. ‘phonetic’ observations about acoustics),

but such effects have a close relationship with well-attested conventionalized, categorical

patterns (i.e. ‘phonological’ observations) across diverse languages without any historical

relationship, as well as with common sound changes across a variety of languages (Blevins,

2008). Consider the example above, for instance: nasals and unreleased oral stops (as when

e.g. they precede stops) are more confusable than fricatives (e.g. /f/, /v/, /s/, /z/) before oral

stops, and this is reflected in the common neutralization of place contrasts8 for nasals and
8A simple example of environment-specific neutralization can be found in many varieties of American

English: in these varieties, the contrast between [t] and [d] is neutralized between stressed and unstressed
vowels, meaning words like medal and metal or ladder and latter are not pronounced distinctly, even though
speakers of these varieties productively distinguish [t] from [d] in other environments.
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stops before stops; comparatively, neutralization of place contrasts among fricatives before

stops is uncommon (Hura, Lindblom, & Diehl, 1992; Kohler, 1990; J. J. Ohala, 1990a).

Patterns like this in phonology have been dubbed perceptibility effects (Steriade, 2001b).

Two summary statements about such patterns are below:

(2.2.8) Languages tend not to make use of phonological contrasts in phonotactic contexts

where they are difficult to perceive.

(2.2.9) Alternations9 that result in less perceptible changes are more common than those

that cause more perceptible changes.

To clarify (2.2.8): Suppose some language’s lexicon uses /n/ and /m/ contrastively,

i.e. there exist wordforms in that language’s lexicon that are distinguished by the use of /n/

and /m/ – say two stems with a common prefix and that end in /an/ and /am/. Empirically,

such a language is less likely than would otherwise be expected to make use of the [n-m]

contrast in a context like [vowel voiceless obstruent] where that contrast is difficult to

accurately perceive.

Continuing the example, suppose there exists a suffix whose typical realization is

/pa/ (i.e. it starts with a voiceless obstruent) and that can attach to both of the stems ending

in /an/ and /am/. Naively, we might expect that both /…anpa/ and /…ampa/ are attested

forms; in fact, more often than we might otherwise expect, /…an/+/pa/ does not manifest

as /…anpa/.

If our example language doesn’t have /…anpa/,10 what does it have instead? Is any

kind of ‘repair’ as likely as any other? Empirically (Steriade, 2001b), per (2.2.9), the answer

appears to be No. Instead, we expect (ceteris paribus) that rather than an /n/, /…an/+/pa/

will make use of a segment type in the language’s inventory that is perceptually difficult to
9The kind of categorical and predictable variation in the phonetic realization of the English plural ([s] vs.

[z], etc.) and /p/ described in §2.2.1 are both examples of alternations.
10I.e. our example language doesn’t combine /…an/+/pa/ as /…anpa/.
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distinguish from /n/ – e.g. an /m/. I.e. instead of /an/+/pa/→/anpa/, the language is likely

to have /ampa/.11

This same pattern also plays out in language change (J. J. Ohala, 1990a), as

exemplified by these changes in the history of French:

(2.2.10) a. Late Latin primu tempus (‘first time, first season’) > Old French printans

(‘spring’)

b. Latin amita ‘paternal aunt’ > Old French ante

Other examples of perceptibility effects include

(2.2.11) a. neutralization of consonant voicing contrasts before other consonants (Hans-

son, 2008)

b. nasalization of vowels next to laryngeal sounds like [h] (J. J. Ohala, 1975)

c. stop insertion between nasals and following consonants (J. J. Ohala, 1974)

d. place of articulation shifts in fricatives (Hansson, 2008)

e. velar stops (e.g./g/, /k/) becoming labial (e.g./b/, /p/) (J. J. Ohala, 1993) or

alveolar (e.g./d/, /t/; Chang, Plauche, and Ohala 2001)

among many others. See Blevins (2008, §2.2.1) for a centralized list of such effects.

In the following subsections, I review existing explanations of perceptibility effects

in more detail, dividing them principally into

∙ diachronic-phonetic accounts that only articulate a role for listener-speakers at small

scales and processes of conventionalization in large ones

∙ synchronic-phonological accounts that claim an explanatory role for direct represen-

tation of phonetic facts in the grammatical knowledge of speakers.
11The reason why we expect specifically assimilation of the /n/ (articulated at the alveolar ridge behind the

front teeth) forward to the place of the /p/ (involving the lips) rather than the reverse – why /…ampa/ rather
than /…anta/ – is the asymmetry in confusability of nasals in consonant clusters explained in the paragraph
above Ex. 2.2.5.
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2.2.3 Diachronic-phonetic accounts

While the focus of this chapter is a critical evaluation of synchronic-phonological

explanations of perceptibility effects, the relative paucity of explicit rhetorical clash between

synchronic-phonological accounts of perceptibility effects and diachronic-phonetic ones

means that the redundancy, systematic misprediction of variation, and a priori implausibility

of arguments for synchronic-phonological explanations cannot be appreciated without a

review of diachronic-phonetic accounts of perceptibility effects.

Contemporary diachronic-phonetic accounts can be divided into two main groups.

I discuss them in approximate chronological order. The key point of this subsection is that

the two main groups of diachronic-phonetic accounts disagree about whether perceptibility

effects are or ought to be explainable with reference to communicative pressures.

2.2.3.1 Listener-error accounts

The uncontroversial claim of what I will call ‘listener-error’ accounts (whose

contemporary exploration more or less begins with the work of Ohala – see e.g. J. J. Ohala

1981, 1993) is that phonetic processes (e.g. coarticulation12) introduce a ‘pool of [phonetic]

variation’ in how a stable, categorical object like a phoneme is realized. For example, while

English doesn’t have contrastively nasal vowels, pre-nasal vowels in American English are

categorically nasalized by some speakers and variably (‘phonetically’) nasalized by the

rest (Beddor, 2009).13 The variation around each such phonological category is, in general,

capable of much ambiguity and overlapping with variation resulting from other phonological

categories: the speech signal underdetermines a speaker’s intended representation. The
12While symbolic transcriptions of speech indicate a linear, segmented sequence of discrete speech sounds

— e.g. [blIk]— each speech sound is produced by continuous, dynamic, and parallel motor gestures of multiple
articulators that temporally overlap. ‘Coarticulation’ refers to the partially overlapping, contextually sensitive,
and interacting articulation of two or more temporally adjacent speech sounds.
13To convince yourself of this, pinch your nose closed while saying bet or back and compare this experience

with doing so while saying bent or bank.
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main claims of listener-error accounts (e.g. Blevins, 2004; Bybee, 2001; Garrett, 2015;

J. J. Ohala, 1981, 1993) continue from here by observing that listeners may make mistakes

(‘innocent misapprehensions’) about the cause of the variation they perceive (attributing

something different to the speech sound than what the speaker intended) and then reproduce

novel variants incorporating such ‘mistakes’. As a result of this, a lexicon with contrasts that

are difficult to accurately perceive or learn will, unsurprisingly, tend to not be accurately

perceived or learned. This is the listener-error answer to the Mechanism Question.

In contrast to phonological accounts, these facts are taken by listener-error ac-

counts to be statements about speech perception and its consequences for language change,

not facts that are directly part of the productive knowledge humans have about patterns

governing speech sound sequences (i.e. phonology) in the same way, that for example, an

English speaker encountering a new noun like /blIk/ (blick) or /w2g/ (wug) expects that

the plural is [blIks] and [w2gz] rather than *[blIkz] or *[w2gs]. As far as listener-error

accounts are concerned, learners simply learn the arbitrary patterns that history and their

environment give them, subject to the asymmetric filter of perception: nothing about the

representational content or inferred generalizations about sound patterns associated with

phonological perceptibility effects makes direct reference to facts about perceptibility.

A representative example of a common sound change and a listener-error account

of it is the emergence of phonemically nasal vowels. As a result of somemix of coarticulation

and confusability, pre-nasal vowels are often (phonetically) nasalized, as mentioned above:

underlying /VN/ sequences are often produced as [ṼN]. Together with e.g. reduction of

the nasal segment, a listener could easily hear the acoustics associated with [ṼN] and infer

that /Ṽ/ was the representation the speaker intended – i.e. that nasalization is phonemic and

part of lexical representation rather than an incidental (if systematic) coarticulatory artifact

(J. J. Ohala, 1992, 1993). Such changes have given rise to phonemically nasal vowels in

a number of Romance language varieties (e.g. French, Beddor 2009; J. J. Ohala 1990a;
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northern Italian varieties and Romanian, Sampson 1999) and Early Proto-Slavic (Padgett,

1997); in fact, most languages with phonemically nasal vowels are currently believed to

have acquired their nasal vowels through such a process (Beddor, 2009).

As suggested by Figure 2.1, a more precise name for the class of explanations for

perceptibility effects described here might be listener-error-only accounts: as detailed in

§2.2.3.2, these accounts deny any significant explanatory role for communicative pressures.

2.2.3.2 Speaker-choice accounts

The secondmain diachronic-phonetic account of perceptibility effects (e.g. J. Kirby,

2013; Lindblom, 1990; Lindblom et al., 1995) agrees with the listener-error account, but

elaborates on the listener-error answer to the Mechanism Question: essentially, it claims that

the variation listeners are exposed to is shaped by the choices of speakers, who (according

to the hypothesis) are seeking to achieve a comfortable balance of ensuring that useful

acoustic cues reach the listener while not expending unnecessary articulatory effort.

The contemporary motivation for these accounts of perceptibility effects can be

associated with the work of Lindblom, work principally aimed not per se at explaining

language change but rather offering a hypothesis for the character of online variation in

speech production. That is, speech is highly variable, and decades’ worth of searching

for relatively simple invariant acoustic (and/or articulatory) cues to the identity of speech

sounds (used by humans or usable by machines) in the mid to late 20th century came up

empty handed (Carbonell and Lotto see e.g. 2014 for an overview). Instead, there are, in

general, many possible phonetic cues to any given contrast, varying in kind and quality

across contexts. Lisker (1986), for instance, offers more than a dozen different cues just to

the voicing distinction among English oral stops (/p/ vs. /b/, /t/ vs. /d/, /k/ vs. /g/, etc.).

Lindblom (1990)’s H& H theory hypothesized that a large proportion of variation

in the speech signal is a result of speakers hypo-articulating those acoustic cues they think
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they can get away without (i.e. those that aren’t important to the listener inferring what the

speaker wants to be reasonably confident will be transmitted) and hyper-articulating those

cues that are necessary or important, based on some model of the situation, the speaker’s

goals, and a model of the listener.14 This research program has been fairly successful

in formalizing Lindblom’s ideas and experimentally testing them (see e.g. Bell, Brenier,

Gregory, Girand, & Jurafsky, 2009; Buz, Tanenhaus, & Jaeger, 2016a; Hall, Hume, Jaeger,

& Wedel, 2018; Seyfarth, 2014; Van Son & Pols, 2003, among others). Cohen Priva

(2012) is notable for connecting this to conversational phonological/phonetic processes and

explaining language-specific variation not accounted for by the synchronic-phonological

accounts of perceptibility effects discussed later.

Returning to language change, speaker-choice accounts are, in fact, compatible

with listener errors as a source of sound change: as briefly mentioned above, where speaker-

choice accounts primarily differ is that they explore the role of speaker production choices

in shaping the variation that listeners are exposed to in the first place, and in particular

how the differential hyperarticulation of some acoustic cues and the hypoarticulation of

others may explain the direction of listener reanalysis and therefore ultimately phonological

change. This means that speaker-choice centered accounts of perceptibility effects

∙ draw on work with an independent motivation – seeking to explain production varia-

tion (not centrally motivated by explaining language change).

∙ attempt to answer questions about perception and change unexplained by listener-only

accounts.
14See Degen (2013, p. 43-45) and Piantadosi, Tily, and Gibson (2012, §2) for discussions at other levels

of the linguistic hierarchy, theoretical arguments, and reviews of corpus and experimental evidence for the
idea that context is informative, listening/comprehension is cheap, production is expensive, and that therefore
understanding the problems that production choices solve (and how well different choices solve them) is
crucial for explaining online variation in what choices speakers actually make and what choices grammars
offer to speakers in the first place.
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What makes this class of diachronic accounts continue to remain distinct from Ohala-esque

listener-error(-only) accounts is the communicatively-adaptive explanation they offer that

many researchers regard as some mix of a priori implausible15 and/or abhorrent:16 ‘Sound

change is not teleological; it does not serve to optimize articulation, perception, or the way

language is processed in the speaker’s brain. It is just an inadvertent error on the part of

listeners.’ (J. J. Ohala, 1997)

2.2.3.3 Evaluation and relation to the present work

With respect to the Mechanism Question, speaker-choice accounts agree with

listener-error accounts that systematic biases in misperception are part of the explanation

for perceptibility effects, but extend this by claiming that the pool of variation from which

mistakes are drawn is shaped by speakers actively trying to enhance important phonetic cues

and attenuate cues they can get away with attenuating. Neither class of diachronic-phonetic

accounts accords direct representation of phonetic facts in phonology an explanatory role

for perceptibility effects.

Across the board, diachronic-phonetic accounts have at least three strengths.

Unsurprisingly, phonetic accounts excel at describing specific, acoustically and/or articula-

torily plausible conditions under which misperceptions could occur that could give rise to

well-attested sound changes and not to rare or unattested ones.

Second, phonetic-diachronic accounts emphasize the accidental and contingent
15As Carbonell and Lotto (2014) elaborates for the case of speech, a running theme throughout the first

several decades of the cognitive sciences everywhere but the study of low-level perceptual processes (Green
& Swets, 1966) is the assumption that human learning and inference capacities must be suboptimal because
they didn’t match (in hindsight naive) intuitions about what normatively intelligent behavior should be and
because early general formulations of intelligence (Newell & Simon, 1961; Robinson, 1965) were quickly
understood to be impractical for real world problems (see e.g. Newell, 1981, p. 3).
16In both the context of explaining online variation (Gahl, Yao, and Johnson see e.g. 2012) and specifically

in the context of language change (Bybee see 2001 or discussion of Bybee’s work in Hansson 2008), there are
non-adaptive but production-oriented accounts of change that center around explanations for the relationship
between reduction and frequency effects, but see review and critical discussion in Hall et al. (2018, §2) and
Jaeger and Buz (2017).
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nature of listener reanalysis events; i.e. unlike a grammatical (and especially an innate

grammatical bias) account, phonetic-diachronic accounts don’t need any special qualification

or explanation to be statistical tendencies. Empirically, this means that they can point to

the existence and learnability of so-called ‘unnatural’ sound changes as evidence against

strong nativist formulations of synchronic-phonological accounts (see e.g. Blevins, 2008)

that overfit well-known data.

Finally— and crucially for this chapter— phonetic accounts are highly compatible

with contextual variation within a language: acoustic cues and behavior of both listeners

and speakers are known to involve a large amount of variation even within a given language

(see e.g. Keating, 1985). Further, (as elaborated in the next full section) the conditions

under which a particular segment in a particular environment is easy (or hard) to correctly

identify should be expected to vary as a function of context.

2.2.4 Synchronic-phonological accounts

Similar to diachronic-phonetic accounts, synchronic-phonological accounts also

divide into two main groups, which I again introduce in chronological order. While the first

group is not the focus of this chapter, I cover them nevertheless to underscore how weak of

a rhetorical position synchronic-phonological accounts are in with respect to explaining

perceptibility effects — a conclusion not derivable from an isolated review of the subset of

the synchronic-phonological literature most relevant to this chapter.

The five key points of this subsection, in descending order of importance, are:

∙ There is a key implicit methodological assumption concerning the specific kind

of phonetic facts about perceptibility these accounts incorporate into phonological

representations that is common across all synchronic-phonological accounts and that

is central to my criticism of them: the measure of relative confusability of speech

sounds used only takes the acoustics of a speech sound and its local phonotactic
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environment into account. The incompleteness of this assumption is elaborated in

following sections, where the psycholinguistics of comprehension and recognition

are reviewed and mathematically explicated.

∙ No synchronic-phonological accounts dispute that diachronic-phonetic processes play

at least some role in explaining perceptibility effects.

∙ The main division among synchronic-phonological accounts concerns their stance on

the role of communicative pressures: early (but not later) work explicitly motivated

grammatical devices for explaining perceptibility effects in terms of communicative

pressures on speakers.

∙ Until the last two decades, most work synchronic-phonological work was silent on

the causal or explanatory role of phonological models of perceptibility effects.

∙ Recent work posits an innate and specifically phonological bias for more perceptible

sound sequences and less perceptibly salient alternations.

The reader satisfied with this may skim or skip this subsection; the next subsection contains

a summary of both diachronic-phonetic and synchronic-phonological accounts and key

points about them in an intermediate level of detail.

2.2.4.1 Communicative accounts

2.2.4.1.1 Key claims

The first set of synchronic-phonological accounts (e.g. Flemming, 2001a; Jun,

1995; Padgett, 1997) take Lindblom (1990) as their logical starting point: ‘If phonological

systems were seen as adaptations to universal performance constraints on speaking, listening,

and learning to speak, what would they be like?’ That is, the key features of their hypothesis

are

∙ that perceptibility effects are explained by positing that phonological systems are
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communicatively adaptive.

∙ ...and that this should be directly represented17 in synchronic phonological grammars

using Optimality Theoretic constraints.

Crucially, as will become clearer in the next sections, the constraints that these theories posit

reference the relative and contextual confusability of different segments, where ‘context’,

to date, has been an entirely local affair: the local context of a segment token refers at

most to the immediately adjacent segment tokens – not e.g. the entire wordform. To be

concrete: if ⋊x0x1x2x3…⋉18 is a segment sequence (‘wordform’) actually produced by a

speaker, an entirely out of context measure of confusability would be p(x̂i|Xi = xi) (or some

function of this), the listener’s beliefs about the speaker’s intended ith segment given that

the actual ith segment produced was xi. A localmeasure of the confusability of xi would be

p(x̂i|xi−k… xi… xi+k) for k ∈ ℤ+ close to 1. The fact that the notion of context considered

to date is local in this sense and that it is psychologically inaccurate are critical for the

main argument of this chapter — that synchronic-phonological approaches are implausible

accounts of perceptibility effects.

In sum then, communicative synchronic-phonological accounts don’t dispute

diachronic-phonetic answers to the Mechanism Question, and they are explicitly motivated

by much of what motivates the work of speaker-choice accounts. While they develop

synchronic-phonological theories where facts about phonetics are directly incorporated and

represented in what is taken to be a model of phonological competence (recall §2.2.1), they

rarely write on why or whether this adds to explaining why perceptibility effects exist.
17That is, the intensional definition of constraints centrally responsible for perceptibility effects directly

refer to facts about differential perceptibility of different segment sequences/segment-context pairs.
18I will use the ⋊ and ⋉ symbols to explicitly indicate the left and right edges of a word, respectively.
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2.2.4.1.2 Formal proposals

In this section I offer an example of a formal analysis from communicatively-

oriented synchronic-phonological accounts of perceptibility effects, preceded by a brief

introduction to Optimality Theory. The purpose of this is to illustrate the nature of constraints

and how synchronic-phonological accounts of perceptibility represent facts about relative

and contextual confusability using them.

Communicative synchronic-phonological accounts began shortly after the advent

of Optimality Theory (OT) (Prince & Smolensky, 1993). This is not an accident (Zhang,

2001, §1.4.1): OT’s formulation of grammar as a set of ranked and violable constraints

that well-formed strings must optimally satisfy lends itself to viewing phonology as a

problem solving system and greatly facilitates describing common ‘problems’ (e.g. having

perceptible words) that different languages face in a way that highlights what is shared across

otherwise very different languages. That is, relative to earlier formalisms for describing

phonological patterns (viz. the rewrite rule formalism of Chomsky and Halle 1968), OT

constraints permit a straightforward means of describing patterns in strings that have an

external motivation: well-formedness constraints can describe what properties make one

wordform ‘worse’ than another, and the observed strings of a language are those that violate

the most important constraints the least – i.e. the strings that represent optimal ‘solutions’.

To briefly illustrate, consider loanword adaptation and non-native language learn-

ing: Spanish words are constrained such that they feature no word-initial consonant clusters19

beginning with /s/; comparatively, English has no such restriction and in fact has many

words that begin with such clusters. Instead of producing the English word /strEs/ (stress)

as [strEs], then, a common phonological pattern among Spanish speakers who are not native

English speakers is producing a very similar sequence of sounds – [estrEs] – that satisfies
19Sequences of consecutive consonants uninterrupted by vowels.
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this phonological restriction of Spanish (among others). Typical constraints in Optimality

Theoretic analyses take one of two forms: ‘Markedness’ constraints, which penalize a

specific set of output (‘surface’) strings if they have certain properties, and ‘Faithfulness’

constraints, which penalize all mappings from an input (‘underlying’) form to an output form

that alter specific features of the input form. Markedness constraints can be usefully thought

of as forces of change and Faithfulness constraints as forces of preservation. When two

constraints conflict, the relative ranking of constraints determines which one prevails. In our

example, Spanish could be analyzed as having a Markedness constraint against words with

particular kinds of word-initial consonant clusters that outranks a Faithfulness constraint to

e.g. not add segments that aren’t in the original input. Typological diversity is explained

by different languages having different rankings of the same (or more or less the same)

constraints.

Work in what became known as ‘phonetically-based phonology’ (‘PBP’; Hayes

and Steriade 2004) represented hypothesized pressures for articulatory ease and perceptual

contrast as constraints that

∙ penalize articulatorily costly sound segment sequences.

∙ penalize segments in phonotactic environments where they are difficult to accurately

perceive.20

where relative penalization of different segment sequences (the relative ranking of con-

straints) follows relative articulatory cost or perceptual difficulty, respectively.

As an example, consider Jun (2004)’s analysis of place assimilation in consonant

clusters. Jun begins with an example from the Niger-Congo language Diola-Fogny:

(2.2.12) /ni+gam+gam/ → [nigaNgam] ‘I judge’
20Alternatively: preferentially maintain more perceptible segment sequences/wordforms that are harder to

correctly identify or discriminate.
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That is, the three morphemes whose underlying representation is taken to be /ni/, /gam/,

and /gam/, when combined to produce a single word are realized as [nigaNgam]. Here, the

place of articulation of /m/ (the lips) assimilates to the place of a following /g/ (the velum,

or soft palate), but otherwise retains all the features of an /m/. As Jun notes, this is not an

analytically difficult process to compactly describe, but nothing about the form or content

of a traditional phonological rewrite rule or e.g. positing a constraint against consonant

clusters with heterogenous places of articulation explains

∙ why such processes occur at all

∙ why such patterns are as common as they are

∙ why place assimilation is predominantly regressive21

∙ why nasals and coronals22 seem to frequently be the sounds that are altered in an

assimilation process

∙ or why non-coronals tend to be sounds that adjacent segments alter to assimilate

towards.

Jun (2004)’s analysis is that these patterns can be explained with reference to differences in

perceptibility of place cues among different segment types and how those cues are affected

by different kinds of phonotactic environments.

Formally, Jun makes use of two types of phonetically-grounded constraints. The

first, WEAKENING is an articulatory markedness constraint. As used by Jun, violations of it

are assigned in proportion to the number of articulatory gestures added and the degree of

articulatory closure of the vocal tract involved in them; it ‘causes’ weakening of the articu-

latory gesture, shortening of the sound, or even deletion altogether. The PRESERVE family
21Example 2.2.12 involves regressive assimilation; if instead, the underlying /m/ remained the same but the

following /g/ changed only by assimilating to the place of the /m/ (i.e. as a [b], resulting in *[nigambam]), it
would be progressive assimilation.
22Basically sounds produced near the front of the mouth, from the hard palate forward.
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of faithfulness constraints penalize output candidates that remove or decrease perceptual

cues to features of the input. The tableau below illustrates when assimilation rather than

deletion occurs – when a constraint on preserving cues to manner outranks WEAK and a

constraint on preserving cues to place.

Input = /mg/ PRES(MANNER) WEAK PRES(PLACE)

� a. Ng (assimilation) ∗ ∗

b. mg (no change) ∗∗!

c. g (deletion) ∗! ∗ ∗

Jun then proposes a universal ranking over the whole parameterizable family of

PRESERVE constraints:

(2.2.13) PRES(X(Y)): Preserve perceptual cues for X (place or manner of articulation) of

Y (a segmental class).

Universal ranking: PRES(M(N))≫ PRES(M(R)),

where N’s perceptual cues for M are stronger than R’s cues for M.

Jun then suggests rankings on particular PRESERVE constraints based on experimental

data about the perceptibility of different sound classes, different cues within each class,

and strikingly parallel implicational universals in the typology of place assimilation. For

example, the ‘target place’ ranking,

(2.2.14) PRES(pl(dor^))≫ PRES(pl(lab^))≫ PRES(pl(cor^))

is grounded in laboratory evidence that the place cues of unreleased dorsals23 (e.g. those

occurring cluster-initially) are more perceptible than those of unreleased labials24, which

in turn, are more perceptible than those of unreleased coronals. Typologically, there is a
23Sounds whose place of articulation is near the back of the oral cavity.
24Sounds produced with the lips.
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corresponding implicational universal: dorsals are uncommon targets of place assimilation,

and when they are attested, labials and coronals also are; labials are somewhat more common,

and when they are attested, coronals also are. Accordingly, typological variation comes

from different languages interleaving a WEAKENING constraint at different points in the

universal ranking Jun proposes:

(2.2.15) a. WEAKENING ≫ PRES(pl(dor))≫ PRES(pl(lab))≫ PRES(pl(cor))

→ Coronals and noncoronals are all targets.

b. PRES(pl(dor))≫WEAKENING ≫ PRES(pl(lab))≫ PRES(pl(cor))

→ Labials and coronals are targets but velars are not.

c. PRES(pl(dor))≫ PRES(pl(lab))≫WEAKENING ≫ PRES(pl(cor))

→ Only coronals are targets.

Note that in this case, perceptibility constraints make no direct reference at all to phonotactic

context.

Besides consonant cluster assimilation, some examples of other phenomena ad-

dressed by communicative synchronic-phonological accounts include

∙ vowel inventories (Flemming, 2001a)

∙ neutralization of vowel height contrast following nasalization (Padgett, 1997)

∙ contrastive palatalization emerging out of the loss of following high vowels (‘yer

deletion’) (Padgett, 2003)

∙ rhotic contrast neutralization (Bradley, 2001; Padgett, 2009)

∙ chain shifts (Łubowicz, 2003)

∙ contrast preservation effects in morphological paradigms (Łubowicz, 2007).

In sum, as Jun’s analysis of place assimilation in consonant clusters illustrates, the attraction

of PBP (particularly formalized in OT) to phonology is that it offers an external source of
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evidence for constructing and evaluating explanations of variation in phonological typology

that is less stipulative than alternatives.

Finally, it is worth noting that the formal mechanisms of much of this work (e.g.

Flemming, 2001a; Łubowicz, 2003; Padgett, 1997, 2003) go much further than Jun, arguing

that rather than just capturing a preference for words whose sounds are more perceptible,

ultimately what matters is that whole words be distinguishable – i.e. that contrast should be

analyzed at the level of whole words. Accordingly, they argue that where traditional OT

models the phonological patterns of a language via a calculation process that can separably

and in parallel operate to produce each individual wordform, these authors argue instead

for a theoretical architecture with global, systemic optimization of sound inventories and

lexicons.

2.2.4.1.3 Relationship to diachronic-phonetic accounts

Communicatively-oriented synchronic-phonological work cites the phonetic liter-

ature offering mechanisms for perceptibility effects. For example,

∙ Jun (1995, pp. 2, 29) references the Production Hypothesis: ‘More articulatory effort

is likely to be invested in the production of sounds with powerful acoustic cues than

those with weak cues.’ Jun also cites Lindblom’s H&H theory (Jun, pp. 27, 156).

∙ Flemming (2001a, pp. 15-16) similarly references Lindblom’s theories.

What then is the relationship of communicatively-oriented synchronic-phonological

accounts to the communicatively-oriented analogue work in phonetics it cites? There are

two salient options:25

(2.2.16) The grammatical analyses synchronic-phonological work advocates are conve-

nient formalisms aiding linguists in compactly and insightfully describing patterns
25Compare with Scholz, Pelletier, and Pullum (2011)’s Externalists and Essentialists.
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in speech sound sequences in terms of structure-external causes that shaped them.

or

(2.2.17) Per traditional generative theory, formal theories of a language’s grammar are

a. A description in some sense of the productive knowledge and representations

in speaker’s heads.

b. Distinct or distinguishable from the the implementational mechanisms of learn-

ing, producing, and comprehending language.

(2.2.16) poses no conflict with diachronic-phonetic accounts of perceptibility

effects. (2.2.17), however, is a strong claim about the mental representations of productive

phonological generalizations associatedwith perceptibility effects that is difficult to reconcile

with diachronic-phonetic accounts (communicatively-oriented or not), particularly given

(2.2.17b). That is, given that communicatively-oriented synchronic-phonological accounts

don’t dispute the explanations that diachronic-phonetic accounts offer for how perceptibility

effects arise, if authors like Jun or Flemming were to argue for (2.2.17), it is not clear what

phonetically-motivated constraints explain that isn’t already explained by phonetic accounts

and that a phonological theory with substantially simpler constraint types couldn’t capture.

Why – and how – should speakers/learners model the relative perceptibility of different

wordforms (including unattested ones) in the context of phonological (rather than phonetic)

representations?

To my knowledge, most authors in the communicatively-oriented synchronic-

phonological literature (e.g. Jun and Padgett) take no stance on this question. Flemming’s

only explicit position is agnostic (p.c., also Flemming 2001b, fn. 9), but suggests looking

to the psycholinguistic literature for future evidence. Boersma (1998) argues for (2.2.17),

inclusive of (2.2.17a) but explicitly rejecting (2.2.17b). As described below, the perceived

lack of a theory of phonetically-grounded constraints with compelling psychological reality

33



and explanatory value (and plausibly apprehension about the analytic unwieldiness of more

systemic contrast optimization proposals as in e.g. Padgett 2003) continued into the early

2000s and left a void in phonetically-based phonology filled a new line of research in the

other main class of synchronic-phonological explanations for perceptibility effects.

2.2.4.2 Similarity-based accounts

2.2.4.2.1 Key claims

The key works in the second class of synchronic-phonological accounts are Steri-

ade (2001a) and Steriade (2001b).26 Its key claims are that

∙ Humans have grammatical knowledge – a so-called perceptibility map (or ‘P-map’)

of…

∙ … the relative contextual perceptual similarity of different segment types.

and that

∙ This knowledge is directly translated into phonological generalizations (OT con-

straints).

∙ This grammatical knowledge that individuals possess is taken to explain why phono-

logical processes (e.g. alternations) that involve a less perceptually salient change

(relative to an underlying form) are more likely than otherwise plausible alternatives

that involve more salient changes.

Note that ‘similarity’ at the theoretical level was (and continues to be) left vague,27 but that,

in practice, (local) measures of segmental confusability have been deemed a convenient

operationalization (Hayes & White, 2013; Steriade, 2001a, 2001b) of this similarity for
26A revised version of this second manuscript was published as Steriade (2008).
27See Gallagher (2012).
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analysts.28

In sum then, similarity-based accounts don’t dispute the diachronic-phonetic

answer to the Mechanism Question and the enthusiasm present in earlier work in the

synchronic-phonological literature for communicative adaptation is absent.

2.2.4.2.2 Formal proposal

The substance of Steriade’s proposal is that a speaker’s knowledge of relative

perceptual similarity maps directly to how faithfulness constraints should be ranked: more

distinctive contrasts are preferentially preserved over less distinctive contrasts. For example,

listeners find it easier to distinguish [ba] from [pa] than [abta] from [apta] (Malécot 1958,

Wright 2004, §2.1.3):

(2.2.18) Δ(b,p) >> in context [⋊ vowel] than [vowel voiceless obstruent].

Or, compactly,

(2.2.19) [b-p]/⋊_V >> [b-p]/V_C.

The corresponding ranking of faithfulness constraints29 is

(2.2.20) IDENT(voice)/⋊_V >> IDENT(voice)/V_C.

i.e., that changes to voicing are penalized more harshly in the environment ⋊_V than in the

environment V_C.

2.2.4.2.3 Substantively-biased phonology

Early work by e.g. Hayes (1999) (a precursor to Steriade’s P-map), Steriade

(2001a), and Steriade (2001b, 2008) explicitly emphasize the role of experience in develop-
28Alternative or additional sources of evidence for acoustic similarity in this body of literature include

attested usage of literary devices like puns, rhymes, and alliteration where perceptual similarity is part of the
literary device.
29Note that e.g. if [g-k]/⋊_V >> [g-k]/V_C were also true, it would translate to the same constraint.
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ing knowledge of relative perceptual similarity and related phonetic knowledge. Within

a few years, however, so-called substantively-biased phonology (‘SBP’; centrally Wilson

2006, but see also e.g. Hayes and White 2013; Moreton 2008; Moreton and Pater 2012a,

2012b; White 2014, 2017; Zuraw 2007), hypothesized that learners may have an innate bias

that predisposes them to learning ‘phonetically natural’ phonological patterns, but that this

bias is ‘soft’ – overrideable by experience. Though some work in this subgenre of similarity

based accounts has introduced innovations in constraint representation (Zuraw, 2007, 2013),

the main distinguishing feature of substantively-biased phonology from Steriade’s original

proposal is its claim about the origin of the P-map.

This move – exploring the idea that some portion of the P-map is innate – was

motivated in part by the perceived failure of earlier work (both by Steriade and earlier

synchronic-phonological accounts) to make a strong case for the necessity of a synchronic-

phonological analysis of perceptibility effects.30

2.2.4.3 Evaluation and relation to the present work

The main apparent weaknesses of synchronic-phonological center around the

unclear explanatory value added by inserting direct reference to phonetic facts into grammat-

ical knowledge. Most synchronic-phonological work on perceptibility effects is silent on this

question, but if any are taken to have meaningful correspondence to psychological reality,

then the Mechanism Question also becomes problematic: when is constraint optimization

supposed to happen, particularly for accounts arguing for systemic optimization of the entire

lexicon (or significant fractions of it) simultaneously?

Synchronic-phonological accounts arguing for an innate representational bias

for functional patterns (‘substantively-biased phonology’, §2.2.4.2.3) must also defend
30See §1.2 of Zhang and Lai (2006) or Zhang and Lai (2010) for a clear discussion of the issues and critical

summary of evidence; with respect to §1.3’s analysis of the utility and interpretation of learning experiments –
like that of Wilson (2006) and later work – see §2.2.4.3.
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against both critiques from nativists (M. Hale & Reiss, 2000; Reiss, 2017) that phonology

is autonomous and strictly separated from phonetics, as well as from empiricists (see e.g.

Baronchelli, Chater, Pastor-Satorras, & Christiansen, 2012; Chater, Reali, & Christiansen,

2009; Elman et al., 1996) who argue that innate specification of fine-grained representations

about a domain as evolutionarily recent and complex as language is implausible, especially

given increasing evidence for the powerful learning capabilities of children. Worse, the

primary method proposed for finding evidence of a substantive inductive bias has had at

best mixed results (Moreton & Pater, 2012a, 2012b).

2.2.5 Summary of previous work

The two main branches of explanations for perceptibility effects are diachronic-

phonetic and synchronic-phonological.

Diachronic-phonetic accounts of perceptibility effects answer the Mechanism

Question by arguing that what explains perceptibility effects in phonology are processes

of speech perception, lexicon/phonological learning, and propagation of phonological

conventions through populations. Diachronic-phonetic accounts can also be further divided

into (at least) two groups, divided principally by their stance on the role of communicative

pressures in explaining perceptibility effects.

The first group – ‘listener-error’ accounts – articulates an online mechanism by

which listeners reanalyze (‘innocently misapprehend’) typically ambiguous acoustic data

as being caused by linguistic structures potentially different from those actually intended

by speakers. Systematic differences (subject to some phonetically describable language-

specific variation) in what contrasts are easy to perceive (in what phonotactic contexts) and

what segment types are easy to correctly identify and learn (and again, in what phonotactic

contexts) are argued to explain the cross-linguistic prevalence of perceptibility effects in the

phonologies and historical trajectories of natural languages.
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The second body of work (‘speaker-choice’ accounts) extends the first, but goes

further by hypothesizing that the ambiguous and highly variable acoustics that listeners

must infer and learn linguistic representations from is not randomly variable: its distribution

can be explained with reference to adaptive online choices by speakers that reflect their

specific communicative goals, a model of the situation, and a model of the listener. That is,

this work argues that speakers adaptively choose to enhance phonetic cues that are useful for

helping the listener correctly understand them and ameliorate phonetic cues to the extent that

doing so makes articulation easier without significantly impacting expected communicative

success.

Diachronic-phonetic accounts have gone to great lengths to elucidate the condi-

tions under which particular sounds and environments are likely to be misperceived and

how, and to relate these facts about phonetics to well-attested historical patterns of change.

Nevertheless, there is plenty of room for elaboration in answering the Mechanism Ques-

tion: considerably less well studied are theories and explanations of phonologization of

misperceptions within individuals or how these spread within populations. That is, it is

an open problem how one or more misperceptions of what a speaker intended result in a

change to an individual’s phonological grammar, and what the conditions, mechanisms, and

timescales are by which such misperceptions spread through the community of a language

variety. Similarly, perceptibility is not the only logically possible explanation for phono-

logical change in general, and it is not clear that perceptibility effects in phonology have

effects distinguishable from other causes (e.g. sociolinguistic factors), nor is it clear what

the relative explanatory strength of perceptibility is relative to other factors.

Synchronic-phonological accounts of perceptibility effects argue that phonological

grammars should contain Optimality Theoretic constraints that directly reference the relative

discriminability of different speech sounds in different contexts. This literature contains

two groups of proposals, distinguished chiefly by their stance on the explanatory role of
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communicative pressures.

The first group argues that incorporating perceptibility constraints into grammars

reflects the effect of communicative pressures on the organization of sound patterns, but

remains silent or agnostic about the psychological reality of these proposals as statements

about the grammatical knowledge of speakers.

The second group (‘similarity-based accounts’) argues that incorporating percep-

tibility constraints into grammars reflects knowledge that individuals have about possible,

preferable, or more likely phonological patterns (‘processes’): less perceptually salient

‘changes’ (relative to posited underlying forms) are preferable to plausible alternatives that

involve more perceptually salient changes.

Crucially for this chapter, both literatures make use of behavioral results and quan-

titative measures of contextual confusability that use a highly local and strictly phonotactic

notion of context (nearby segments). The second body of work, however, views confusabil-

ity measures as a convenient operationalization of perceptual ‘similarity’ among a small

set of tools for determining ‘similarity’, i.e. confusability measures permit much broader

and more quantitative coverage of phonological inventories than alternative methods about

what remains an otherwise nebulously defined notion of ‘similarity’.

As explanations of perceptibility effects, the main strength of phonological anal-

yses is that they permit relatively explicit (compared to phonetic-diachronic accounts)

examination and comparison of perceptibility effects with other phonological generaliza-

tions. Specifically communicatively-oriented phonological work has also made it clear

that to analyze contrast requires phonological architectures with simultaneous considera-

tion of many sets of wordforms in the lexicon rather than separable computation of each

wordform; this foreshadows my argument that accurately modeling perceptibility and com-

municative pressures requires even more substantial revision than imagined by this subset

of communicatively-oriented phonological work.
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Finally, synchronic accounts are lacking, however, in offering an explanation

for how facts about online perception end up as perceptibility-related constraints with the

rankings they have (answering the Mechanism Question), as well as what explanatory

purpose is served by directly representing facts about perceptibility in grammars if there

is a clear causal explanation for perceptibility effects in speech perception and patterns

of language change. The notable exception to this is a contemporary subset of similarity-

based accounts (‘substantively-biased phonology’) that posits the existence of an innate

and specifically phonological bias for phonological alternations that make less perceptually

salient changes.

2.3 Context and psycholinguistic processing
The core of my argument against extant phonological accounts of perceptibility

effects is that such work has relied on a notion of segmental confusability that is incompatible

with what is known about

∙ the psychology of cue combination and inference

∙ variation in the stable structure of non-local communicative context that speech

sounds appear in.

Existing synchronic-phonological accounts use what I will interchangeably call out-of-

(global)-context confusability, out-of-context confusability, or confusability that only refer-

ences local context: i.e. they use measures of confusability where the only notion of context

that goes into calculating the confusability of a segment token is the nearby segmental

(‘phonotactic’) context. I will refer to and defend the normatively and psychologically moti-

vated use of what I will interchangeably call in-(global)-context confusability, in-context

confusability, or confusability that references global epistemic context: such measures not

only refer to bottom-up perceptual information (including local co-articulatory effects), but
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combine this with incrementally updated top-down expectations.

In this section, I review existing psycholinguistic work; in the following section,

I present a computational model of a relatively simple task that permits examination of

relatively simple cases of inference and variation in communicative context that are adjacent

to phonetics and phonology: the psycholinguistics of incremental spoken word recognition

and a lexicon, respectively.

2.3.1 Integration of top-down expectations and bottom-up perceptual

cues

Recall from earlier that both classes of synchronic accounts have used speech

sound confusability measures to define or operationalize perceptibility or ‘perceptual simi-

larity’ constraints that at most take into account the effect of adjacent sound segments on

perceptibility. Because of the distance between psycholinguistics and phonetics/phonology

as research communities (at least historically) and the fact that confusion matrices have

typically not manipulated phonotactic context for practical reasons, there is no reason to

think this was a conscious choice.

Unfortunately, this notion of confusability is specifically known to be false in the

case of psycholinguistics.31 Relatively early work on language processing suggested that

listeners understand utterances and words incrementally and that contextual information

(e.g. previously read or heard words in the current sentence or previous sentences) robustly

facilitates language processing at a variety of levels of the linguistic hierarchy – see Morton

(1969), Marslen-Wilson (1973), or Marslen-Wilson and Tyler (1980) for early work at the

word level, Marslen-Wilson (1975), Marslen-Wilson, Tyler, and Seidenberg (1976), or Tyler
31In fact, it is generally inaccurate across other domains of human cognition – see Knill and Richards

(1996) for a collection of contemporary work, or e.g. Jacobs and Kruschke (2011) or Clark (2013) for more
recent review and discussion of cue combination (among other topics) across research on perception, motor
cognition, categorization, and learning.
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and Marslen-Wilson (1977) at the sentence level, or the theoretically-oriented summary in

Marslen-Wilson and Tyler (1987). For example, the ability of listeners in shadowing tasks

to nearly simultaneously echo spoken passages as they listened, the robust ability of listeners

in shadowing tasks to predictively correct experimenter-inserted errors (Marslen-Wilson,

1975) and the ability of listeners to accurately guess what word is being said in gating tasks

(Grosjean, 1980; Wayland, Wingfield, & Goodglass, 1989) based on less than half of the

total acoustic input provided early evidence that listeners (1) do not require all acoustic

information about a word before they are able to accurately infer what word is being said

and (2) that listeners not only make use of perceptual information within the current word,

but also use at least some kinds of linguistic information from other parts of context in the

course of word processing. Incremental cue integration, unsurprisingly, then, has long been

a central part of models of spoken word recognition (e.g. Marslen-Wilson & Welsh, 1978;

McClelland & Elman, 1986; Morton, 1969; Norris, 1994).

Perhaps themost dramatic example illustrating howmanipulation of incrementally-

updated top-down expectations of listeners can change the interpretation of units of form

is given by Tanenhaus et al. (1995). In this study, participants looked at a visual scene on

a computer screen while having their gaze tracked, listened to instructions about how to

manipulate objects in the scene, and then carried out the instructions. On critical trials, these

instructions either did or (in the control condition) did not contain a structural ambiguity that

could change the action participants should do: Put the apple on the towel in the box. vs. Put

the apple that’s on the towel in the box. Previous work showed a brief, consistent preference

by participants for one structural interpretation (comprehending the first prepositional phrase

as a destination rather than a modifier) even when previous linguistic context supported

an alternative interpretation. Fixation patterns in Fig. 2.2a show evidence of a listener

preference for initially interpreting the first prepositional phrase as a destination rather than

a modifier, though they eventually recover. This was interpreted as evidence for syntactic
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(a) The unambiguous world condition. (b) The ambiguous world condition.

Figure 2.2: The timecourse of fixations in Tanenhaus et al. (1995) across both manipulations.
(From Figures 1-2 of Tanenhaus et al. (1995). Reprinted with permission from AAAS.)

modularity – insulation of early syntactic processing from other sources of information

and a prior preference for structural simplicity in parsing, attributed to the computational

difficulty of parsing.

Tanenhaus et al. hypothesized that contextual information may be delayed via

working memory processes from being accessible during sentence comprehension; using

immediately accessible visual context might demonstrate a clear effect of contextual knowl-

edge on sentence processing and therefore that the comprehension process does not in

general feature either the strong encapsulation or the difficulty in integrating heterogenous

sources of information argued to be necessitated by a modular computational architecture

for language processing. Accordingly, in addition to manipulating the structural ambiguity

of the sentence on key trials, a second manipulation was whether visual context afforded
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one referent (disambiguating world context) for the incrementally ambiguous portion of

the sentence input vs. two referents (ambiguous world context). Crucially, fixation patterns

indicate that in the disambiguating world context, listeners had no trouble interpreting the

initial prepositional phrase as a modifier rather than as a destination. (Compare Fig. 2.2a

with 2.2b.) The significance of Tanenhaus et al. (1995) is that it illustrated that even non-

linguistic top-down cues about situation-specific world knowledge can be rapidly integrated

and combined by listeners with bottom-up linguistic cues: the scope of ‘context’ that affects

language processing is vast and extends far beyond even a presently-unfolding wordform.

Within the last decade or so, and reflecting a more general trend of research into

modeling and explaining human cognition as an approximately rational set of computational

processes for solving problems of inference, learning, and decision-making (Anderson,

1991; Chater & Oaksford, 1999; Griffiths, Kemp, & Tenenbaum, 2008),32 recent work in

language comprehension (e.g. Levy, 2008a; N. J. Smith & Levy, 2013) in general and (both

aural and visual) word and speech processing in particular (see e.g. Clayards, 2008; Feldman

& Griffiths, 2009; Feldman, Griffiths, & Morgan, 2009; J. Kirby, 2013; Kleinschmidt &

Jaeger, 2015; McQueen & Huettig, 2012; Norris, 2006; Norris & Kinoshita, 2012; Norris

& McQueen, 2008; Norris, Mcqueen, & Cutler, 2016; Reinisch, Jesse, & McQueen, 2010)

has accumulated a wealth of evidence that the character of the cue-integration process is an

approximately Bayesian assimilation of top-down beliefs and bottom-up evidence.

To offer an example specific to the intersection of phonetics, segmental phonology,

and word recognition, this means that if I think I heard someone say shigarette, I am likely

to combine this acoustic information with my strong prior expectations about which words

are (and are not) in the English lexicon and my rich experience as a speaker-hearer with
32Marr’s computational level of analysis (Marr, 1982, Ch. 1) and the much older framework of Ideal

Observer Analysis in psychophysics are important predecessors. See Geisler (2003) for an extended or Norris
(2006, pp. 329-332) for an abbreviated review.
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more or less likely production and perception errors to confidently infer that the speaker

most likely said (or meant) to produce cigarette (Norris & McQueen, 2008).

With a framework of probability now introduced, I can now be formally transparent

about exactly what notion of ‘confusability’ is used in existing synchronic-phonological

literature and what the alternative is:

∙ If⋊x1, x2, x3…⋉ is a segment sequence (‘wordform’) actually produced by a speaker,

an entirely out of context measure of confusability33 is (or is a function of) p(x̂i|Xi =

xi), the listener’s beliefs about the speaker’s intended ith segment given that the actual

ith segment produced was xi.

∙ A local measure of the confusability of xi would be

p(x̂i|xi−k… xi… xi+k)

for k ∈ ℤ+ close to 1.

∙ A more psycholinguistically accurate measure of the confusability of xi would be

p(x̂i|G, x1… xi−1, xi, xi+1… xi+k)

i.e. the listener’s beliefs about the speaker’s intended ith segment given that

– the actual current segment is xi
– the current wordform that xi is part of was produced in some larger (‘global’)

context G

– the speaker has already produced acoustics for preceding segments x1… xi−1
(causes of perseveratory coarticulation and evidence that alters the listener’s

33But one conveniently measured several times in varying degrees of completeness since the mid-20th
century — see e.g. Miller and Nicely (1955), Wang and Bilger (1973), or Luce (1987).
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top-down beliefs about what follows) in the wordform

– the upcoming segments (i.e. causes of anticipatory coarticulation) are xi+1… xk.

2.3.2 Conclusion

In sum then, to identify the speech segment associated with acoustic data, it is

empirically well established that listeners (as is generally the case in inference and percep-

tion in other domains of cognition) combine the ‘raw’ perceptual (acoustic) information

associated with a speech sound that existing synchronic accounts consider with top-down

expectations (‘What word am I expecting the speaker to be producing?’) that are incremen-

tally updated as contextual cues unfold. These cues can in general be earlier segments in the

word that have already unfolded, linguistic information at other levels of structure, or even

non-linguistic information. Crucially, while existing synchronic-phonological accounts

incorporate ‘bottom up’ acoustic confusability, they do not integrate it with any notion of

incrementally adjusted top-down expectations.

While the research reviewed here indicates (as elaborated later in §2.5) that the

architecture of existing synchronic-phonological accounts is inaccurate, mispredicts how

perceivable any given speech sound type or token is, and underpredicts how much variation

there should be in how perceptible a given segment is or what it’s confusable with, it

does not clearly spell out the systematic nature of such errors, where to look for them,

or the magnitude of the errors. Accordingly, in the next section I derive and analyze a

mathematical model of spoken word recognition (cf. Norris and McQueen 2008) to clarify

and spell out the kinds of systematic errors in synchronic-phonological accounts make; in

the section after, I then discuss an instantiation of this model with real psychoacoustic data

on contextual perceptibility and use it to approximately measure the scope and magnitude

of errors resulting from neglecting top-down expectations.
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2.4 A mathematical model of spoken word recognition
In this section, I define a computational model of the process of spoken word

recognition and then discuss its behavior and predictions with respect to variability in

segmental perceptibility and the broader context of the chapter.

2.4.1 Model derivation

In this subsection, I lay out a Bayesian causal model of the word recognition

process that spells out my assumptions about what affects what, and what simplifications I

make in order to make use of available data. The key result is an expression for a listener’s

beliefs about what word is being produced given that a speaker has generated some acoustic

data associated with a partial sequence of the segments in the word they are producing (Eq.

(2.6)). This expression is used in the next subsection.

(2.4.21) a. The speaker chooses a single intended wordform V = v∗ — e.g. cigarette

— from a set of words or word lemmas V , with the probability of choosing v∗

given by a probability distribution p(V ).

b. The speaker determines something approximately like an intended segmental

wordform w∗ = xf1 = (x1,… , xf ) corresponding to their choice of v∗. In

the running example, the speaker will determine that the segments [sIg@ôEt]

correspond to the word cigarette. For ease of exposition, I will assume there is

a unique correct segment sequence for a given v∗ and will therefore identify v∗

with w∗.

c. At any given point in time during this process, the speaker has completed

producing an acoustic signal at0 ∼ p(A
t
0|⋅) for some segmental prefix xi1 of the

current wordform — e.g. [sIg@].
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The listener’s task is reasoning about the likely cause or explanation (actual intended

wordform of the speakerW ) of their observations:

p(W = xf1 |a
t
0) ∝ p(a

t
0|x

f
1 )p(x

f
1 ) (2.1)

A possible intended wordform is judged to have high probability given the acoustic data

the more that it is likely to have been chosen by the speaker in the first place and the more

that it is likely to have given rise to the observed acoustic data.

This is a model of a single listening event, and it directly references acoustic data

that are both not the right abstraction in this chapter and that will be difficult to acquire and

analyze at the relevant scale. Fortunately, the frequencies of a confusion matrix (Cutler,

Weber, Smits, & Cooper, 2004; Luce, 1987; Miller & Nicely, 1955; Wang & Bilger, 1973)

p(Y j
1 segment sequence perceived|Xi

1 segment sequence underlying auditory stimuli)

refer to segments, are readily available, and can be interpreted as an aggregate measure of

what kinds of percepts a given segment sequence is likely to give rise to. That is, they can

roughly be thought of as the expected distribution over perceived segmental words given a

produced segmental word, where expectation is with respect to possible acoustic signals

given a produced prefix:

p(Y j1 |X
i
1) ≈ ∫at0

p(Y j1 |a
t
0)p(a

t
0|X

i
1) (2.2)

With less precision and less commitment, one may interpret Y j
1 as a discrete, approximate

description of what a listener may perceive a speaker’s produced acoustics as, and p(Y j
1 |X

i
1)

as a similar approximate description of p(At
0|X

i
1). Accordingly, the reformulated version of
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(2.1) is

p(W = xf1 |y
i
1) ∝ p(y

i
1|x

f
1 )p(x

f
1 ) (2.3)

=
∑

xfi+1

p(yi1|x
i
1, x

f
i+1)p(x

i
1, x

f
i+1)

p(yi1)
(2.4)

=
∑

xfi+1

p(yi1|x
i
1)p(x

f
1 )

∑

x
′f
1

p(yi1|x
′i
1 )p(x

′f
1 )

(2.5)

assuming — for ease of exposition — that there is no effect of coarticulation and no

insertion or deletion errors in perception. If, for example, a listener perceives yf1 =e.g.

[SIg@ôEt] (shigarette), their beliefs about the lexicon p(Xf
1 ) will tell them both that this is not

a segmental wordform in the lexicon, but that [sIg@ôEt] is. Their beliefs about the phonetics

of their language p(Y f
1 |X

f
1 ) tell them that xj =[s] is a plausible segment to be misperceived

as yj =[S]; together this suggests that a good explanation of their percept is the intended

wordform xf1 =[sIg@ôEt].

Eq. (2.3) allows us to measure how accurately the listener will be able to recon-

struct the speaker’s intended message given a specific perceived segmental prefix yi1. As

mentioned earlier, an intended wordform x∗f1 with a so-far produced prefix x∗i1 may in general

give rise to many different perceived wordforms yi1 as a result of variation in production and

noise in perception, and we want some aggregate measure that relates a speaker’s intention

to communicate Xf
1 = x∗f1 (while having produced x∗i1 ) with the listener’s beliefs about

whatXf
1 is — i.e. the listener’s expected beliefs aboutXf

1 given thatXf
1 is actually x∗f1 and
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that x∗i1 has been produced so far:34

p(X̂f
1 = x

′f
1 |Xi

1 = x
∗i
1 )=

∑

yi1

p(x
′f
1 |yi1)p(y

i
1|x

∗i
1 ) (2.6)

=
∑

yi1

p(yi1|x
′i
1 )p(x

′f
1 )

p(yi1)
p(yi1|x

∗i
1 ) (2.7)

=
∑

yi1

p(yi1|x
′i
1 )p(x

′f
1 )

∑

xf1

p(yi1|x
i
1)p(x

f
1 )
p(yi1|x

∗i
1 ) (2.8)

The ⋅̂ is used to suggest that the variable refers to the listener’s estimate of the true intended

wordform. Note that the left term in the product of (2.6) is Eq. (2.3).

In the next subsection, I discuss in more detail the incremental behavior of Eq.

(2.6) as new segments are produced in terms of its component parts, and as facts about the

lexicon change. I then locate this discussion in the larger context of the chapter.

2.4.2 Interaction of perceptibility and beliefs about the lexicon

Equipped with a mathematical model of word recognition in terms of Bayesian

inference, we can analyze it and recover a crisp description of what kinds of systematically

incorrect predictions about perceptibility result from neglecting the effect of incrementally

adjusted top-down expectations, where within a language we might reasonably expect to

find some good examples, and the predicted consequences for synchronic-phonological

analyses.

According to Eq. (2.6), a typically perceptible prefix x∗i1 is one that usually gives

rise (per p(Y i
1 |x

∗i
1 )) to perceived prefixes y

i
1 that are usually good enough evidence for the

listener to assign a high degree of belief to the speaker’s actual intended wordform (per
34Also note that exploration of this posterior is novel compared to other work on Bayesian models of word

recognition — e.g. Norris and McQueen (2008) — but comparable to Eq. VII of Levy (2008b), a work on
confusability at the sentence level.
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p(Xf
1 |Y

i
1 )). Eq. (2.3) indicates how to peer inside p(Xf

1 |Y
i
1 ) and evaluate how good of

evidence a particular channel string yi1 is of any given intended wordform xf1 : y
i
1 is good

evidence of xf1 insofar as x
f
1 is something the speaker is likely to have intended to say in the

first place (per p(Xf
1 )), and insofar as xf1 is likely to have given rise to yi1, rather than other

possible perceived prefixes (per p(Y i
1 |⋅)). Insofar as the lexicon includes other words x

′f
1

with both high prior probability and that are good alternative explanations for observing yi1,

the denominator will be higher and x∗f1 will be a worse explanation for yi1. Finally, note

that the longer a produced prefix is, the more evidence the listener has about the speaker’s

intended goal and the fewer words there are at all that could explain the listener’s percepts.

With respect to the broader context of the chapter, the distribution p(Y i
1 |⋅) exactly

describes bottom-up sensory information — the context-free kind of facts about perceptibil-

ity that synchronic-phonological accounts hypothesize is directly present and referenced in

phonological knowledge — where p(Xf
1 ) describes top-down expectations. The interplay

of these two terms described above makes the following predictions:

(2.4.22) a. Prediction 1: Knowledge of the lexicon can moderate the effect of low per-

ceptibility. Tokens of segment types that are in general less perceptible (or that

are in a phonotactic context where they are less perceptible than they otherwise

would be) may occur in words that are on average relatively predictable, or

(even in words that are typically not that contextually predictable) in an incre-

mental context that makes the acoustically-confusable segment easy to correctly

discriminate from alternatives.

b. Prediction 2: Knowledge of the lexicon can magnify and redirect the effect of

low perceptibility. If the lexicon leads the listener to expect other subsequences

much more so than the actual one and the actual one is less perceptible, then the

subsequence will be even harder to accurately perceive, and what it’s confusable

51



with will in general shift in the direction of what’s predicted by lexicon-driven

expectations.

c. Prediction 3: The effect of knowledge of the lexicon should be strongest at

extremes of word length. Early in production of a word, acoustic evidence

is relatively weak compared to top-down expectations; the local, acoustic-

confusability-only model of perceptibility implicitly assumed by synchronic-

phonological accounts would systematically over-estimate the perceptibility of

segments occurring word-initially. As the speaker moves through producing

a word, more and more evidence is revealed to the listener about what the

word (likely) is and what the word (likely or even almost certainly) is not;35 the

local, acoustic-confusability-only model of perceptibility implicitly assumed

by synchronic-phonological accounts would systematically under-estimate the

perceptibility of segments occurring the further into a word they are.

Similarly, segment tokens occurring in short incremental contexts could plau-

sibly be caused by many possible total wordforms, but segments occurring in

increasingly long incremental contexts could only be caused by one of decreas-

ingly many long wordforms. In both cases, it is knowledge of what words are in

the entire lexicon and how many have what lengths in the lexicon that underlies

this effect.

I’ve described three salient trends about the systematic interaction of top-down

expectations and bottom-up sensory cues. While I highlighted how this interaction should

lead to systematic differences and more variation in the distribution of perceptibility than ex-

pected by synchronic-phonological accounts, below I spell out the corresponding predictions

about the kinds of errors likely made in synchronic-phonological analyses of the phonology
35Indeed, this is a mathematical truth — conditioning must, in expectation, reduce expected surprisal:

H(B|A) = EaH(B|a) must be no greater thanH(B), with equality holding iff A and B are independent.
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of individual languages. I note first that existing synchronic-phonological accounts (like

most others in phonology) have never been tested on a dataset consisting of most or all of an

entire language’s lexicon; a large part of the reason why is that there is at present no lexicon

which (human) analysts have annotated every (or most) wordforms with an underlying

representation, nor is there currently a general, practical, and accurate algorithm for doing

so at scale. As a result, the most that can be done in the meantime is to predict what would

happen assuming future work (building on e.g. Pater, Jesney, & Smith, 2012) provides a

practical and effective algorithm for inferring underlying representations at the scale of

entire lexicons. Second, recall from e.g. §2.2.4.2.2 that synchronic-phonological accounts

translate statements about the relative perceptibility of a contrast directly into faithfulness

constraints and their relative ranking: a contrast that is more perceptible in one context is

more important to preserve than the same contrast in less perceptible contexts.

The general character of errors synchronic-phonological accounts of perceptibility

effects would make are wrong predictions about what accounts for the phonotactics of a

language or the need to posit constraints or constraint rankings otherwise unmotivated in

order to patch up incorrect predictions made by using perceptibility constraints based on

strictly local (‘out-of-(global)-context’) confusability measures. The three most salient

cases are:

(2.4.23) a. Out-of-context confusable but in-context not-confusable contrasts. The

faithfulness constraints for such contrasts will be ranked lower than their actual

perceptibility warrants. Such contrasts would occur in contexts where top-

down expectations and knowledge of the lexicon moderate the effects of low

out-of-context perceptibility.

b. Out-of-context confusable and in-context even-more confusable contrasts.

The faithfulness constraints for such contrasts will be ranked higher than their
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actual perceptibility warrants. Such contrasts would occur in contexts where

top-down expectations and knowledge of the lexicon magnify the effects of low

out-of-context perceptibility.

c. Out-of-context not-confusable but in-context confusable contrasts. The

faithfulness constraints for such contrasts will be ranked higher than their actual

perceptibility warrants. Such contrasts would occur in contexts where top-down

expectations and knowledge of the lexicon overwhelms the effects of moderate

or possibly even relatively high out-of-context perceptibility.

In this section, I

(2.4.24) a. formalized the empirical results described in the previous section as a com-

putational psycholinguistic model,

b. described the behavior of the model,

c. described the ways in which the perceptibility of tokens of a given segment

type will systematically vary based on the structure of the entire lexicon and

the epistemic context it occurs in, and

d. described corresponding errors in the phonological descriptions synchronic-

phonological accounts should be making.

In the following sections, I will describe instantiating the word recognition model using

real data and then empirically showing the difference between perceptibility in-context (i.e.

in a real lexicon) vs. out-of-context.

54



2.5 Variation in the perceptibility of theAmericanEnglish

inventory
In this section, I use a transcribed lexicon of American English, corpus-derived

frequency estimates (Davies, n.d.), and psychoacoustic data (Warner et al., 2014) to construct

an approximation to the model outlined previously. Crucially, the psychoacoustic data allows

for a limited model of the effects of phonotactic context (i.e. coarticulation) on confusability

— a triphone-to-uniphone channel model p(yi|xi+1i−1).

To show the variation in perceptibility caused by context and the magnitude

of this effect, I construct an artificial lexicon from the same data consisting only of licit

word-internal triphones found in the natural lexicon and place a uniform distribution on

it. By construction, the only ways top-down expectations affect ‘word’ recognition in this

setting are via the size of the set of triphones and categorical phonotactics of the natural

lexicon: the effect of phonotactic context on confusability via coarticulation (generally, the

confusability term of Eq. (2.6)) is about as strong as it could be, and the lexicon term is

about as weak as it could be.

Equipped with these two lexicons, I use information-theoretic measures to show

aggregate differences in perceptibility for individual segment types between the two lexicons

— viz. that there is much more variation in perceptibility across the ‘global’ contexts of the

natural lexicon than the almost purely local contexts of the artificial lexicon, and that the

magnitude of the effect of global context on perceptibility is large.

Below I describe the construction of the approximate model, explain the choice of

information-theoretic measures and aggregate visualizations, and then present and describe

the results of applying the measures to the two lexicons.
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2.5.1 Constructing an approximate word recognition model

2.5.1.1 Diphone gating data

The model of segmental confusability presented here is ultimately based on

the diphone gating experiment data of Warner et al. (2014). Participants listened to gated

intervals of every phonotactically licit diphone of (western) American English and attempted

to identify the full diphone they thought was being produced during the interval. Along

with earlier work by some of the same researchers on Dutch (Smits, Warner, McQueen,

& Cutler, 2003; Warner, Smits, McQueen, & Cutler, 2005), this represents by far the

richest and most comprehensive acoustic confusion matrix data of its kind, and the only

one capable of also offering a relatively comprehensive window into the perceptual effects

of local phonotactic context due to coarticulation. This means it is uniquely well-suited for

comparing what the facts of relative perceptibility in an entire language with vs. without a

more comprehensive model of perceptibility than that explored by synchronic-phonological

accounts of perceptibility effects.

To construct the set of stimuli diphones, Warner et al. identified all adjacent pairs

of segments within and between words based on an electronic pronouncing dictionary of

about 20,000 American English wordforms. A set of approximately 2,000 phonotactically

licit diphones were extracted from this transcribed lexicon. At least one stimulus nonsense

word was created per diphone by inserting the diphone into a small phonotactic environment

systematically chosen to avoid word edge effects on pronunciation and acoustics, to aid

pronounceability (in light of phonotactic effects on stress and syllable structure), and to

avoid predictability of the diphone from the preceding context.36

Each nonsense word was produced by a phonetically-trained speaker who was
36This also means that the channel model will be a less accurate representation of confusability near

word-edges.
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monolingual until she was a teenager and whose native dialect was well-matched to listeners.

A recording of each stimulus wordform was then marked up with (generally) six temporal

gates: the first about a third of the way through the first segment, the second about two-thirds

of the way through the first segment, the third all the way through the first segment, the

fourth a third of the way through the second segment, etc. For each stimulus wordform,

one recording was created for each gate, starting at the beginning of the original recording

and going all the way up to a gate location, followed by a ramping procedure (rather than

truncation or white noise) to avoid systematically biasing confusion data.

Twenty-two students at the University of Arizona completed the study and con-

tributed to the confusion data used here. Each study participant listened to and attempted

to identify stimuli recordings in a randomized order over the course of about 30 one-hour

sessions following an initial instruction and practice period. In each trial, participants heard

a gated stimulus recording seated at a computer.37 If the recording included a preceding

context, this context was displayed on the screen. The participant then selected the stimu-

lus diphone they thought was in the recording (i.e. not including context). Contexts and

response segments were presented using English grapheme sequences based on typical

English spellings; competence in understanding these symbols and combinations was part

of the practice period.

From this response data, each gate of each stimulus diphone can be associated

with a frequency distribution over response diphones. Only the response data for gates

corresponding to the end of each segment of the diphone were used in the current study.

Principally for reasons of data sparsity, the distinction in the gating data between stressed

and unstressed versions of each vowel were collapsed. Because the transcription lexicon

lacked taps, alveolar taps were merged into [t].
37See Grosjean (1980) for reference on the gating paradigm.
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2.5.1.2 Language model

The model of the previous section references a prior probability distribution over

segmental wordforms. Given the goals of this chapter, a unigram language model is complex

enough to serve the goals of the chapter and actually means that the measures reported here

will systematically underestimate the true effects of context on perceptibility.

Orthographic word frequencies were taken from the top 1,000,000 words in the

Corpus of Contemporary American English (Davies, n.d.). The complete corpus (‘COCA’)

contains about half a billion words, collected from text across a wide variety of genres over

the last 30 years.

2.5.1.3 Transcribed lexicon

For transcriptions, the same dictionary was used as Warner et al.. Warner et al. do

not indicate where the transcriptions came from beyond providing a URL. The transcriptions

in that file appear to be the same as those used in Sejnowski and Rosenberg (1987), although

other annotations differ slightly. Sejnowski and Rosenberg note that the transcriptions

come from an an unspecified edition ofMerriam-Webster’s Pocket Dictionary. There are

about 20, 000 orthographic words in the dictionary and each is uniquely associated with a

segmental transcription.

Words were dropped from this lexicon if

(2.5.25) a. They contained triphones that could not be modeled by the channel model.

b. They were not in the language model.

c. Their normalized frequency after applying the previous two exclusion criteria

was below 5 × 10−7.

This resulted in a final lexicon with about 12, 000 words.

The Western variety of American English native to the speaker and listeners of
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the gating data has undergone the cot-caught merger; transcriptions in this lexicon were

aligned accordingly.

2.5.1.4 Channel model

The channel model describes the conditional distribution p(Y f
1 |X

f
1 ) over what

sequence of segments yf1 a listener will perceive (e.g. [SIg@ôEt], shigarette) given the full

intended sequence xf1 (e.g. [sIg@ôEt], cigarette). We estimate this distribution using the

diphone gating data in §2.5.1.1. I make the simplifying assumption that the channel dis-

tribution for segment yi is conditionally independent of all other yj (j ≠ i) given intended

segments xi−1, xi, xi+1.

By conditioning on adjacent segments, some effects of coarticulation on confus-

ability are captured. For example, recall that nasals before oral stops are systematically

likely to be misheard as having the same place of articulation as the stop: xf1 =[AnpA]

(alveolar nasal before labial stop) is more likely to be misperceived as yf1 =[AmpA] (a labial

nasal) than the reverse, and a confusion of [n] for [m] is comparatively less likely when [n]

is between vowels as in [AnA] (J. J. Ohala, 1990a).

For each gate g ∈ {3, 6} and for each diphone x1x2, the response data from

§2.5.1.1 induce a conditional frequency distribution over channel diphones fg(y1, y2|x1, x2).

These frequency distributions were smoothed by adding a pseudocount (0.01) to every

channel diphone in every distribution; the distributions were then normalized to define

a smoothed pair of diphone-to-diphone channel distributions pg(y1, y2|x1, x2). From the

marginals of these distributions an approximation (Eq. 2.9) of the triphone-to-uniphone

channel distribution can be defined via their geometric mean:38

p(yi|xi−1, xi, xi+1) ∝
√

p3(yi|xi−1, xi)p6(yi|xi, xi+1) (2.9)

38A full triphone-to-triphone channel distribution was not used for reasons of tractability.
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As a compact summary of Fig. 2.3 shows the negative log of this marginalized over

contexts, assuming a uniform distribution over contexts. The pseudocount level was chosen

experimentally by choosing among a few pseudocount levels to find one whose uniphone

error probability (averaged over all segment types) is close to that of the marginal uniphone

error probability obtained from the diphone gating distributions.

Figure 2.3: The surprisal (in bits) of Y1 given X1, marginalizing over phonotactic contexts
X0, X1, assuming a uniform distribution on X0 ×X1 ×X2.

With the simplifying assumption that only substitution errors are possible,39 we
39The gating data does not provide information for estimating the probability of deletion or insertion errors.
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obtain a string-to-string channel model:

p(yi1|x
i
1) =

j=i
∏

j=1
p(yj|xj−1, xj , xj+1) (2.10)

Note that the most similar previous channel model (Norris & McQueen, 2008)

was based on Dutch gating data (Smits et al., 2003) comparable to that used here. Norris

and McQueen did not construct a triphone-to-uniphone channel model, but made use of all

gates and also allowed investigation of word boundary identification — i.e. word boundaries

were not considered as given, and they instead ultimately defined a channel model on (in

general) multi-word segment sequences.

2.5.1.5 Approximate model

The entire distribution p(X̂f
1 |X

i+1
1 ) is impractical to calculate in its entirety given

its size, largely due to the number of channel strings for any given length that must be summed

over in the normalization term of Eq. (2.12). Fortunately, because each segment type is

actually only relatively confusable with a small number of other segment types, and the

probability of any one recognition error is generally small, most prefixes are only confusable

with a small number of other prefixes. Accordingly, p(X̂f
1 |X

i+1
1 ) can be approximated by

only doing calculations for wordforms and prefixes that are within a small edit distance of

each other, as elaborated below.

(2.5.26) a. Let DH (u, v) denote the Hamming distance40 between two strings u, v.

b. Let xf1 be a wordform and x′i1 be a prefix of an arbitrary wordform in the lexicon.

c. If xf1 has any prefixes r such that DH (r, x
′i
1 ) ≤ k, then we say that xf1 and x′i1

are k-cousins.
40Hamming distance is the number of symbol substitutions it takes to transform one string into another if

they are the same length; otherwise the distance is infinite.
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Intuitively, if a wordform xf1 and a prefix x
′i
1 are only k-cousins for large k, then x

f
1 is almost

certainly a word where p(X̂f
1 = xf1 |X

i+1
1 = x′i1 ) is extremely close to 0 and difficult to

numerically calculate with any precision anyway. Accordingly, p(X̂f
1 = x

f
1 |X

i+1
1 = x′i1 ) was

only calculated for (wordform, prefix) pairs that were 2-cousins; the resulting distribution

was then normalized.

2.5.2 Analysis

The goal of this subsection is to precisely define some ways to measure the effects

of all contexts in a given lexicon on the perceptibility of each segment type. These measures

will then be compared for the actual English lexicon and the artificial triphone lexicon

constructed as described at the top of §2.5.

2.5.2.1 Information measures and their interpretation

Here I briefly introduce the less common information measures used in this

chapter, focusing on their interpretation and their relevance. Given its prevalence in the last

two decades of language research, I assume the reader is familiar with the interpretation

of the surprisal of the outcome of a random variable ℎ(A = a) = − log p(a), the entropy

of a random variableH(A) =
∑

a
p(a)ℎ(a), and their conditional variants ℎ(a|b),H(A|B).

See e.g. J. T. Hale (2003, 2006) or Levy (2005, 2008b) for introduction in the context of

psycholinguistics, Stone (2015) or Cover and Thomas (2012) for elementary or advanced

textbooks, and Csiszár (2008) or Ince (2017) for satisfying interpretations, descriptions of

the structure, and ways of motivating classic information measures.

The mutual information between two discrete random variables A and B can be

thought of impressionistically as a discrete analogue of correlation. More precisely, it tells

you how much, on average, knowing the value of one variable reduces your uncertainty
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about the other:

I(A;B) = H(A) −H(A|B)

The pointwise mutual information between two outcomes similarly describes how knowing

that one variable has a specific value reduces your surprisal that the outcome of the other

variable has a specific value:

i(a; b) = ℎ(a) − ℎ(a|b)

I will use i(⋅; ⋅) to describe how the speaker’s production of incremental context changes

the listener’s surprisal of the actual ith segment.

To compare two probability distributions p, p′ over the same event space A, the

Kullback-Leibler divergence is commonly used:

DKL(p||p′) = H(p, p′) −H(p)

where the notationH(p) indicatesH(A)with p is used as the distribution forA, andH(p, p′)

denotes the cross-entropy of p and p′:

H(p, p′) =
∑

a
p(a) log 1

p′(a)

The cross-entropy can be thought of as the expected surprisal you would experience if you

thought A was distributed according to p′ when it is actually distributed according to p. The

Kullback-Leibler (KL) divergence is then the expected excess surprisal you will experience

relative to someone who knows the true distribution. Accordingly, it will be 0 iff p and p′

are exactly the same and increase the more distinct p is from p′.

The Jensen-Shannon divergence is (roughly) a symmetric variation of KL di-
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vergence. To understand its interpretation, consider the following scenario: suppose A is

distributed according to m, a binary mixture of p and p′:

m(a) = �p(a) + (1 − �)p′(a)

That is, to sample from m, you first flip a weighted coin C that with probability � comes

up heads. If it comes up heads, you sample from p, and otherwise you sample from p′.

Suppose you flip this coin — without showing me the outcome — and it comes up heads.

My excess surprisal relative to yours is given by

DKL(p||m)

On average, if we repeat this process, my expected excess surprisal relative to yours is given

by the �-divergence of p from p′:

D�(p||p′) = �DKL(p||m) + (1 − �)DKL(p′||m)

Crucially for its interpretation, it can be shown that

D�(p||p′) = I(A;C)

That is, the �-divergence of p from p′ is the average information gained about A by knowing

which distribution it will be sampled from, and (because mutual information is symmetric)

equivalently the information gained about the coin flip C by observing A, on average. The

Jensen-Shannon (JS) divergence of p from p′ is exactly this for � = 1
2
— a fair coin flip:

DJS(p, p′) =
1
2
DKL(p||m) +

1
2
DKL(p′||m)
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When p and p′ are very similar, knowing the outcome of A tells me very little about the

outcome of the hidden coin flip, and so DJS(p, p′) is low. In the context of this chapter, a

rough description of the main usage of JS divergence is that the ‘coin’ C will control which

of two segment types x∗, x′ the speaker actually produced, and the observed event A will

be what the listener thinks the speaker actually produced.41 The JS divergence, then, will

indicate how distinct x∗ is from x′, on average: when the distributions are very similar, the

JS divergence will be close to zero.

For the sake of illustration of JS divergence, compare Figures 2.4 and 2.3. Where

2.3 directly shows (log-transformed) marginal channel distributions p(Y |X), Figure 2.4

shows

D(x∗, x′) = DJS(p(Y |X = x∗)||p(Y |, X = x′)) (2.11)

for each (x∗, x′) pair. As a summary of the overall similarity of pairs of distributions

(rows) from Figure 2.3, Figure 2.4 unsurprisingly shows less variation and has most ink

concentrated near the diagonal.

2.5.2.2 Operationalizing segmental perceptibility

With respect to the model described in §2.4.1, the mathematical object containing

all information about the perceptibility of a segment token of x∗ in some intended word

token x∗f1 given that x∗i1 has been produced is given by marginalizing Eq. (2.6) over the

listener’s expected beliefs about X̂i−1
1 and X̂f

i+1:
42

p(X̂i = x
′
|Xi

1 = x
∗i+1
1 ) =

∑

x′i−11 ,x
′f
i+1

p(X̂f
1 = x

′f
1 |Xi

1 = x
∗i+1
1 ) (2.12)

41As clarified later, I will be comparing pairs of listener posteriors, not pairs of channel distributions.
42Note that this equation has also been adjusted slightly to reflect coarticulation.
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Figure 2.4: Similarity of marginal channel distributions for each pair of segment types
x∗, x′.

For clarity below, I will refer to the produced incremental contextXi
1 and upcoming segment

Xi+1 together as the joint random variable C: i.e. C = Xi
1×Xi+1. With respect to Eq. (2.12),

there are two natural places to look:

(2.5.27) a. The probability the listener assigns to the speaker’s ith actual intended seg-

ment type p(X̂i = x∗|Xi
1 = x

∗i+1
1 ).

66



b. The listener’s entire expected distribution about the ith segment p(X̂i|Xi
1 =

x∗i+11 ).

I will do both. To analyze a segment type x∗, I will examine these two objects for all tokens

of x∗ in the lexicon.

I begin by focusing on 2.5.27a. A simple first measure to compare between the

artificial and the natural lexicons is the relative average confusability of segments in one vs.

the other:

ℎ(X̂ = x∗|X = x∗) (2.13)

ℎ(X̂ = x∗|X = x∗, c) (2.14)

Eq. (2.13) measures how well the listener has recovered the speaker’s intended segment,

marginalizing over contexts. Eq. (2.14) shows this in a particular incremental context

c = x∗i−11 , x∗i+1. Because the channel model is the same between the artificial and natural

lexicon, clear differences in these measure for a given segment will be due to the presence of

stronger top-down expectations, informative incremental contexts, and structured variation

in the natural lexicon.

To measure how a specific incremental context c = x∗i−11 , x∗i+1 changes a listener’s

expected beliefs that X̂i = x∗, the appropriate tool is pointwise mutual information:

i(X̂i = x∗;C = c|Xi = x∗i ) = ℎ(X̂ = x∗|X = x∗i ) − ℎ(X̂i = x∗|Xi = x∗, C = c) (2.15)

In words: this is the change in surprisal that X̂i is x∗ caused by the specific context c,

relative to the expected surprisal that X̂i = x∗ averaged over all contexts in the lexicon that

x∗ occurs in.

This average is nontrivial to correctly define for the natural lexicon due to variation

in length. To understand exactly what this average means and how it is calculated, it is
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clearest to first define a joint distribution between total contexts (all segments to the left of

some segment within a word, plus all segments to the right within a word) and segment

types. A context token is specified by a choice of word w and a position i within the word.

The full joint distribution is then p(X = x, I = i,W = w), specified by the following

generative process:

(2.5.28) a. Sample a word w according to the unigram language model prior p(W ).

b. Sample an index i from a uniform distribution on indices [1, |w|]. All other

index values have probability 0.

c. p(x|i, w) = 1 iff the ith segment of w is in fact of type x and 0 otherwise.

I.e.

p(x, i, w) = p(x|i, w)p(i|w)p(w) (2.16)

The distribution on total contexts conditioned on a particular segment type x∗ is then exactly

given by p(I,W |x∗).

In the case of the probability distribution underlying ℎ(X̂ = x∗|X = x∗),43 the

relevant context model refers to incremental contexts — essentially prefixes. The marginal

distribution on prefixes p(R) has exactly the same structure and generative process as the

marginal distribution p(I) in 2.5.28: there is a joint distribution on words and prefixes

p(R = r,W = w) = p(r|w)p(w) (2.17)

where every licit prefix of a given word w has uniform probability. Given the marginal
43The subscript i in Eq. (2.15) references position and ultimately segment identity with respect to the

particular context c and is only meaningful in the full scope of that equation — not within the definition of
the average contextual surprisal of a segment type.
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distribution p(R), then, there is a joint distribution

p(X−2 = x,R = r) = p(x|r)p(r) (2.18)

where p(x|r) is 1 iff the second-to-last segment of prefix r is of type x and 0 otherwise. Let

C , as earlier, denote the set of incremental contexts — the set of lexical prefixes c with a

‘hole’ in the second-to-last position. Then,

p(X̂ = x∗|X = x∗)=
∑

c
p(X̂ = x∗|X = x∗, C = c)p(C = c|X = x∗) (2.19)

The rightmost term is calculated as described above, and if c = x′i−11 , x′i+1 for some i, then

we have:

p(X̂ = x∗|X = x∗, C = c) = p(X̂ = x∗|Xi−1
1 = x′−11 , Xi = x∗, Xi+1 = x

′

i+1) (2.20)

I.e. the left term inside the summation of is nothing more than an incremental posterior

calculation, as one would expect.

Turning to 2.5.27b, we can compare the confusability of one segment type x∗ is

to that of another x′ in a particular context c = xi−11 , xi+1 that they can both occur in via

what I will denote as Dc(x∗, x′):

Dc(x∗, x′) = DJS(p(X̂i|Xi = x∗, c)||p(X̂i|Xi = x
′
, c)) (2.21)

Note that this is symmetric because JS divergence is symmetric.

To measure how similar this measure of confusability is across all common

contexts C(x∗, x′), we can take an expectation over common contexts

D̂c(x∗, x′) =
∑

c
p(c|X = x∗, c ∈ C(x∗, x′))Dc(x∗, x′) (2.22)
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Note that the choice of expectation distribution (conditioning on x∗) means D̂c(x∗, x′) is

not symmetric; this permits separate comparison of the typical confusability of x∗ and x′ in

contexts typical for x∗ vs. typical for x′: x′ might be similar in its confusability to x∗ in the

contexts that x′ typically occurs in, but that does not entail the reverse must be the case.

2.5.2.3 Results

Figures 2.5-2.6 show Eq. (2.13) in the artificial and natural lexicons (respectively),

summarizing for each segment type how likely it is to be confused, on average, in the

contexts it occurs in. As the axes indicate, the general effect of incremental top-down

expectations is to make segments less confusable. Comparing the two graphs also shows

that while some trends in the relative ordering of confusability in the artificial lexicon

are roughly preserved in the natural lexicon (e.g. within glides and liquids, within nasals,

and within fricatives), the preservation is only approximate, and there is no shortage of

other differences — incremental context and top-down expectations clearly affect which

segments are on average relatively confusable, supporting the key claim of this chapter that

out-of-context measures of confusability do not, in general, reflect in-context confusability.

Turning to Eq. (2.14) and examining variation in more detail, Figures 2.7 and 2.8

again show the generally depressing effect of natural incremental context on confusability,

but also, intriguingly, reveal that many segments — including those whose confusability in

the artificial lexicon is low and relatively stable — have a long tail of incremental contexts

where they as confusable or more so than they typically are in the artificial lexicon. Figures

2.9-2.10 show how this relates to position within the word.44 They indicate that in the limit

of increasing within-word position, incremental top-down expectations and knowledge of

the lexicon will typically leave a listener with almost no uncertainty about segment identity

and nearly complete confidence in the speaker’s actual intended segment type. Per §2.5.2.1,
44Datapoints associated with word-initial and word-final contexts are omitted because the channel model is

in general a relatively inaccurate approximation there.
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Figure 2.5: Posterior contextual surprisal of each segment type x∗ in the artificial lexicon,
marginalizing over contexts.

the difference between the first pair of plots and the second can be understood via pointwise

mutual information. The next set of plots show the role of incremental context in creating

the differences just discussed.

Figures 2.11/2.12 and 2.13/2.14 are matched pairs of graphs showing (for the

artificial lexicon and natural lexicon, respectively) the values of Eq. (2.15), grouped by

each segment: each column is a segment type x∗, and each datapoint in a given column

corresponds to a calculation of Eq. (2.15) for an incremental context. Figures 2.11/2.12

show the most detail but omit some data, where 2.13/2.14 show less detail but 2.14 still

omits some data; Figure 2.15 shows the full distribution for the natural lexicon. Figures

2.16-2.17 show how the effect of context on a given segment token varies as function of

that segment’s distance from the left edge of the word.
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Figure 2.6: Posterior contextual surprisal of each segment type x∗ in the natural lexicon,
marginalizing over contexts.

These figures show several trends: The effect of context (via phonotactics and

coarticulation) on perceptibility is weaker in the artificial lexicon, with some segments

(e.g. [i,u,@~,l,n,s,k]) showing a consistent effect of context of about 0 bits, with others

showing a range of the effect of local context of about 1 bit. In contrast, in the natural

lexicon, the typical effect of incremental context is typically positive (if small) across all

segments, including for segments whose out-of-context perceptibility is relatively higher.

This supports Prediction 1 (2.4.22a) of §2.4.2. A the same time, again visible is the long-tail

of misinformative contexts most segment types x∗ in the natural lexicon have — many

contexts where x∗ is typically more likely to be misperceived than it otherwise would be,

and much more likely to be misperceived than one would expect given only a model of

local context effects comparable to those displayed in the artificial lexicon. This supports
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Prediction 2 (2.4.22b) of §2.4.2. As Figures 2.16-2.17 show, these segment tokens are

principally word-initial or in relatively short words. The clear effect of position supports

Prediction 3 (2.4.22c) of §2.4.2.

Turning to aggregate patterns of what segments are typically confusable with

what other segments, Figures 2.18 and 2.19 show (for the artificial and natural lexicons,

respectively), for each pair of segments x∗ and x′ the value of Eq. (2.22), D̂c(x∗, x′).

While the artificial lexicon displays some clear and interpretable patterns (vowel-

vowel similarity, similarity between consonants differing in one of manner or place) of

which segments have contextually similar confusion distributions, on the whole segments

have relatively distinct marginal posteriors in the artificial lexicon. In contrast, though some

of the trends of similarity in the artificial lexicon carry over into the natural one, in general

there is much more variation and marginal posteriors are much less pairwise distinctive.

This supports Prediction 2 (2.4.22b) of §2.4.2.

2.6 Discussion

2.6.1 Implications for synchronic-phonological accounts

Perceptibility effects relate robustly observed trends under experimental condi-

tions in what speech sounds are confusable with which others — sometimes as conditioned

by particular local phonotactic contexts—with trends in common synchronic and diachronic

patterns in phonology. Recall that diachronic-phonetic accounts of the typological preva-

lence of these patterns broadly point to processes of perception, production, learning and

phonologization to explain this. Contemporary synchronic-phonological accounts (e.g. Ste-

riade 2001b, 2008; Wilson 2006), in contrast, do not dispute this line of inquiry, but instead

propose that this typological trend in phonological grammars could be explained by the

direct representation of phonetic facts about relative perceptibility and perceptual similarity
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and the sensitivity of these two phenomena to relatively local phonotactic context in gram-

matical representations. (Recall the direct translation of facts about relative perceptibility

into faithfulness constraints described in §2.2.4.2.2.) Some accounts go further and propose

the hypothesis that this domain-specific knowledge is innate and that the universality of

innateness explains the typological distribution and prevalence of perceptibility effects

(Wilson, 2006).

The results of the previous section show that the approximate perceptibility of

tokens of a given segment type

(2.6.29) a. Varies greatly.

b. Varies not only as a function of coarticulation with local phonotactic context, but

also as a function of global token context and its epistemic effects on perception,

well above and beyond what is predicted purely by focusing on coarticulation

and local context.

c. Varies as a function of the structure of the entire lexicon and gradient, context-

sensitive, and volatile facts about the language and the contexts of use like the

relative probability of different wordforms.

Below I elaborate on why this means contemporary phonological accounts cannot

achieve their explanatory goals as currently formulated and why revising them (especially

nativist ones) to accurately model confusability would make them far less plausible.

2.6.1.1 Revision would be self-consistent

Almost universally, synchronic-phonological accounts of perceptibility effects

reference the actual acoustic facts or acoustic experiences of listeners as the cause and/or

intensional basis for defining phonological constraints. Accordingly, I first argue that it

would only be self-consistent for synchronic-phonological accounts to be revised in light of
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the results of the previous section — even setting aside the analytical errors and descriptive

inadequacy §2.4.2 predicts of synchronic-phonological accounts.

Within contemporary synchronic-phonological accounts,45 Steriade (2001b)’s

original proposal references perceptual experience as the basis of the P-map. Given an

operationalization of ‘similarity’ judgements in terms of confusability (as in e.g. Wilson

2006) and descriptive psychological evidence of how human perception actually functions,

using perceptibility measures that incorporate the effect of top-down expectations and

context amount to a much more accurate model of human perceptual experiences. To date

there has been no explicit commitment in synchronic-phonological literature to specifically

local measures of confusability; their consistent use and reference since early phonetically-

based phonology work simply reflected what was familiar to researchers at the time. It

seems uncontroversial, then, to assume that updating synchronic-phonological accounts to

reflect what perceptibility is actually like is reasonable.

2.6.1.2 A revised architecture would be implausible

In spite of my argument that synchronic-phonological accounts would be more

consistent with their own stated aims if they used a psycholinguistically accurate notion of

confusability incorporating global context and expectations, I argue that it is also the case

that revising these theories to use an accurate inference process would demand a number of

architectural changes whose result would likely be deemed undesirable.

First, in a revised synchronic-phonological theory, constraints would have to be

able to reference arbitrary stable cues – i.e. cues at arbitrary parts of the linguistic hierarchy

or ones that are altogether non-linguistic. Mymodeled task of isolated wordform recognition

is incredibly simple and therefore only requires reference to incremental prefixes, but as

noted before in §2.3, there is robust psycholinguistic evidence that listeners integrate a wide
45I.e. similarity-based ones.
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variety of linguistic cues at all levels of the linguistic hierarchy as well as non-linguistic

information in the course of recognition and comprehension. Much phonological work is

concerned with limiting the interaction of a single other level of the linguistic hierarchy

with mechanisms of phonological theory (e.g. Keating, 1985): the possibility that cues from

every level of the linguistic hierarchy or even altogether non-linguistic cues could require

representation would be problematic from such a perspective.

A consequence of this is that the number of (combinations of) cues that affect a

confusability calculation is plausibly vastly greater than appreciated: to accurately capture

perceptibility effects requires either a combinatorically horrific explosion in the number of

possible constraints or an ingenious (and heretofore unspecified) learning and/or evolutionary

mechanism (in the case of substantively-biased phonology) for navigating this immense

space of representations.

Third, a revised phonological grammar would also require reference to probabil-

ities (or an approximation thereof) in order to correctly calculate confusability. As well,

because changes to one wordform can in general affect probabilities elsewhere, a conse-

quence of this is that the phonological grammar of an individual would require simultaneous

optimization of the entire lexicon.46

Given that

∙ few other phonological phenomena seem to require anywhere near as many constraints

or simultaneous optimization for an acceptable analysis

∙ there is still no compelling story as to why phonetic facts need to be represented in

constraint-based phonological representations to account for perceptibility effects

revising existing synchronic-phonological theories seems unlikely to be compelling to

phonologists working in constraint-based theories, relative to diachronic-phonetic accounts
46This echoes communicatively-oriented constraint-based synchronic-phonological work (see e.g. Padgett

1997, 2003 or Łubowicz 2003).
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of perceptibility effects specifically and simpler architectures for constraint-based phonology.

Finally, given the variation across languages and over time in how frequent (and how

informative) different segment types and contexts are (Cohen Priva, 2012), the domain-

specific representational knowledge of relative perceptibility posited by substantively-biased

phonology are especially implausible absent an explanation of why it would instead reflect

only cross-linguistically stable acoustic facts of perceptibility and how such acoustic facts

could ever come to be genetically specified.

2.6.2 Implications for diachronic-phonetic accounts

Although diachronic-phonetic accounts are not the main focus of this chapter, the

empirical results reported here also have tentative ramifications for them— beyond offering

additional evidence that they are a better direction for explaining perceptibility effects than

constraint-based synchronic-phonological accounts.

As stated earlier, existing diachronic-phonetic accounts have been particularly

strong at connecting laboratory results on the effects of particular local phonotactic contexts

on confusion and perception to common phonological patterns. In contrast, no work to my

knowledge has attempted a detailed model or theory of why perceptibility effects arise in the

languages they do or when they do: if two languages have comparable segment inventories

and comparable phonotactics, why should only one end up with certain perceptibility effects

instead of both? For any particular language that has a perceptibility effect or is in the process

of phonologization of one, what words in the lexicon are most likely to give rise to the effect?

Assuming that the gating data and channel model presented here are decently representative

of confusability in naturalistic speech, the measures and figures of the previous section offer

some clues for how future work could proceed, as well as where listener-error-based and

speaker-choice-based accounts might make additional predictions about either ongoing or

future perceptibility effects, or about articulatory variation by speakers.
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Recall that listener-error based accounts posit that listener-learners make percep-

tual errors in what they hear and/or misattribute what they hear to phonological rather than

phonetic causes. Figure 2.7 indicates which segments are estimated to be out-of-context

confusable. Figure 2.11 offers a single, systematic window on which segment types in

American English are estimated to have almost no sensitivity in confusability to local

phonotactic context, and which, in contrast seem to have higher variability (and therefore

sensitivity) across local phonotactic contexts. Those segments that are both typically out-of-

context confusable and which are sensitive to phonotactic context seem (all else being equal)

like the best candidates to examine for perceptibility effects driven by relatively higher

out-of-context confusability, i.e. of the kind described by listener-error accounts. Figure 2.6,

however, shows that many of these segment types are not typically that confusable in their

actual incremental contexts (with Fig. 2.12 indicating this is usually a result of incremental

context), and suggests that only the subset of them that are typically contextually confusable

are good candidates to examine in more detail for ongoing or future perceptibility effects of

the kind expected under listener-error accounts. Figures 2.9 and 2.10 further suggest that

the left edge of the word (and/or segment tokens in shorter words) are the most likely places

to examine for such candidates.

Turning to speaker-choice accounts of perceptibility effects, recall that they argue

that, on top of what listener-error accounts predict, it is also the case that speakers vary their

pronunciations on the basis of their communicative goals, selectively enhancing acoustic

features of words that support those goals and reducing others where such reduction does

not impact those goals. While the results reported here do not model communicative value

(or lack thereof), an intuitively necessary condition for enhancement of a segment token is

that it be worth enhancing: both valuable to the goal of communication and counterfactually

at risk of impeding or not being as useful to the speaker’s communicative goals if left

unenhanced. Figures from the previous section indicate that there are some segments or
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segment-context combinations that are not at all typically contextually confusable (and

hence according a speaker-choice account are both — ceteris paribus— least likely to be

enhanced, and uniquely good candidates for reduction), and other segments or segment-

context combinations that are contextually confusable (and hence plausible candidates for

enhancement).

2.6.3 Future work

The clearest avenue for follow-up work is development of a more accurate triphone-

to-triphone channel model for investigation of the predictions reported in the previous

subsection and their relation to reduction and enhancement of particular classes of segments

in particular classes of contexts.

Another direction for future work is cross-linguistic investigation — Dutch is the

only other language (at present) where comparable confusability data is available (Smits et

al., 2003). Given the overall relative typological similarity of Dutch and English, differences

between the two languages in the relative perceptibility of their common segments are

plausibly attributable to differential top-down effects caused by differences in the structure

of their segmental inventories and lexicons.

Figures 2.2a-b are Figures 1-2 from Tanenhaus et al. (1995), and are reprinted

with permission from AAAS.
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Figure 2.18: Similarity of average contextual confusability in the artificial lexicon for each
pair of segment types x∗, x′. Yellow regions indicate no data.
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Figure 2.19: Similarity of average contextual confusability in the natural lexicon for each
pair of segment types x∗, x′. Yellow regions indicate no data.
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Chapter 3

Speakers enhance contextually

confusable words

3.1 Introduction
A major open question in the study of natural languages is the extent to which

pressures for efficient communication shape the online production choices of speakers or

the (‘offline’) system of forms and form-meaning mappings. Zipf (1936, 1949) famously

noted that highly frequent words tend to be shorter and hypothesized that this could be

explained in terms of pressures for efficient communication: the average cost of producing

a word is lower than it would be otherwise. More recent work has formalized hypotheses

about the effect of communicative pressures on language usage and design using tools

from information theory (Cover & Thomas, 2012; Shannon, 1948) and rational analysis

(Anderson, 1990, 1991). This work has found evidence that meanings are allocated to word

types in a way that minimizes speaker effort (Piantadosi, Tily, & Gibson, 2011; Piantadosi

et al., 2012), and that this appears to be at least partly explainable by online production

choices (Mahowald, Fedorenko, Piantadosi, & Gibson, 2013).
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While this research offers evidence that lexicons and the production choices of

speakers are shaped by pressures for efficient communication, other work examining how

much words and lexicons are shaped by pressures for ensuring effective communication

in the face of noise and uncertainty has been more equivocal. For example, pressures for

robustness to noise would be expected to cause the words of natural lexicons to be dispersed

and distinct from each other, preventing confusions between different words. Dautriche,

Mahowald, Gibson, Christophe, and Piantadosi (2017), however, finds that lexicons exhibit

clear tendencies towards being clumpier rather than dispersed.

Many studies have used the phenomena of reduction and enhancement to investi-

gate whether communication is optimized for robustness to noise. Speech tokens that are

produced with shorter than usual duration, or with parts omitted or made less distinctive,

are said to be reduced, and those tokens produced with longer durations or produced more

distinctively are enhanced.

One line of work has provided evidence that contextual predictability influences

reduction and enhancement: words, syllables, and segments that are more contextually

predictable tend to be reduced and those that are less contextually predictable tend to be

enhanced (see e.g. Aylett and Turk 2004, 2006; Buz, Tanenhaus, and Jaeger 2016b; Cohen

Priva 2008, 2012, 2015; Demberg, Sayeed, Gorinski, and Engonopoulos 2012; Jurafsky,

Bell, Gregory, and Raymond 2001; Pate and Goldwater 2015; Seyfarth 2014; Turnbull,

Seyfarth, Hume, and Jaeger 2018; Van Son, Koopmans-van Beinum, and Pols 1998; Van

Son and Pols 2003; see Bell et al. 2009; Jaeger and Buz 2018 for reviews). According to

a communicatively-oriented account, this is explainable as balancing efficiency against

effectiveness: speakers economize on production cost the more that context facilitates

accurate listener inference of the speaker’s intent.

A second line of work, more closely related to the current study, has examined

the effect of neighborhood density on reduction and enhancement. This work has found
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evidence that words with greater neighborhood size or density — that is, words that have a

greater number of similar-sounding neighbors — have faster onset of production, and have

lower overall durations, i.e. they are reduced. Words with greater neighborhood density also

take longer for listeners to recognize and comprehend, and have less acoustically distinctive

vowels (Gahl et al. 2012; Vitevitch 2002; see Vitevitch and Luce 2016 for review). While

neighborhood density has been found to predict a number of behavioral measures, its

interpretation and what ultimately drives related effects remains unclear (Gahl & Strand,

2016; Sadat, Martin, Costa, & Alario, 2014; Vitevitch & Luce, 2016).

This second line of work provides a challenge for communicatively-oriented mod-

els of production: words with greater numbers of similar-sounding neighbors (or greater

average acoustic similarity) seem likely to be more confusable, and therefore speakers would

be predicted to decrease the likelihood of noise by, e.g., increasing their duration. How-

ever, this work does not directly estimate word confusability, instead using neighborhood

density or an acoustic similarity measure as a proxy. It remains possible that greater word

confusability is associated with phonetic enhancement, and that a more direct measure of

confusability would reveal this relationship.

In this paper, we present the first comprehensive measure of relative word con-

fusability based on both a language model and psychoacoustic data, and we examine how

well it predicts word durations in natural speech corpora. We first present a derivation

of a Bayesian model of word recognition (broadly similar to Norris and McQueen 2008)

that incorporates both linguistic context and a model of noise estimated from the gating

data of Warner et al. (2014). We use this speech recognition model to define a measure of

confusability, and apply this measure to content words in the NXT-annotated subset of the

Switchboard corpus and in the Buckeye corpus (Calhoun et al., 2010; Pitt, Johnson, Hume,

Kiesling, & Raymond, 2005). We provide evidence that greater confusability is associated

with longer duration.
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3.2 A model of word confusability
We propose a simplified model of word confusability, in which there are two

factors that will make word v in context c more vs. less confusable. On the one hand, a

listener who has observed context c has some ‘top-down’ beliefs and expectations about

what v will be before the speaker produces any acoustics for v. On the other hand, once

the speaker has produced acoustics for v, there will be (in general ambiguous) ‘bottom-up’

acoustic cues that will usually underdetermine what the speaker’s choice of v actually was.

The goal of the listener is then to combine their top-down expectations with their bottom-up

observations to reason about which words are more vs. less likely to have been what the

speaker intended.1

We operationalize the perceptibility of word v as the probability that the listener

accurately recovers this word in situations where the speaker uses it; the confusability of

a word is inversely related to its perceptibility. If a speaker has a model of the expected

confusability of a given word, they can then decide to lengthen or shorten their particular

production of the word token, balancing listener comprehension and their own effort.

3.2.1 Model definition

To model the in-context confusability of word tokens, we model the task of word

recognition as one of Bayesian causal inference, with the following underlying generative

process for the speaker:

1. At some point in time, the speaker has already produced some existing sentential

context c, consisting of a sequence of orthographic words. We assume for simplicity

and tractability that the listener knows exactly what this context is at each timestep.
1Note that of the two basic factors integrated here, previous probabilistic work on reduction has been

limited to using only ‘top-down’ expectations.
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2. The speaker produces the current word v— e.g. cigarette. We model this as sampling

according to a language model pL: v ∼ pL(⋅|c).

3. The speaker determines the segment sequence xf1 = (x1, ..., xf ) corresponding to their

word choice. For example, the speaker will determine that the segments [sIg@ôEt]

correspond to the word cigarette.

In our corpora, there is a unique correct segment sequence for a given orthographic

word. For ease of exposition, we therefore identify xf1 with its corresponding ortho-

graphic form v. Abusing notation, we will write pL(x
f
1 |c) for the distribution over

segmental forms induced by the language model.2

4. The listener receives a segment sequence yf1 = (y1, ..., yf ) — e.g. [SIg@ôEt] (‘shi-

garette’) — drawn from a channel distribution pN conditioned on the speaker’s

intended segment sequence: yf1 ∼ pN (⋅|x
f
1 ). This represents the effects of noise on

the signal received by the listener.

The task of the listener is to then combine their observation (represented here

by yf1 ) with their prior expectations about which words are likely given the context. The

listener tries to determine how likely each wordform in the lexicon is to have been the one

intended by the speaker. Their posterior belief pLISTENER about which segmental wordform

xf1 was intended is described by Bayes’ rule:

pLISTENER(x
f
1 |y

f
1 , c) =

pN (y
f
1 |x

f
1 )pL(x

f
1 |c)

p(yf1 |c)
(3.1)

=
pN (y

f
1 |x

f
1 )pL(x

f
1 |c)

∑

x
′f
1

pN (y
f
1 |x

′f
1 )pL(x

′f
1 |c)

(3.2)

Suppose for example that the listener perceives yf1 =[SIg@ôEt]. Their beliefs about the lexicon
2This notation ignores homophony, though the model is in fact sensitive to this.

97



pL(X
f
1 |C) will tell them that this is not a valid segmental wordform, but that [sIg@ôEt] is

a valid wordform. Their beliefs about the noise distribution for the language pN (Y
f
1 |X

f
1 )

tell them that xj =[s] is a plausible segment to be misperceived as yj =[S]; together this

suggests that a good explanation of their percept is the intended wordform xf1 =[sIg@ôEt].

Equation 3.1 allows us to measure how accurately the listener will be able to

reconstruct the speaker’s intended message, given a perceived segmental wordform yf1 .

However, this is not sufficient to determine the confusability of an intended wordform. In

general, an intended wordform xf1 may give rise to many different perceived wordforms yf1
as a result of noise. In order to measure its confusability, we therefore need to marginalize

over the possible perceived segment sequences.

We define the contextual perceptibility of a segmental wordform xf1 in context c

to be the expected probability that the listener accurately recovers it:

E
yf1∼pN (⋅|x

f
1 )
pLISTENER(x

f
1 |y

f
1 , c) (3.3)

=
∑

yf1

pLISTENER(x
f
1 |y

f
1 , c)pN (y

f
1 |x

f
1 ) (3.4)

The space of all possible channel strings yf1 grows exponentially in sequence length f .

However, each segment is only substantially confusable with a small number of other

segments and the probability of more than a small number of channel errors is small. We

therefore approximated Eq. 3.3 with a Monte Carlo estimator:

E
yf1∼pN (⋅|x

f
1 )
pLISTENER(x

f
1 |y

f
1 , c) ≈

1
n

n
∑

i=1
pLISTENER(x

f
1 |y

f
1,i, c) (3.5)

yf1,i ∼ pN (⋅|x
f
1 ) (3.6)
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We choose n = 1000 to balance the variance and computational feasibility of the estimator.

Finally, following the reasoning given in Levy (2005, 2008a), we take the neg-

ative logarithm of this quantity and arrive at a surprisal, which represents the contextual

confusability of segment sequence xf1 in context c:3

ℎ(xf1 |x
f
1 , c) = − log E

yf1∼pN (⋅|x
f
1 )
pLISTENER(x

f
1 |y

f
1 , c) (3.7)

3.3 Materials and methods
We make use of two types of data: psychoacoustic gating data for estimating

a noise model, and several corpora of natural speech for evaluating whether individuals

increase the duration of more confusable words.

3.3.1 Words duration data

Word durations were analyzed separately in two spoken corpora of American

English: the Buckeye Corpus of Conversational Speech (Pitt et al., 2005) and the NXT

Switchboard Annotations (Calhoun et al., 2010), a highly annotated subset of Switchboard-1

Release 2 (Godfrey & Holliman, 1997).

The Buckeye Corpus contains about 300,000 word tokens, taken from interviews

with 40 speakers from central Ohio. Word durations for the present study were taken

from the timestamps provided for word-level annotations. Each word token had a broad

transcription uniform across all instances of the word type and a second, token-specific

close transcription created by a human annotator.

The Switchboard Corpus contains transcripts of telephone conversations between

strangers. The NXT annotated subset includes about 830,000 word tokens from 642 conver-
3Compare Equations 3.3–3.7 with Eq. VII of Levy (2008b), a study of sentence-level confusability.
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sations between 358 speakers recruited from all areas of the United States. Word durations

for the present study were taken from the ‘phonological word’-level timestamps; these

were the result of annotator-checked and -corrected timestamps initially made by alignment

software. Each phonological word was also associated with a segmental transcription that

was uniform across all instances of the word type.

Exclusion criteria almost exactly follow Seyfarth (2014) for the reasons cited

there. These criteria are mainly designed to exclude non-content words and words whose

pronunciation is likely affected by disfluencies or prosodic structure. Our criteria only

diverge in the following manner: Word tokens were excluded if the utterance speech rate

(total number of syllables / length of the utterance in seconds) was more than 3 standard

deviations from the speaker mean (vs. 2.5 in Seyfarth 2014). After exclusion criteria were

applied, about 44,000 (4,900) and 113,000 (8,900) word tokens (word types) remained in

the Buckeye and NXT Switchboard corpora, respectively.

3.3.2 Diphone gating data

The model of word confusability was based on the diphone gating experiment

data of Warner et al. (2014). Participants listened to gated intervals of every phonotactically

licit diphone of (western) American English and attempted to identify the full diphone they

thought was being produced during the interval. Along with earlier work by some of the

same researchers on Dutch (Smits et al., 2003; Warner et al., 2005), this represents by far

the richest and most comprehensive acoustic confusion matrix data of its kind.

Warner et al. (2014) identified all adjacent pairs of segments within and between

words based on an electronic pronouncing dictionary of about 20,000 American English

wordforms. A set of approximately 2,000 phonotactically licit diphones were extracted

from this transcribed lexicon. At least one stimulus nonsense word was created per diphone

by inserting the diphone into an environment consisting of at most one syllable on the left
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and at most one syllable on the right.

A recording of each stimulus wordform was then marked up with (generally)

six temporal gates. For each stimulus wordform, one recording was created for each gate,

starting at the beginning of the original recording and going all the way up to a gate

location, followed by a ramping procedure (rather than truncation or white noise) to avoid

systematically biasing confusion data.

In each trial, participants heard a gated stimulus recording.4 If the recording

included a preceding context, this context was displayed on the screen. The participant then

selected the stimulus diphone they thought was in the recording (i.e. not including context).

From this response data, each gate of each stimulus diphone can be associated

with a frequency distribution over response diphones. Only the response data for gates

corresponding to the end of each segment of the diphone were used in the current study.

For each of Buckeye and NXT Switchboard, the segment inventories of the gating data and

of each speech corpus had to be projected down to a common set of segments. In each case,

this involved collapsing the distinction in the corpora between syllabic and non-syllabic

nasal stops. For reasons of data sparsity, the distinction between stressed and unstressed

versions of any given vowel was also collapsed.

3.3.3 Language model

Our measure of contextual confusability uses a language model to compute the

prior probability of a word in context. We estimate a language model from the Fisher corpus

(Cieri, Miller, & Walker, 2004), a speech corpus matched for genre and register to Buckeye

and Switchboard. This corpus contains about 12 million (orthographic) word tokens taken

from nearly 6000 short conversations, each on one of about 100 topics.

We estimated n-gram models of several orders from the Fisher corpus using
4See Grosjean (1980) for reference on the gating paradigm.
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KenLM (Heafield, 2011).5 The n-gram order was treated as a hyperparameter, and selected

on the Training Set, as described below. An add-1 smoothed unigram model was also

created from word frequencies in the Fisher corpus using SRILM (Stolcke, 2002; Stolcke,

Zheng, Wang, & Abrash, 2011).

3.3.4 Channel model

The channel model describes the conditional distribution pN (Y
f
1 |X

f
1 ) over what

sequence of segments yf1 a listener will perceive (e.g. [SIg@ôEt], shigarette) given the full

intended sequence xf1 (e.g. [sIg@ôEt], cigarette). We estimate this distribution using the

diphone gating data in Section 3.3.2. We make the simplifying assumption that the channel

distribution for segment yi is conditionally independent of all other yj (j ≠ i) given intended

segments xi−1, xi, xi+1.

By conditioning on adjacent segments, we can capture some effects of coarticula-

tion on confusability. For example, nasals before oral stops are systematically likely to be

misheard as having the same place of articulation as the stop: xf1 =[AnpA] (alveolar nasal

before labial stop) is more likely to be misperceived as yf1 =[AmpA] (a labial nasal) than

the reverse, and a confusion of [n] for [m] is comparatively less likely when [n] is between

vowels as in [AnA] (J. J. Ohala, 1990a).

For each gate g ∈ {3, 6} and for each diphone x1x2, the response data from Section

3.3.2 induce a conditional frequency distribution over channel diphones fg(y1, y2|x1, x2).

These frequency distributions were smoothed by adding a pseudocount to every channel

diphone in every distribution; the distributions were then normalized to define a smoothed

pair of diphone-to-diphone channel distributions pg(y1, y2|x1, x2). From the marginals of

these distributions we constructed an approximation (Eq. 3.8) of the triphone-to-uniphone
5We do not use lower-perplexity neural language models due to intractability resulting from the normalizing

constant in Equations 3.2 and 3.3.
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channel distribution via their geometric mean:6

p̃t(yi|xi−1, xi, xi+1) ∝
√

p3(yi|xi−1, xi) ⋅ p6(yi|xi, xi+1) (3.8)

With the simplifying assumption that only substitution errors are possible,7 we obtain a

preliminary string-to-string channel model:

p̃N (y
f
1 |x

f
1 ) =

j=f
∏

j=1
p̃t(yj|xj−1, xj , xj+1) (3.9)

We are primarily interested in using the channel model to define a ranking on

the confusability of words, i.e. to determine which words are more or less confusable than

others. This makes the channel model defined by Equations 3.8 and 3.9 not fully adequate.

The diphone gating data were collected in a laboratory setting with rates of noise

lower than for naturalistic speech. As a result, when the noise model is estimated from

this data, it implies the absolute rate of accurate perception (as defined by Equation 3.2)

is close to 1 for most words. This makes it hard for the Monte Carlo estimator defined in

Equation 3.5 to determine stable rankings of confusability. In order to estimate rankings in

a more stable manner, we introduce a model hyperparameter 0 < � ≤ 1, and define a new

triphone-to-uniphone channel distribution by:

pt(yi|xi−1, xi, xi+1) =

⎧

⎪

⎨

⎪

⎩

� ⋅ p̃t(yi|xi−1, xi, xi+1), yi = xi
� ⋅ p̃t(yi|xi−1, xi, xi+1), yi ≠ xi

} (3.10)

Here � ≥ 1 is used to normalize the distributions; it is fully determined by � for a particular

distribution pt(⋅|xi−1, xi, xi+1). The term � is used to increase the noise rate in the channel
6We stop short of utilizing a full triphone-to-triphone channel distribution for tractability.
7The gating data does not provide information for estimating the probability of deletion or insertion errors.
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distributions. Note that two important features of the original triphone-to-uniphone distri-

butions p̃t are maintained in the new model. First, the ratios of outcome probabilities within

a single triphone distribution remain the same:

pt(yi|xi−1, xi, xi+1)
pt(y′i|xi−1, xi, xi+1)

=
p̃t(yi|xi−1, xi, xi+1)
p̃t(y′i|xi−1, xi, xi+1)

(3.11)

for segments yi, y′i ≠ xi. Second, the relative probability of accurate perception is preserved

across triphone distributions:

pt(xi|xi−1, xi, xi+1)
pt(x′i|x

′
i−1, x

′
i, x

′
i+1)

=
p̃t(xi|xi−1, xi, xi+1)
p̃t(x′i|x

′
i−1, x

′
i, x

′
i+1)

(3.12)

The new model therefore preserves information about the relative noisiness of different

segments, and about which segments are most likely to be confused for each other.

The final string-to-string channel model is defined by:

pN (y
f
1 |x

f
1 ) =

j=f
∏

j=1
pt(yj|xj−1, xj , xj+1) (3.13)

This new channel model has an increased noise rate, making it easier to estimate stable

rankings of confusability across words.

The most similar previous channel model (Norris & McQueen, 2008) was based

on Dutch gating data (Smits et al., 2003) comparable to that used here. Norris and McQueen

(2008) did not construct a triphone-to-uniphone channel model, but made use of all gates

and also allowed investigation of word boundary identification.

3.3.5 Statistical methods

Prior to any analyses, the Switchboard and Buckeye corpora were each randomly

divided into evenly-sized Training and Test sets. The Training sets were used for exploratory
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(a) Switchboard (b) Buckeye

Figure 3.1: Confusability vs. log duration on the Test sets of the Switchboard and Buckeye
corpora. Error bars are 95% confidence intervals (non-bootstrapped). As illustrated in
Figure 3.2, data are sparse beyond 18 bits, resulting in large confidence intervals in this
range.

Figure 3.2: Histogram of contextual confusability scores on the Test sets.

statistical analyses, and for determining the values of several model hyperparameters. Fol-

lowing this, all parameters and statistical analyses were frozen, and preregistered with the
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Open Science Foundation.

We perform several linear regressions in order to determine the effect of confus-

ability on word duration. Contextual confusability is defined throughout using Equation 3.7.

Word durations are log-transformed. The following covariates are standard in the literature,

and are included in our analyses: speaker identity; part of speech; unigram prior surprisal;

speech rate (the average rate of speech, in syllables per second, of the utterance containing

the target word); word length (measured by number of segments and syllables). Several

covariates that are included are more non-trivial, and are discussed in more detail below:

segmental inventory factors; forward and backward surprisal; neighborhood size and log

weighted neighborhood density; and unigram confusability.

The segmental inventory variables code each word as a ‘bag-of-segments.’ A

separate variable is defined for each phoneme in the segmental lexicon of the corpus. Each

variable counts the number of times the corresponding phoneme occurs in the word. This is

a variant of the baseline model used in previous work (Bell et al., 2009; Gahl et al., 2012).

Certain segments take longer to pronounce than others, and the baseline model is

used in case the confusability scores contain information about segment identities within

a word. Note, however, that this is a conservative baseline, as segment identity has an

effect on confusability; certain segments are, individually, harder to perceive than others.

The model will be used to predict word durations after these segmental effects have been

factored out.

The forward language-model surprisal of a word is the surprisal of the word

given preceding words in the context, and its backward surprisal is the surprisal given the

following words in the context. Previous work in English has found backward surprisal to

be a stronger predictor of spoken word duration than forward surprisal (Bell et al., 2009;

Seyfarth, 2014). Word confusability is expected to be correlated with surprisal, as more

surprising words will be more difficult for the listener to recover in the presence of noise.
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Neighborhood size and log weighted neighborhood density are measures of the

number of words adjacent (within Levenshtein distance 1) to a target word. These measures

have been extensively studied as explanatory variables for word duration (see Gahl et

al. 2012; Vitevitch and Luce 2016 for review), and are expected to correlate with word

confusability: words with more neighbors are expected to be more confusable. We evaluate

whether there is any residual effect of confusability beyond its impact on these variables.

Unigram confusability measures the confusability of a word (Equation 3.7) given

a unigram (word frequency) language model. This is a measure of the out-of-context

confusability of a word, as discussed below.

All variables are treated as fixed effects, and OLS is used for regressions. Con-

fidence intervals and p-values are calculated using the bias-corrected bootstrap. Random

effects are not used due to potential issues arising in observational studies like the current

one. In particular, random effects may correlate with predictors in an observational study,

leading to incorrect estimates of uncertainty and the potential for bias (Bafumi & Gelman,

2006; Wooldridge, 2010).

All analyses were performed in two ways: using the raw values for each variable,

and with rank-transformed values for the continuous variables. Our hypothesis is that

confusability is monotonically related to word duration. Rank-transformed analyses provide

a direct test of the hypothesis.

3.4 Results
Four model hyperparameters were selected using the Switchboard and Buckeye

Training sets: the order and direction of the n-gram model, the diphone-to-diphone channel

pseudocounts, and the noise factor �.8 Backward bigram language models were found to

perform best on the Training sets, possibly due to distributional differences between these
8The language model order was the same across all covariates where it was used.
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corpora and the Fisher corpus, which was used for language model estimation. This is

consistent with prior work in the area (e.g. Bell et al. 2009; Seyfarth 2014). Pseudocounts

were set to 0.01, and the term � was set to 2−6.

Figure 3.2 shows the frequency of model-computed confusability scores on the

Switchboard and Buckeye Test sets. Figure 3.1 shows the relationship between confusability

and word duration on the Test sets.

The first set of analyses include all of the covariates from Section 3.3.5, except

for unigram confusability. This allows us to determine whether there is an effect of word

confusability on duration, independent of whether this effect is sensitive to context. Greater

confusability is associated with longer word durations on both the Switchboard and Buckeye

Training sets (p<0.001 for all analyses). Table 3.1 shows results of the same analyses

performed on the Test sets. The effects replicate on the Test sets, and are qualitatively

similar when continuous variables are rank-transformed.

These analyses provide evidence that higher confusability is associated with longer

word duration. In the second set of analyses, we investigate whether a context-sensitive

measure of confusability is necessary for explaining this effect, or whether an out-of-context

measure suffices. In order to do this, we include unigram confusability as a covariate in

the analyses, in addition to the previous covariates. Unigram confusability is identical to

our target measure of word confusability, except that the language model is replaced with

a unigram model. The measure calculates a word’s confusability based on its acoustic

properties and its phonological similarity to other words. It therefore does not take into

account top-down expectations based on a word’s context.

After controlling for unigram confusability, contextual confusability remains

associated with longer word durations on both the Switchboard and Buckeye Training sets

(p<0.001 for all analyses). Table 3.2 shows the same analyses on the Test sets. The effects

replicate on both Test sets, and similarly for the rank-transformed analyses.
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Table 3.1: Effect of contextual confusability on log word duration, not controlling for
unigram confusability. Estimates from the Test sets. Rank indicates whether continuous
variables were rank-transformed. p-values are upper-bounds.

Dataset Rank � 95% CI p-value

SWBD No 0.006 (0.004, 0.008) 0.001
SWBD Yes 0.086 (0.067, 0.109) 0.001
Buckeye No 0.005 (0.001, 0.008) 0.01
Buckeye Yes 0.123 (0.080, 0.130) 0.001

Table 3.2: Effect of contextual confusability on log word duration, controlling for unigram
confusability. Estimates from the Test sets.

Dataset Rank � 95% CI p-value

SWBD No 0.009 (0.006, 0.011) 0.001
SWBD Yes 0.132 (0.095, 0.130) 0.001
Buckeye No 0.007 (0.003, 0.011) 0.001
Buckeye Yes 0.148 (0.106, 0.164) 0.001

Chapter 3 was coauthored with Eric Baković and Leon Bergen, and is very similar

to the submitted manuscript that has since been edited and published in Proceedings of the

58th Annual Meeting of the Association for Computational Linguistics (pp. 1991-2002).

The dissertation author was the primary investigator and author of this paper.
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Chapter 4

Morphology gets more and more

complex, unless it doesn’t

4.1 Introduction
Consider the following two large questions that have become central to discussions

in the morphological literature, and whose answers are foundational for theory construction

in this domain:

(4.1.30) a. What do analysts mean when they talk about morphological complexity

and make claims about learnability?

b. What kinds of explanations do analysts advance given what they believe

to be true about complexity and social conditions?

Recent work in morphology (Ackerman & Malouf, 2013; Stump & Finkel, 2013)

has conceptualized morphological complexity in terms of two interdependent dimensions,

ENUMERATIVE COMPLEXITY and INTEGRATIVE COMPLEXITY, henceforth abbreviated as

‘E-complexity’ and ‘I-complexity’. The E-complexity of a language identifies

110



∙ the types and numbers of morphosyntactic categories — e.g. tense, case, number. . .

∙ the number and shape of formatives used to encode them, and

∙ the combinatorics and classifications (conjugations or declensions) of those formatives

as utilized in the language.

The I-complexity of a language, in contrast, measures the (inter)predictability among

wordforms — i.e., it reflects the ways that the enumerative ingredients cataloged by E-

complexity are organized into systems of relatedness among classes of words. This kind of

complexity has been a central concern of word-based implicative and network approaches

— see e.g. (Ackerman, Blevins, & Malouf, 2009; Blevins, 2016; Bonami & Beniamine,

2016; Bonami & Henri, 2010; Bonami & Strnadova, 2018; Bybee, 1985; Janda & Tyers,

2018; Sims, 2015; Sims & Parker, 2016; Wurzel, 1987). An hypothesis associated with this

division is that a language can, in principle, vary limitlessly in terms of its E-complexity as

long as these ingredients are organized in ways that lead to low conditional entropy (LCE; a

measure of I-complexity) for the networks of relations between words constitutive of the

morphological system.1 One aspect of this approach is that, while words exhibit internal

structure, the nature of that structure is not necessarily morphemic, as typically assumed

in familiar generative frameworks. Rather, word structure is defined by discriminability

between (classes of) words and the patterns produced by distinctive arrangements of word

elements, i.e., segments, suprasegments, that cohere into systems that constitute language

particular systems.2

The central explanatory value of systemic organization for morphological phe-

nomena and learnability makes modern linguistic analysis a beneficiary of the early in-
1Of course, LCE is likely only one, if important and newly explored, dimension guiding morphological

organization.
2It is important to note that standard morpheme constructs are subsumed under the discriminability view,

since the presence of a morpheme obviously counts as one strategy for distinguishing one (class of) word
from another. See Ramscar, Dye, Blevins, and Bayyaen (2018) for discussion of discriminative learning.
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sights of paradigm-oriented thinkers like Paul, Kruszewski and de Saussure.3 For example,

Kruszewski (1995) viewed the morphological system as facilitating two fundamental aspects

of language usage: reproduction was the more or less faithful utterance of stored lexical

representations, i.e. fully derived and inflected wordforms and their penumbra of variants,

while productionwas the utterance of novel wordforms licensed by the analogical inferences

intrinsic to networks of related words.

. . . every word is connected by twofold bonds: by innumerable ties of similarity
with its relatives according to sounds, structure, or meaning and by equally
numerous ties of contiguity with its various fellow travellers in every possible
kind of phrase. A word is always a member of certain nests or systems of words
and at the same time is a member of certain series of words. This explains the
ease with which we memorize and recall words. Moreover, these properties
of words make it possible for us not to have to resort to straight memorization
every time. It is sufficient for us to know words like idu [“(I) am walking”],
idës’ [“(you sg.) are walking”], or vedu [“(I) am leading”] in order to produce
the new word vedet [“(he) is leading”], although we may never have heard it
before. In the majority of cases we can not say with certainty which words
we have learned from other people and which we have produced ourselves;
in the majority of cases, as in the above cited examples, parallel forms make
it possible to produce only one form, regardless of who is producing it. For
this reason W. von Humboldt early on pointed to the perpetual creativity of
language. (Kruszewski, 1995)

Kruszewski here suggests that the production of a novel inflected form for the Russian

verb vesti ‘lead’ is guided by knowledge of other forms of vesti as well as other inflected

forms of the different verb idti ‘to go’. This represents, according to him, a clear example

of an essential challenge presented to theory for language analysis, namely, the “perpetual

creativity of language.”

Familiar structuralist linguistic theories have operated with a misleadingly ‘com-

binatoric’ conceptualization of parts and wholes: wholes are of theoretical interest to the
3See Blevins (2016) for a detailed review of this tradition and its modern development under the label of

Word and Pattern Morphology.
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degree that they permit the identification of parts which can be recombined algebraically to

recompose them, with little or no remainder. The whole as representing a distinct level of

analysis is foreign to this conception, but is central to efforts to understand systemic orga-

nization: the internal structures of wholes serve to discriminate wholes from one another

and the networks of relatedness patterns defined by these wholes constitute the analyzable

organization of the system.

Significantly, this latter tradition, which developed in parallel with the more famil-

iar Post-Bloomfieldian structuralist, morphemic approach,4 displays conceptual and analytic

affinities with research in the “developmental sciences”5, where the fundamental constructs

guiding explanation include “complex adaptive systems”, “systemic organization”, and,

more generally, a focus on describing and understanding the dynamic interplay between

parts and wholes on different interdependent levels that both constitute and define the

organization of systems in both nature and culture.6

Segueing to the second question (4.1.30b) concerning the types of explanation

invoked to account for E-complexity differences across languages, work in (typological)

sociolinguistics has hypothesized that such differences may correlate with aspects of social

structure: languages spoken by large, diverse populations are claimed to be morphologi-

cally simpler than those spoken by small, close-knit ones (Kusters, 2003; Perkins, 1992;

Thurston, 1987, 1992; Trudgill, 2009, 2011, 2016; Wray & Grace, 2007). Adopting the

terminology of Wray and Grace (2007), we refer to the former as EXOTERIC SITUATIONS

and the latter as ESOTERIC SITUATIONS. See Table 4.1 for a summary of the characteristic

properties of each.

We will contrast two basic categories of explanations about the relationship
4See Embick (2015) for a detailed discussion and defense of this “piece-based” conception of morphology.
5See Moore (2006) for an overview.
6See Ackerman and Nikolaeva (2014); Corning (2018); Hood, Halpern, Greenberg, and Lerner (2010);

Jablonka and Lamb (2014); Laland (2018); Oyama, Gray, and Griffiths (2001).
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Table 4.1: Comparison of esoteric and exoteric situations.

Property Esoteric situation Exoteric situation
Total community size smaller larger
Adult language contact lower higher

Learner population primarily
children

contains significant
number of adults

Social stability higher lower
Communally-shared
information and traditions higher lower

Morphological correlate higher E-complexity lower E-complexity

between the esoteric vs. exoteric state of a speech community and the E-complexity of its

morphology. The first category of explanation can be referred to as adaptationist.

(4.1.31) Correlations between social and linguistic types are a matter of adaptation: some

language types are ‘fitter’, and therefore selected for, in certain social environments.

Amundson (1996, p. 25), in developing a more catholic conception of explanation

in evolution, identifies the adaptationist strategy as a primary informing hypothesis with a

long history:

To be sure, adaptationists admitted that organs and body parts exist which have
no known adaptive purpose. The universal stance on these items might be called
the principle of presumptive adaptation: Never infer a lack of adaptation from
the lack of knowledge of adaptation, because it is always more probable that an
unknown adaptive purpose exists than that no purpose exists. The presumption
should be that the trait is adaptive, and that eventually its purpose would be
discovered.

The primary exemplar of this category of explanation we will consider here is

the LINGUISTIC NICHE HYPOTHESIS (Dale & Lupyan, 2011; Lupyan & Dale, 2010, 2015,

2016b):

[L]anguages adapt to the learning constraints and biases of their learners. (Dale
& Lupyan, 2011)
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That is, the adaptationist explanation for the observed relationship between social structure

and E-complexity is that both morphological simplification and complexification reflect

adaptation to the different learning capacities of L2 and L1 learners in different social

situations. As Lupyan and Dale (2010) put it:

Our findings indicate that just as biological organisms are shaped by ecological
niches, language structures appear to adapt to the environment (niche) in which
they are being learned and used. As adults learn a language, features that are
difficult for them to acquire, are less likely to be passed on to subsequent learners.
Languages used for communication in large groups that include adult learners
appear to have been subjected to such selection. Conversely, the morphological
complexity common to languages used in small groups increases redundancy
which may facilitate language learning by infants.

It is important to emphasize that an adaptive explanation is compatible with three hypotheses:

it could explain both simplicity and complexity, only simplicity, or only complexity. It

could also, of course, extend to none of these alternatives.

This perspective more broadly embraces a popular and previously prevailing ana-

lytic stance concerning the role of external forces on the modification of existing structures.

Amundson (2005, p. 127) refers to this as The adaptive rule of reconstruction and formulates

it as follows:

The adaptive rule of reconstruction: Identify ancestral characters and selective
forces such that the forces might have caused populations that possessed the
characters to diverge into the descendent forms.

In effect, this strategy, characteristic of the Modern Synthesis in biological evo-

lution, has been adopted in other fields which attempt to explain observable change in

evolutionary systems: the operative notion is that factors external to the object of change

both motivate and shape that change.

The second class of explanations we consider concerning the relation between

complexity and social conditions is NEUTRAL:
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(4.1.32) Independent of any forces of selection, random variation (evolutionary ‘drift’)

can cause E-complexity to increase.

Existing examples of such explanations for sociolinguistic typological patterns can be found

in Lass (1997a), Ehala (1996), Trudgill (2016), and Kauhanen (2017), inter alia. In the

more general context of evolutionary systems, one formulation of this kind of explanation

is offered by McShea and Brandon (2010):

. . . in an evolutionary system in which there is variation and heredity, there is a
tendency for diversity and complexity to increase, one that is always present but
may be opposed or augmented by natural selection, other forces, or constraints
acting on diversity or complexity.

That is, with respect to the observed correlation between social structure and E-complexity,

increasing complexity may be the default state of evolutionary systems. This means that no

additional explanation is necessary to account for increasing E-complexity in a given lan-

guage, beyond whatever other contingencies may obtain. In this connection it is important to

observe that while increasing E-complexity may have default status, the particular organiza-

tion of the resulting system, i.e. its I-complexity, may be guided by both internal properties

of particular systems as they co-evolve in conjunction with learnability considerations. In

other words, the factors responsible for elaboration or simplification in E-complexity may

be quite different from the factors responsible for the emergent organization associated with

I-Complexity. This point is compellingly illustrated in Sims and Parker (2019) where it is

shown that the mere enumeration of elements constitutive of e.g., Russian’s inflectional

morphological system does not provide insight into the important dimension concerning

how these elements cohere, let alone, why they might cohere in the ways that they do. They

conclude (p. 30):

This suggests that the system as a whole is not simply a function of the com-
plexity of its parts. It is instead a product of the way the parts are distributed –
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i.e., how the component elements are related. This should hardly be a surprise,
but the data in this paper highlight that these sorts of local relations, and how
they lead to complexity in an inflection class system (or don’t!), are at least as
important to focus on as the complexity of the system overall. To the extent
that languages universally or predominantly exhibit low systemic complexity,
the question becomes why. At a broad level, the answer likely has to do with
learnability (Ackerman et al., 2009), but to get beyond general formulations
of this idea, it will be necessary to dive into the learnability of specific inflec-
tion class configurations, and to carefully examine local relations among the
component parts of individual inflection class systems.

This can be interpreted as suggesting the importance of distinguishing between E-

and I-complexity: E-complexity as derivable from the World Atlas of Linguistic Structures

(WALS)7 provides inventories of morphosyntactic distinctions and their formal exponence,

but these alone are simply the ingredients that get organized into the language particular

systems that distinguish a language’s morphological organization, i.e., I-complexity. Thus,

any hypotheses concerning the relative influences of neutral or adaptationist factors need to

clearly identify the scope of influence with respect to E- and I-complexity. For example, it

may be that neutral factors influence the E-complexity of a language, while the organization

of the resulting elements arises from some adaptationist considerations such as learnability,

as mentioned in the preceding quotation.8

In this connection, it is important to observe that neutral explanation, and more

generally, non-adaptationist perspectives, can be seen as complementing, rather than re-

placing adaptationist speculations about specific developments, and can themselves be seen

as guided or biased by the internal dynamics of the specific systems (Arthur, 2004; Riedl,

1977; Whyte, 1965). Amundson (2005, p. 127) argues that this system internal perspective
7See §4.3.1 for discussion about the limits of what kinds of questions WALS can usefully address.
8It is also worthwhile in this connection to consider the valuable reflections contained in Chapter 10

of Bentz (2018). Of particular interest is the recognition that esoteric situations are often characterized by
multilingualism, so that contact conditions and the influence of second language learning associated with
exoteric situations is not necessarily associated with morphological simplification, as discussed in Meakins,
Hua, Algy, and Bromham (2019).
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on change and possibility for novelty, is the source of fertile reappraisals of adaptation

as the single factor of change. He refers to the basic strategy as The generative rule of

reconstruction and formulates it as follows:

The generative rule of reconstruction: Identify an ancestral ontogeny that can
be modified into the ontogenies of the descendent groups.

What is crucially distinctive here is the focus on ontogenies of development: the mechanics

of how a system is organized and operates to yield effects over time.

In sum, the alternatives of adaptive and neutral explanation (with the latter sup-

plemented by considerations of internally guided possible trajectories of change) provide

the broader context of competing explanatory resources: while the former is often function-

alist in nature, the latter is structuralist, following the traditional distinctions delineated in

Amundson (2005).

Our aim in this chapter is to convey to the reader the nature of a neutral explanation

of an evolutionary system’s state and trajectory, and to convince the reader that this type

of explanation is a strictly simpler and more likely explanation of higher E-complexity in

esoteric situations than the Linguistic Niche Hypothesis. To accomplish this, we review

in the next section the three defining properties of Darwinian evolutionary systems, why

language change qualifies as one, what neutral vs. adaptationist explanations for the behavior

of an evolutionary system are, and why the Linguistic Niche Hypothesis is adaptationist. In

the third section, we begin by discussing the methodological challenges facing evolutionary

explanations in biology, language change, and specifically the relationship between high

E-complexity language variants and esoteric communities: a lack of data and a wealth

of logically possible explanations with unclear or plausibly overlapping predictions. We

argue that addressing these problems requires clearly (preferably mathematically) specified

models of hypothesized causal mechanisms (e.g. learning), serious consideration of neutral

hypotheses and evidence for them, and that simpler explanations (which will often be
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neutral) be accepted over more complex ones by default. In the rest of the section we offer

two such simpler (neutral or more neutral) explanations for the same phenomena as the

Linguistic Niche Hypothesis. First, we point out more that the main independent variables

of the Linguistic Niche Hypothesis — population size, structure, and other demographic

parameters — have been known for more than a century to critically affect the relative

likelihood of neutral vs. adaptive explanations of the state or trajectory of an evolutionary

system; in particular, at least one neutral force — drift — is substantially stronger in

small populations than in large ones, can easily be strong enough to overwhelm selectional

factors identified in adaptationist approaches, and should be expected to lead to small

populations exhibiting and maintaining traits that, if present in an otherwise identical larger

population would be expected to disappear. Second, we review some recent literature

modeling language change as an evolutionary process that investigate (among other things)

the effects of social structure on the propagation of harder-to-learn vs. easier-to-learn

linguistic variants. Together, they suggest that even when there is selection against a

linguistic variant (i.e. uniformly for all learners in both more esoteric and more exoteric

populations), the structure of esoteric vs. exoteric populations could lead to a relative

homogeneity of input to learners in esoteric situations— enough homogeneity that linguistic

variants that need more observations to be successfully learned are plausibly more likely

to arise and persist in esoteric populations than exoteric ones. These two results mean

that in the absence of strong (forthcoming) evidence for an adaptive explanation of higher

E-complexity in esoteric situations (e.g. a benefit to L1 learning), neutral factors are both

simpler and specifically more likely than adaptive ones to explain observations about the

evolutionary trajectories of historically small, esoteric populations.
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4.2 Background
In this section, we review the defining properties of Darwinian evolutionary

systems and why natural language qualifies as one, offer a slightly more technical exposition

of the difference between neutral vs. adaptive explanations (with examples from both biology

and natural language), and then position the Linguistic Niche Hypothesis (henceforth LNH)

with respect to these alternatives.

4.2.1 Darwinian evolutionary systems

A Darwinian evolutionary system can be defined in terms of three abstract ele-

ments (adapted from Lewontin 1970, 1978):

(4.2.33) a. A population of replicators: A population of objects capable of replicating

themselves more faithfully than not from one timestep to the next.

b. Variation: Objects in the population can have potentially distinct traits along

one or more dimensions.

c. Selection: Some variants in a population are better at replicating than others by

virtue of differences in traits.

A trait value that causes those replicating objects that have it to display higher expected

success at replication than those with some other variant of the same trait is ‘adaptive’.

Insofar as a trait is adaptive with respect to a particular kind of external environment that

an object exists in or there is some internal aspect of the object’s replication process that

shapes its expected success at replication, that trait is said to make the object ‘fitted’ or

‘adapted’ to its environment or ‘life cycle’.

Mechanistically, a Darwinian evolutionary system can be defined by a population

state at some moment in time — a frequency or probability distribution over a set of variant

types — and an algorithm by which the population at the next time step is generated from
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the current one — i.e. a set of mechanisms or processes (in parallel or in some sequence)

by which replication occurs. Replication involves two basic types of probabilistic choices:

choosing for each object whether it survives and replicates, and for each of those that do,

choosing how many copies result and how accurately those copies reflect the originals. A

replication process that affects which objects survive or replicate only contributes to creating

variation when the probability that an object is chosen for survival and replication as a

result of that process doesn’t depend on their variant type. Similarly, a causal mechanism

that affects the number or accuracy of copies of an object chosen to replicate is a mechanism

of variation if it doesn’t depend on the variant type of the object. In contrast, a causal

process affecting a population’s dynamics is a selection mechanism when its effect on an

object’s probability of survival, probability of replication, expected number of copies, or

the accuracy of those copies depends on the variant type (‘traits’) of the object.

In the context of biology, examples of different kinds of populations of replicators

include

(4.2.34) a. populations of alleles — different values or forms of a gene

b. populations of genotypes — different partial or complete genomes

c. populations of phenotypes — different combinations of physical and behavioral

traits of an organism.

The question of which of these is the most appropriate ‘unit of selection’ can depend on

theoretical commitments about biology or evolutionary theory, what scientific question is

being addressed, what method has been chosen, or what data are available. Examples of

variation mechanisms include

(4.2.35) a. random choice of which organisms die and which reproduce independent of

each organism’s variant type (‘drift’, discussed in the next subsection)

b. random mutation of alleles during replication

121



c. random migration to or from other populations.

Some examples of ways that variant types can differ in terms of fitness (i.e. selection

mechanisms) include

(4.2.36) a. probability of survival (viability selection)

b. probability of reproducing (e.g. sexual selection — the probability of finding a

mate)

c. expected number of offspring per reproductive event (fertility selection).

An important type of selection that cross-cuts classification by biological life stage — and

is particularly relevant to cultural evolution — is frequency-dependent selection, where the

fitness of an individual with a given trait is a function of the relative frequency distribution

over traits in the population; we discuss this more below in the context of language. Finally,

note that in biology every variation and every selection mechanism listed here is capable

of causing the frequency distribution over traits to change, and every variation and every

selection mechanism can cause a trait to disappear from a population, but only some

variation mechanisms (e.g. mutation or migration) can introduce a previously absent trait

and only some variation and selection mechanisms can act to maintain variation within a

population.

While the three abstract elements of (4.2.33) suffice to define a Darwinian evo-

lutionary system, in both biology and language, populations of replicators typically have

structure that affects what the replication process is, how variation is introduced, and how

selection filters or amplifies variation in ways that are substantive, scientifically interesting,

and particularly relevant to discussion of the relationship between demographic factors and

the relative effects of drift vs. selection. That is, a population is supposed to represent a set

of spatiotemporally-bounded and co-occurring individuals that live, compete, cooperate,

and reproduce together in the same context. Suppose a population of individuals (modeled
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or empirically observed) is meaningfully dividable into two or more subpopulations with a

limited and potentially non-uniform rate of migration between them — e.g. subpopulations

of an organism may be subdivided over different social groups (herds, flocks, etc.) and/or

multiple locations like isolated meadows or lakes, an island and a mainland, or the islands

of an archipelago. If we want to model the dynamics of this population, we can incorporate

our beliefs about this subdivision and organization of the population as accurately as we

can, or we can idealize over these differences and treat the population as though it were

less structured; our motivation may be practical — a lack of data or the desire for a more

analyzable model — or theoretical — e.g. exploring how much or little population structure

affects the dynamics of the whole population and each of its subpopulations. We roughly

summarize the effects of population structure below:

(4.2.37) a. All else being equal, the lower the rate of migration, the less the dynamics of

each subpopulation are affected by others.

b. The more asymmetric and heterogeneous population sizes, forces of selection,

and migration rates are between populations, the more inaccurate it will be

to lump the subpopulations together and treat them as a single unstructured

population in a single environment.

c. The higher the average rate of migration, the more symmetric migration is

between subpopulations, and the more similar population sizes and forces of

selection are across subpopulations, then the more accurate of an approximation

it will be to treat this ‘metapopulation’ as a single unstructured population.

We elaborate in the next section on the relationship between population structure, population

size, the effects of forces of variation vs. selection, and implications for the LNH.

Analyzing language as an evolutionary system involves making several choices.

We schematize these choices as follows:
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(4.2.38) a. Choosing the set of linguistic representations that variants will be drawn from.

For example, variants could be different pronunciations of a phoneme, different

strategies for expressing a morphosyntactic property, different synonyms for a

meaning, different grammatical strategies for encoding a meaning, generally

all or part of a grammar concerned with defining ‘different ways of saying the

same thing’ (Croft, 2000, p. 31), or distributions over any of these choices of a

set of variants.

b. Choosing a replication timescale — individual dyadic communication episodes

vs. language development. At its most granular, ‘replication’ can be taken to be

the production of a unit of form — possibly with some meaning and in some

episode-specific context— followed by the recognition or comprehension of that

form by a listener and some update of the speaker and listener’s representations

of what the language is. Alternatively, replication can correspond to an abstract

(child) language development event where some speaker-teachers of the existing

community are chosen to provide the input to a learner, who then chooses a

linguistic variant (or distribution over variants) at the end of the process and

becomes a new speaker-teacher member of the population at the next timestep.

c. Choosing a relationship between the population of linguistic variants and the

population of speakers in a speech community. The basic replicating object

can be taken to be a token of a linguistic variant, and each speaker in a speech

community at time t can be associated with a population of such tokens —

interpretable as a distribution of remembered observations (e.g. ‘exemplars’)

and/or a production distribution over variant types, and a speech community

then corresponds to a population of subpopulations (a ‘meta-population’). Al-

ternatively, the basic replicating object can be identified with a speaker and
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their linguistic representation — e.g. a single linguistic variant, a grammar, or

a distribution over variants — and a speech community at a particular point in

time can be treated as a population.

While the first choice is relatively straightforward, the last two are more complex and

interrelated. For the purpose of understanding language change as an evolutionary process,

we discuss different combinations of options for these last two choices below and sketch

what population structure and variation vs. selection mechanisms look like under each such

choice. We begin with the most granular choice of timescale and population.

The most fine-grained choices of replication timescale and population take each

speaker in a speech community to represent a population of linguistic variant tokens, the

speech community to represent a meta-population, and individual dyadic communication

episodes to be the main process by which the distribution of variants changes over time.

Each speaker’s population of tokens is most plausibly interpretable as a set of variant tokens

or distribution over variant types representing what that speaker has observed themselves

and others produce to date,9 or some function of such a distribution (Blythe & Croft, 2012;

Reali, Chater, & Christiansen, 2014; Wedel & Fatkullin, 2017; Winter & Wedel, 2016).

Replication principally involves repeatedly choosing a speaker and listener pair who will

interact, choosing what the speaker says, and an update process describing how one or both

participants adjust their internal distributions over linguistic variants as a result. Below is a

sequence of events describing how this interaction and update process could be modeled

for some choice of speaker s and listener l.

(4.2.39) a. Suppose there are X = {x1...xk} different types of linguistic variants, and

that the speaker has to date observed Os = {o1, o2… oi… on} tokens, with the
9Note that these could be taken to be perfect or lossy representations of such observations; if they are lossy

representations, then the lossy compression and/or noise process by which observations are modified is part
of the replication process.
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variant type of oi given by v(oi).

b. Based on the speaker’s observations Os and a learning or inference algorithm L,

the speaker currently has a production distribution ps(X|L(Os)). They choose

a single form x∗ to produce by sampling from ps. A simple example production

distribution — exhibiting no selection — might have them randomly choose

one of their past observations: ps(X = x∗) = n−1 ⋅ |{oi ∈ Os|v(oi) = x∗}|.

c. The speaker produces a token x∗ and adds it to their set of observations.

d. The listener perceives the actually produced form as y, where pn(Y = y|X = x∗)

describes how noise can cause the listener to perceive y as something different

from x∗.

e. The listener arrives at some beliefs pl(X = x̂|Y = y) about what the speaker

actually produced. For example, the listener might reason Bayesianly by com-

bining y with a prior model of what the speaker is likely to have intended to

produce p′s and a model of the noise distribution pn as pl(X = x̂|Y = y) ∝

pn(Y = y|X = x̂)p′s(X = x̂).

f. Using this distribution pl(X|Y = y), the listener chooses some estimate x̂

according to a decision rule — e.g. choosing the x̂ that maximizes pl(X = x̂|y)

— and adds it to their own set of observations.

In sum, production by the speaker causes a token of some linguistic variant x∗ to replicate in

a ‘population’ of observations associated with the speaker, and after potential modification

by noise, perceptual/comprehension processes, and a learning process, to replicate in a

‘population’ of observations associated with the listener.

To permit examination of meaning and form-meaning mappings, this variation of

the scenario could be slightly modified by starting each interaction episode with a randomly

chosen meaning (interpretable as e.g. a uniquely salient referent in the common ground) that
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is in the common ground and that the speaker uses in choosing a variant form to produce; by

combining this observation of the co-occurrence of meaning and form with existing beliefs

about this dimension of the language, the listener can adjust their distribution over form-

meaning mappings.While this scenario permits investigation of form-meaning mappings,

we can extend it further to investigate comprehension and the effects of communicative

success or failure on how interlocutors adjust their distribution over variants at the end of

each episode. Instead of having the listener jointly observe a uniquely salient meaning and

the speaker’s produced form, the speaker can privately choose a meaning from a common-

ground set of meanings (e.g. a physically salient set of referents) and attempt to communicate

it to the listener. After perceiving the speaker’s produced form variant the listener can

then reason about what meaning the speaker intended and do something — e.g. ‘point’ at

a particular referent or take an action based on their beliefs about the speaker’s intended

meaning — that conveys information to the speaker about the listener’s interpretation and

whether the speaker was successful. One or both participants can then update their beliefs

based on each other’s existing beliefs and observed behavior. Finally, to explicitly represent

heterogeneity in types of learners— e.g. children vs. native adults, contact between language

varieties, L2 learners, etc., each with e.g. some different initial distribution over observations

or learning process — we can specify a rate at which a speaker-listener is added or removed

to the population, and a distribution over what kind of speaker-listener is added or removed.

Forces of variation and selection here are determined by

(4.2.40) a. the probability distribution over which pairs of individuals are chosen to be

speaker-listener pairs

b. the probability distribution over what a speaker intends and actually produces

c. how production of a token affects the speaker’s population of variant tokens

d. the probability distribution over what a listener perceives and/or comprehends

127



given what the speaker produced

e. how a listener’s beliefs about what the speaker said and/or meant affects the

listener’s adjustment of their population of variant tokens.

f. any other details about memory and inference process specifying how observed

tokens of linguistic variants are stored and shape future inference and decision-

making of a speaker-listener.

That is, if the probability that any pair of individuals are chosen to be speaker and listener

does not depend on the variants of the pair (or distributions over variants of the pair),

then that aspect of the replication process would contribute to variation but would not

involve selection; similarly, if what the speaker produces, how accurately it is produced or

perceived, or how it affects a listener’s future inference or production behavior does not

depend on the variant of the speaker or listener, then those aspects of replication contribute

to variation but would not involve differential selection of some linguistic variants over

others. An example where this process would involve selection is a model where some

linguistic variants are associated with different social groups or identities and speakers or

listeners are more likely to be paired with an interlocutor whose variant (or distribution over

variants) is relatively similar10 — or relatively different — with respect to social dimension.

Another example illustrating frequency-dependent selection: suppose a speaker is capable

of producing two or more variants that differ greatly in how prevalent they are among the

speech community the speaker interacts with, and where many other speakers are unlikely

to be familiar with or understand the rarer variants (the variants could e.g. be different

wordforms for the same meaning associated with different language varieties). If the speaker

is aware of this difference in relative frequency and it causes them to prefer to produce the

more frequent variant more often than they otherwise would as a result, then the rate of
10This would be a sociolinguistic analogue of assortative mating where organisms preferentially mate with

others that are similar to themselves.
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reproduction (fitness) of variants is a function of the frequency of different variants and will

lead — in the absence of forces or conditions like drift, opposing forces of selection, or

population structure creating conditions to maintain rarer variants — to a ‘rich get richer’

dynamic where whichever variant is more frequent will become even more frequent.11 Other

examples of ways in which variants could be differentially selected include the following:

(4.2.41) a. Some variants may be more likely to be misheard (J. Ohala, 1993) or misun-

derstood by listeners, or be more likely to vary or be misproduced by speakers.

b. If speakers and listeners have distributions over linguistic variants, then a

speaker may preferentially produce some variants over others if they vary in

terms of their estimated sociolinguistic utility (signalling e.g. group identity or

prestige), or in terms of their estimated communicative utility (in the sense of

e.g. Lindblom, 1990). This production preference over variants could depend on

the speaker’s own distribution, the speaker’s model of the listener, other commu-

nicative and social aspects of the situation, or generalizations the speaker may

have made from past experiences, including e.g. their estimate of the probability

distribution over variants of other individuals in the speech community. Note

that most of these possibilities are examples of frequency-dependent selection.

c. Listeners may differentially weight or discount a speaker’s produced variant in

updating their own linguistic variant or distribution on variants in a way that

depends on the speaker’s produced variant or the listener’s variant. This could

be caused by e.g. the sociolinguistic properties of the variant, the listener’s dis-

tribution over variants, or from the listener’s estimate of the distribution among

other individuals in the speech community. Again, some of these possibilities

are examples of frequency-dependent selection.
11Note that frequency-dependent selection could also go in the other direction: a preference for novelty will

lead — all else being equal — to differential replication that favors variants that are rare.
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Note that as long as the conditions in (4.2.33) are satisfied, we have a Darwinian

evolutionary system: no one choice of replicator or timescale of replication here is neces-

sarily exclusive with another. In fact, the model setup and mechanisms described above can

be interpreted at a coarser level of analysis, where the timescale of replication is still dyadic

communication episodes, but the population of interest (in the sense of (4.2.33)) is taken

to consist of entities (speaker-listener distributions over variants) that happen to also be

interpretable as populations. (Hence the term ‘meta-population’.) Here the space of variant

types consists of the space of possible speaker-listener states (the space of distributions

over linguistic variants) and the replication process describes how each speaker-listener’s

population state changes after a communication episode, exactly as before.12 As before, if

the probability that two members of the speech community are chosen to interact as speaker

and listener depends on their variant types, then that would constitute a selection mechanism.

Similarly, if some variant types (population states) are more likely to accurately replicate

than others, then that would also be an example of a selection mechanism.

Coarsening the replication timescale, the replication process can instead abstractly

describe (child) language development. This involves choosing a set of one or more speaker-

teachers from the set of current speakers, and based on that choice — e.g. by sampling data

from each teacher and applying a model of learning — generating a new speaker with a new

linguistic variant or, more generally, distribution over variants. As before, if each speaker is

associated with a probability or frequency distribution over linguistic variants, each speaker

can be interpreted as a population of linguistic variants and each speech community as a

meta-population, or (equivalently) a speech community can be interpreted as a population

whose members are distributions over linguistic variants. The essential differences from the

previous choice of timescale is that adults are modeled as static, children learn only from
12Learning and inference correspond to replication in the sense that e.g. a speaker-listener’s updated variant

distribution at time t + 1 after an interaction at time t is a function of the distribution at time t.
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interactions with the previous generation of adults, and details necessary for specifying the

process and outcomes of dyadic communication episodes can be abstracted over.

An example of work following this schematization of language change as an

evolutionary system includes work on iterated language learning (S. Kirby, 2001).13 This is

a relatively simple model of cultural evolution intended to facilitate investigation of how the

cumulative effect of mechanisms of cultural transmission (i.e. learning) can shape cultural

conventions like language over the course of many generations. In the basic version of this

model (Griffiths & Kalish, 2007), each ‘generation’ consists of one learner. Each agent in a

generation learns by observing a sample O = {o1… on} of the cultural behavior (e.g. a set

of forms or form-meaning pairs) of the previous generation and then Bayesianly updating

their prior beliefs p(G) about what the most likely causes (e.g. underlying grammar(s) or

lexicons) of the data they observed are: p(G|O) ∝ p(O|G)p(G). Each agent then samples

a hypothesis (grammar and/or lexicon) g from their distribution over causes p(G|O) and

proceeds to produce data according to their chosen grammar or lexicon for the next learner

generation, i.e. according to p(O|g).14 The prior over grammars p(G) reflects the inductive

biases of learners; all else being equal, it determines which hypotheses are easier or harder

to learn.15

The simplicity of this basic form and the use of a Bayesian model of individual

inference permits laboratory experiments (see Irvine, Roberts, & Kirby, 2013; S. Kirby,

Griffiths, & Smith, 2014; Mesoudi & Whiten, 2008, for reviews and critical evaluation),

extensive mathematical analysis (e.g. Griffiths & Kalish, 2007) of model behavior and

experimental results, and separate manipulation of linguistic representations, population
13See also earlier work by Esper (1925, 1966).
14There is typically also a small, fixed, and uniform probability of making a production error.
15The more data is available, (averaging over possible sets of observations) the less a learner’s prior matters

and the closer their posterior p(G|O) will be to the distribution with all mass concentrated on the teacher’s
actual chosen grammar. See Griffiths and Kalish (2007, §3.1).
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structure, and processes of production, comprehension, and learning. Finally, note that

Reali and Griffiths (2010) establish a general correspondence between parameter values for

a variant of the basic iterated language learning model and the mutation rate of the Wright-

Fisher model with drift and K alleles (generalizing beyond the value of K = 2 illustrated in

the previous section). This result offers a mathematically explicit bridge for connecting the

large body of literature on biological evolution to work on iterated learning and forcefully

suggests that the arguments about the explanatory burden of neutral vs. adaptationist models

offered in §4.3 rest on more than just an analogy or abstract similarity between biology and

language.

4.2.2 Adaptive vs. neutral explanations of variation

Given an evolutionary system, what scientific questions can we ask about it? As

summarized by Stephens (2008),

Population genetics is the study of processes that influence gene and genotype
frequencies. It has been obsessed with two related questions: what is the extent
of the genetic variation between individuals in nature and what are the factors
that are responsible for this variation?

The two questions Stephens identifies apply to any evolutionary system, and answers to

them generally emphasize one of (4.2.33b) or (4.2.33c) more strongly than the other: neutral

explanations emphasize the role of mechanisms of variation, while what we have termed

adaptationist explanations focus on mechanisms of selection. The question of which type

of force is more important (and in what sense) to explaining the extent and dynamics of an

evolving population is one of the oldest and most important debates in evolutionary theory.

Below, we exemplify neutral processes in both biology and language: we introduce

one of the basic models of population genetics (discussed in more detail in the next section)

where a neutral process (drift) is by hypothesis the only force affecting the dynamics of
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the population, and we discuss an empirical example of complexification in morphosyntax

without any obvious or likely explanation in terms of selection.

One of the strongest examples of an answer emphasizing variation mechanisms

in biology is ‘neutral theory’ (Kimura, 1983), which holds that at the molecular level,16

mutations and variation we observe are fitness-neutral (or nearly so) and that any given

variant’s apparent ubiquity within a population (the ‘fixation’ of a particular variant and the

disappearance of alternatives) is more likely a consequence of drift than selection. Drift

models the fact that sometimes an organism (or instance of a gene, etc.) in a generation

is replicated more or less often than others in the same generation as a result of chance

rather than another neutral process — like migration from another population — or a form

of selection. That is, drift is one of the simplest ways in which a population of imperfect

replicators can imperfectly replicate: a completely random subset of the population is chosen

for replication (some potentially more than once), and the rest fail to replicate at all. Fig. 4.1

illustrates the hypothetical trajectory of a very small constant-size population (n = 10) of

gametes of asexually reproducing organisms, where each organism is an instance of one of

two possible variants— ‘blank’ or ‘filled’. The generation at time ti+1 is created by sampling

with replacement n times from the generation at time ti: these samples are the members of

the new population. Drift is a neutral process because the probability that any particular

member of the population at time ti will replicate doesn’t depend on or differ based on the

traits of that individual. If, instead, one variant was explicitly more likely to be chosen for

survival and replication than the other, then the population would be evolving under both

drift and selection. To foreshadow discussion in the next section, observe that even though

the population in Fig. 4.1 started evenly split over both variants, it is quite likely that the

population will end up consisting entirely of the ‘blank’ variant within just a few timesteps

of t4 —a complete change in the trait diversity of this population in a handful of generations,
16I.e. as opposed to the genetic — a ‘gene’ is an abstraction over molecules.
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Figure 4.1: A graphical illustration of drift acting on a small population with two variants.

all without any forces of selection. In the next section we elaborate on the interplay of drift,

population size, and selection, and discuss implications for adjudicating between neutral vs.

adaptationist explanations of variation and the Linguistic Niche Hypothesis.

A linguistic analogue of neutral changes and processes is offered by Trudgill (2011,

2016), who discusses an example from a traditional dialect of southwestern England that

underwent morphosyntactic complexification without any obviously adaptive explanation.

In this dialect, intransitive infinitives became marked with a word final morpheme -y, yield-

ing the type of general transitive versus intransitive contrast schematized in (4.2.42a). The

actual encodings are presented in (4.2.42b) and (4.2.42c), where the infinitival form required

after the modal ‘can’ is either affixless for transitives, or affixed by a -y for intransitives.

(4.2.42) a. to hit vs. to runny

b. Can
Can

you
you

zew
sew

up
up

thease
these

zeams?
seams?

c. There
There

idden
aren’t

many
many who

can
can

sheary
shear

now.
now.

134



According to Trudgill (2011, 2016), this typologically unusual marker likely arose as a

reanalysis of a phonologically conditioned change. That is, before this innovation arose, all

Middle English infinitives had an ending — [-i] for the relevant southwestern dialect variant.

We also know that eventually this word-final unstressed vowel was lost in almost all dialects.

Appealing to observations of analogous ongoing variation and change in Scandinavian

dialects, Trudgill suggests that before this loss was complete, there was a period of variation

during which some types of infinitives were more likely to lose this vowel slower — or faster

— than others, namely utterance-finally vs. between words (i.e. before obligatory object

nouns). While this infinitive marker eventually disappeared everywhere in other dialects,

speakers in this southwestern dialect reanalyzed phonologically-conditioned variation as an

obligatory morphosyntactic marker.

There is no salient reason to think that speakers preferentially produced or learners

preferentially inferred — during this transitional period and in this location in England, but

very few other similar contexts — a grammar with explicitly marked intransitive infinitives.

Consequently, the propagation and survival of this convention in this speech community is

most parsimoniously explainable in terms of neutral processes alone — one or more initial

speakers inferred a morphosyntactic reanalysis of phonologically-conditioned variation,

began producing data consistent with that reanalysis, and other speakers followed suit;

eventually it became a convention of that speech community.

4.2.3 The Linguistic Niche Hypothesis

With a clear sense of the scientific question at hand and two categories of answers,

we can now spell out in more detail what makes the claims of Lupyan and Dale (2010, 2015,

2016b) and Dale and Lupyan (2011) about the relationship between social situation and

morphological complexity adaptationist. The LNH’s predictions and the chain of reasoning
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behind them (Lupyan & Dale, 2015) are summarized below:17

(4.2.43) Predictions:

a. EXOTERIC condition: The higher the population size and themore area a speech

community is spread out over, the less inflectional morphology its language is

likely to have.

b. ESOTERIC condition: The lower the population size and the smaller the area

a speech community is spread out over, the more inflectional morphology its

language is likely to have.

(4.2.44) EXOTERIC linking hypotheses:

a. Increasing population size and the area the population is spread out over is

associated with a relatively higher proportion of adult L2 learners.

b. A higher proportion of adult L2 learners means that there is a smaller portion

of the population than there otherwise would be that is likely to be able to

successfully learn and use more complex inflectional morphology, likely leading

to a trend of decrease in the amount of inflectional morphology, ceteris paribus.

(4.2.45) ESOTERIC linking hypotheses:

a. Decreasing population size and the area the population is spread out over is

associated with a relatively lower proportion of adult L2 learners.

b. A lower proportion of adult L2 learners means that there is no force selecting

against the propagation of more complex inflectional morphology.

c. Insofar as inflectional morphology is redundant and a more accessible kind of

cue for child language learning than e.g. social or pragmatic reasoning reliant on

extralinguist context, linguistic variants with more inflectional morphology may
17It is important to keep in mind that the predictions below reflect the E-complexity properties discussed in

§4.1: they ignore how these properties are organized in terms of I-complexity.
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be learned faster and/or more accurately by children than a language variant with

less, leading to a trend of increase in the amount of inflectional morphology in

the language, ceteris paribus.

As schematized here, linking hypotheses (4.2.44b) and (4.2.45c) can be understood as

describing esoteric and exoteric social situations as different epistemic environments where

different types of linguistic variants propagate (‘replicate’, ‘transmit’, ‘are learned’) more

accurately and/or easily by virtue of being more appropriately matched (‘adapted’) to the

strengths and weaknesses of the learner population: exoteric environments select against

E-complexity and esoteric environments select for E-complexity. These are what makes the

LNH an adaptationist explanation of morphosyntactic variation.

4.2.4 Interim Summary

Our goal in this section has not been to state the last word or offer definitive

technical characterizations of either evolutionary systems generally or language specifically,

but rather to illustrate for a linguistic audience the basic structure of an evolutionary process,

a basic scientific question one can ask about such processes (viz. the relative burden of

neutral vs. adaptive explanations), why language change meets the criteria of an evolutionary

process, and why the Linguistic Niche Hypothesis is an adaptive explanation. That is, there

are many subtle questions about evolutionary systems that are important to both theory and

empirical measurement — e.g. What is the most appropriate unit of selection? When is a

trait an ‘adaptation’? What is the ‘function’ of a trait? — but not to our larger rhetorical

goals in the next section: communicating basic results about the strength of selection vs.

drift in Darwinian evolutionary systems as a function of population parameters like size,

the difficulty of clearly identifying selection as the explanation for the distribution of a

trait in a population, and why together these make neutral forces a more likely source of

explanation for the linguistic typology of historically small speech communities, contra the
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Linguistic Niche Hypothesis. We submit that language scientists interested in strong claims

about language change as an evolutionary process should be aware of questions and debates

in evolutionary theory and consult a textbook on population genetics (e.g. Hartl & Clark,

1997; Rice, 2004) or a survey of philosophy of biology (e.g. Hull & Ruse, 2008; Rosenberg

& McShea, 2008; Sarkar & Plutynski, 2008).

4.3 The burden of evidence is on adaptive explanations
In this section we discuss two problems facing explanations of variation and

change in evolutionary systems: data are generally few and expensive to acquire, and what

data we have are often only weakly informative about which of many mechanisms (singly

or in combination) caused them. We begin in the first subsection by considering the status

of each of these two problems in biology and how it has affected the development and

evaluation of theories and explanations there. We then proceed by considering whether

similar challenges face the study of language change in general and the relationship between

social situation and E-complexity in particular. We conclude that they do, and argue for

three conclusions about theory development and evaluation for evolutionary explanations

of language change:

(4.3.46) a. Evolutionary theories of language change need clearly specified models of

hypothesized mechanisms affecting replication — e.g. learning.

b. Neutral hypotheses and evidence for them need to be considered and weighed

alongside adaptive ones.

c. Simpler explanations should be preferred over more complex ones — especially

in the absence of unambiguous data or explicit hypotheses with clear predictions.

As discussed below, neutral models are often the simplest explanation.

In the particular case of the Linguistic Niche Hypothesis and the relationship between high
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E-complexity and esoteric social situations, we point out that

(4.3.47) a. To date, no explicit model of the hypothesized mechanisms has been offered.

b. No or almost no effort has been expended on considering alternative hypotheses

that would also predict a correlation between high E-complexity and esoteric

social situations.

In the second and third subsections, we argue that there are simpler alternative explanations

of a correlation between high E-complexity and esoteric situations that do not require there

to be any selective pressures for high E-complexity in general or specifically in esoteric

situations, and that therefore the burden of evidence on the LNH is even higher than

previously appreciated. Specifically, in §4.3.2 we elaborate on how one of the simplest

neutral evolutionary forces— drift— is significantly stronger in small populations than large

ones, meaning that we should expect more typological variation across small populations

than large ones and that whatever forces of selection are present in them will be blunted or

plausibly even overwhelmed by the effects of drift. In the final subsection, we review two

recent models of language change that consider (among other things) the effects of high vs.

low diversity in the language variants of the initial speaker population and of esoteric vs.

exoteric social network structures. Together, they suggest the relative homogeneity of input

in esoteric social situations relative to exoteric ones means that any linguistic variant (e.g.

potentially high E-complexity ones) requiring more observations to learn is more likely

to be learned in an esoteric social situation than an exoteric one — crucially without any

requirement that learners specific to the esoteric environment favor the more difficult variant

or that learners specific to the exoteric environment favor the simpler variant.

4.3.1 Challenges of explanation in evolutionary systems

Stephens (2008) describes some of the challenges facing attempts to explain
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variation in an evolutionary system and offers one of the key methods by which the study of

biological evolution has made progress:

. . .Much of the historical, methodological, and philosophical interest in popula-
tion genetics results from the fact that [its] two central questions —- the extent
and explanation of genetic variation —- have proved extraordinarily difficult to
answer. It is impossible to know the complete genetic structure of any species,
and there are significant underdetermination problems in figuring out which
factors are the relevant causes of evolutionary change, even if one knows a lot
about the genetic structure of a population. Despite these difficulties, population
genetics has had remarkable successes, and is widely viewed as the theoretical
core of evolutionary biology. Significant evolutionary changes often occur over
thousands or millions of years. Because of this, it is impossible to observe these
changes directly. As a result, understanding the causes of evolution depends
crucially on theoretical insights that flow from the mathematical models of
population genetics.

That is, in the face of data about genetic variation that were both hard to come by and

a variety of hypothesized mechanisms by which that variation could change (rendering

most data underinformative), biologists expended great effort in elucidating the space of

theories by constructing explicit mathematical models where the presence of different causal

mechanisms affecting replication can be toggled on or off, parameters (e.g. population size,

mutation rate, strength of selection) can be varied or related to empirical measurements, and

the predictions of different modeling assumptions can be compared to each other and what

data is available. As elaborated in the next subsection, these formalizations of Darwinian

evolutionary dynamics show that drift should be expected to have a strong effect on the

evolution of small populations and relatively little effect on large ones.

Mathematically explicit theories of evolution were not enough, however — they

needed to be complemented by careful scientific reasoning about available evidence and

consideration of available explanations. Historically, one of the main arguments of critics

of adaptationist explanations in biology (prominently Gould & Lewontin, 1979) was that
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researchers offering such explanations for empirical phenomena often failed to seriously

investigate or consider the relative evidence for neutral explanations of the same phenomenon

and accepted the apparent sufficiency of an adaptationist explanation on the basis of weak

empirical evidence. Nevertheless, it is commonly noted (see e.g. Pigliucci & Kaplan, 2000)

that one of the legacies of Gould and Lewontin (1979) over the last few decades has been an

improvement in standards of evidence for adaptive explanations in evolutionary biology.18

In sum, in the face of insufficient empirical data and a complex hypothesis space

full of theories making overlapping predictions, evolutionary biology proceeded in two

directions: (1) clarifying mathematically the nature of each hypothesized causal mechanism

affecting replication, identifyingwhat data it predicts, as well as how it compares or combines

with other mechanisms, and (2) by holding adaptive explanations of empirically observed

variation and change to a higher standard of evidence.

What is the situation facing language? Generally speaking, data about variation

and change is at least as hard to come by and at least as indeterminate with respect to

ultimate causes. In fact, even our theories of causal mechanisms affecting replication and

their relative frequency, strength, and interaction are in their infancy: insofar as we have

explicit models of language learning, comprehension, or production in individuals, relatively

little work has examined how these function at population- and historical-scales, how they

interact, how or when each should be expected to be strong or weak, or how they relate to

sociolinguistic factors. Finally, while we discuss some recent work in the next section that

has begun to address these problems, few to our knowledge have yet examined detailed or

realistically complex linguistic representations. Turning to evidential standards for adaptive

vs. neutral explanations in language, Lass (1997a) argues that much functionalist work
18Note also that one of the important roles of mathematical models of the neutral theory of molecular

evolution (Kimura, 1983) was providing a null model for inferring the presence and strength of selection from
molecular data.
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(including in the context of morphology) assumes that there is some teleological force of

change in the direction of transparent (one-to-one) form-meaning mappings, motivated by

the putative need to resolve the absence of clear function-form organization whenever this

occurs. Discussing a representative proponent of this principle (Anttila, 1989) who dubs

it the mind shuns purposeless variety (MSPV), Lass provides several examples where the

principle appears to obtain, while demonstrating that there are many others where it does

not. What is the status of such an adaptationist principle, given such a state of affairs? (Lass,

1997b, p. 344)

If we invoke MSPV only for good outcomes, and allow bad ones to be not coun-
terexamples but simply non-instantiations of something ‘tendential’ in the first
place. . . the MSVP explanation is invincible, and therefore uninformative. . .This
suggests that either ‘the mind’ doesn’t behave this way (the obvious conclusion);
or that the variety is not purposeless, or is at least neutral, in the sense that
preference and dispreference are both arbitrary.

The lesson of present relevance for the analysis of language change is one of caution:

adaptive explanations require careful elucidation in each instance and should be distrusted

without such specification.19

Accordingly, while empirical data about language change and its mechanisms

continues to accumulate, we argue that adaptive explanations of language change need to

clearly describe hypothesized mechanisms and weigh evidence for their hypothesis with

evidence for neutral ones. In cases where, on the one hand, data are sparse and relatively
19There is another lesson which applies to the general information-theoretic implicative framework which

guides this chapter. Morphological organization analyzed in terms of low conditional entropy between words
does not mean that such systems strive toward lower and lower conditional entropy values: in fact, conditional
entropies can increase over time. Languages simply utilize whatever forms arise and (re)organize them into
systems of greater or lower conditional entropy, as long as they retain enough transparency to be learnable.
In other words, following Lass’ observation, changes are not driven by tendentious (dis)preferences: there
are, to our knowledge, innumerable (re)organizations compatible with the need to be learnable. Maiden’s
documentation (Maiden, 2018) of morphological perseverance, i.e. the maintenance of complexity where
simplification would be expected owing to functional considerations, provides a challenge to change necessarily
being motivated by impressionistic learnability considerations.
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indeterminate, and on the on the other hand, we do not have a clear sense of what the space

of hypotheses is or what predictions they make because mechanisms of language change

have not or are only beginning to be explicitly formulated and analyzed, the principle of

Occam’s razor suggests that we should prefer simpler explanations over more complex

ones. Insofar as neutral explanations of available data typically require fewer and/or weaker

assumptions about what drives evolutionary change than adaptive ones do, they ought to be

regarded as a priori more likely.

In the specific case of the Linguistic Niche Hypothesis’s adaptationist hypothesis

about E-complexity and esoteric communities, the situation outlined above for language with

respect to data, theory, and consideration of alternative neutral explanations is even more

pronounced. On top of the uncertainty about the relevance of E-complexity vs. I-complexity

for understanding morphological complexity expressed in §4.1, it is still unclear that there

is a veridical correlation between E-complexity and esoteric communities.

First, the statistical correlations proposed by Linguistic Niche Hypothesis and

others are based on language data drawn from the World Atlas of Linguistic Structures,

or WALS (Dryer & Haspelmath, 2013). WALS was constructed to support typological

investigations by linguists. While it has proven its worth in that domain, many of its

properties make it less well-suited for use in large-scale regression models. The information

in WALS was collected over many years by various research groups for different purposes,

and this naturally has led to large variation in quality and detail. Unavoidably, coding

errors have crept in. For example, Rubino (2013) lists Nandi as a language which exhibits

productive reduplication, but the source cited for this information is actually describing

Kinande, an unrelated language. In many other cases, the coding is technically correct but

obscures important differences between languages. Take the entry for number of nominal

cases (Iggesen, 2013), a linguistic property that is clearly an aspect of E-complexity. The

number of cases in a language would seem to be straightforwardly quantifiable as an integer.
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But, in WALS it has been arbitrarily discretized into eight categories. This makes spatial

visualizations simpler, but complicates the use of this feature in further statistical analyses.

More deeply, individuating and enumerating cases is not without problems, even setting

aside the issue of quantization. English is listed as having two cases; while this is not wrong,

exactly, case marking in English is marginal at best and has a very different status in the

grammar than it does in, say, Modern Irish. Also, cases with non-syntactic functions (like

the vocative) were left out of the counts, as were genitives that agree in person or number

with the possessed noun. These choices are justified and documented in the relevant WALS

chapter, but subtleties like this get lost when many different features are combined into a

single large statistical model.

Second, most of the demographic information we have is only weakly informative

about the Linguistic Niche Hypothesis’s hypothesis and its object of explanation: most

measurements that we have are limited to recent history and languages with historically

small speech communities are in general the ones for which we are likely to have the

least data, especially historical data. Finally, the problems with each of these sources

of data compound each other when correlations between them are examined: only some

fraction of demographic data about a speech community is likely to be associatable with

relevant historical descriptions of the language with enough detail to draw conclusions

about E-complexity.

Turning to theorized mechanisms and empirical predictions, the LNH’s hypothesis

about the relationship between E-complexity and esoteric communities to date has little

empirical data and no explicit models indicating

(4.3.48) a. why high E-complexity could or should be expected to facilitate L1 but not

adult L2 learning,

b. why ease of learning among children of higher E-complexity variants is at the
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expense or exclusion of later acquisition or use of lower E-complexity variants,

c. that this pressure for high E-complexity everywhere there are L1 learners could

plausibly be, or is in fact, weaker in exoteric situations than a pressure against

high E-complexity,

d. or how the predicted observations of such forces compare qualitatively or

quantitatively (i.e. in relative strength) with neutral explanations of variation

and change.

That is, without an explicit account of how high E-complexity ought to facilitate L1 learning

it is difficult at minimum to understand its predictions or to evaluate it against empirical

evidence. Second, without one or more neutral models of variation and change, there is

nothing to compare either the empirical evidence or LNH predictions against, nor is it

clear what the conditions are for hypothesized forces of selection to outweigh the effects of

neutral forces — as opposed to being overwhelmed by them, as the next subsection notes

is particularly plausible in small populations. Third, to really evaluate or understand the

predictions of the LNH, we not only need to see an explicit model of L1 learning and its

relation to E-complexity that supports the LNH, but also one of adult L2 learning and its

relation to E-complexity. The reason why is that the posited causal mechanism behind

the LNH’s explanation of esoteric typology isn’t actually something unique to esoteric

situations — it’s something present in both esoteric and exoteric situations (child learners)

and a relative lack of something present in exoteric situations (adult L2 learners). As a

result, any given variation and L1 learning model sufficient to predict selection for high

E-complexity in all populations where there are child learners could end up predicting that

the pressure for high E-complexity should in general prevail relative to any given adult L2

learning model sufficient to predict a preference by them against high E-complexity and

for low E-complexity. Given the general expectation in evolutionary systems (elaborated
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in §4.3.2) that drift is in general much stronger in small populations, and therefore only

relatively strong forces of selection should be expected to reliably shape their evolution

and so be a reasonable explanation for the typology of small populations, this concern is

doubly important for the Linguistic Niche Hypothesis. Altogether this means that to be

compatible with the full range of the LNH’s predictions about E-complexity and social

situation, any model of L1 learning offered in support of it that is sufficient to predict

selection for high E-complexity in esoteric situations must also be weak enough relative to

the selection pressure of a model of adult L2 learning sufficient to predict selection against

high E-complexity in exoteric situations. Accordingly, understanding and evaluating the

predictions of any model of L1 learning offered in support of the LNH’s predictions about

esoteric situations is partially dependent on what model of adult L2 learning is offered in

support of the LNH’s predictions about exoteric situations.

Turning to standards of evidence, Lupyan and Dale (2010, 2015, 2016b) and Dale

and Lupyan (2011) spend little time considering or weighing neutral alternative explanations

for the relationship between E-complexity and esoteric communities. Lupyan and Dale

(2010, p. 8) does acknowledge drift briefly as an alternative hypothesis, but does not elaborate

or discuss the relative strength of evidence for it. Dale and Lupyan (2011) contains no

investigation or discussion of neutral mechanisms at all or what they would predict about

either their agent-based simulation or their empirical investigation. Lupyan and Dale (2015)

discusses ‘drift’, but does not use the term to describe a neutral random sampling-like

process affecting which elements of a population survive and replicate,20 but instead to

describe two separate phenomena in an agent-based simulation of theirs. First, they use it to

describe a linguistic analogue of allopatric speciation: when a population splinters into two

or more geographically isolated populations, the populations may evolve along different

evolutionary trajectories — ‘drift apart’, in this sense of Lupyan and Dale (2015)’s usage.
20I.e. what in the context of evolution ‘drift’ conventionally means.
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This kind of divergence in evolution between geographically isolated populations is not

synonymous with drift, the evolutionary force. Rather, it can be a consequence of neutral

forces like drift, differing selection pressures in different environments (as in the simulation

of Lupyan and Dale 2015), or some combination of both. In the case of Lupyan and Dale

(2015)’s simulation the divergence in evolution of isolated groups is a consequence of a

non-neutral migration model that preferentially keeps agents whose language variants are

sufficiently similar together, geographically varying selection pressures, and the selective

force their second usage of drift refers to. This second sense of ‘drift’ in Lupyan and Dale

(2015) refers to an accommodation-like mechanism in their simulation whereby speakers

adjust their linguistic representations to more closely match the average value in their

local speech community — a frequency-dependent selection mechanism, not a neutral one.

Finally, although a side-bar in Lupyan and Dale (2016b) correctly indicates that ‘drift’ in

the context used in evolutionary theory refers to random sampling-like effects on which

individuals survive and replicate, the main text only uses ‘drift’ to refer to the process and

effects of a linguistic analogue of allopatric speciation. Neither Lupyan and Dale (2015)

nor Lupyan and Dale (2016b), then, discuss or evaluate neutral explanations.

In the next two subsections, we discuss alternative explanations that do not require

the assumption that there are different kinds of learners or that there is any selective pressure

for high E-complexity specific to esoteric situations, but which still predict that small,

esoteric populations should still be expected to display a greater degree of variation (§4.3.2)

than large, exoteric ones, that even if a small population is subject to selection21 drift is

more likely to be the cause of evolutionary changes (§4.3.2), and that small populations are

more likely to permit difficult-to-learn variants (if they exist) to persist or become common

than in large, exoteric populations that are otherwise comparable (both §4.3.2 and §4.3.3).
21Regardless of whether it is specific to small populations.
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4.3.2 Drift is a powerful force on small populations

Recall the basic structure of the LNH’s explanation for the relationship between

social situation and E-complexity presented in §4.2.3: the independent variables whose

value or direction of change precedes all other steps in the causal chain of the LNH are

demographic variables like population size. Among the kinds of forces – drift, migration,

mutation, and selection – commonly examined in population genetics, drift is known22 to

be much stronger in small populations than large ones, and — for biologically plausible

mutation rates and relative fitnesses — to be much more powerful than mutation or selection

in small populations and negligible in large ones.

To illustrate this and its consequences for reasoning about what explains the ob-

served state of an evolutionary system, consider again the hypothetical population discussed

in §4.2.2 of a small population shown in Fig. 4.1. This is a possible evolutionary history of

a population of 10 individuals with 2 possible trait types23 over 5 generations in a variant

of one of the basic models of population genetics: the Wright-Fisher model with drift, but

no mutation, no migration, and no selection. Recall that this means that the generation

at time ti+1 is created by sampling with replacement n times from the generation at time

ti, and this collection of samples constitutes the population at time ti+1: the probability of

any individual in the population at time ti surviving and producing one replicant does not

depend on the variant type of that individual and is uniform across the population.

Figure 4.2 illustrates what happens as we increase population size in this variant

of the Wright-Fisher model: each graph shows the trajectories over 20 generations of 10

different populations that all start out with a 50/50 distribution over the two trait types. The
22See e.g. the population genetics textbooks Hartl and Clark (1997) or Rice (2004).
23To be more specific: in biological terms, these are individuals with one allele per gene (they are ‘haploid’)

who reproduce asexually, and we are modeling the evolution of one locus (‘gene’) that can take on exactly
one of two possible values (‘alleles’) and whose evolution is, by assumption, independent of all other loci in
the organism’s genome.

148



y-axis summarizes everything about the state of a population at a particular point in time in

terms of the proportion of that population with one of the two trait values.24 Figure 4.3 is

the same, but for 1,000 generations of evolution. As population size gets larger, it’s clear

that drift has less and less effect per unit time: drift will take much longer, compared to

when the population is small, to push a population’s state a given distance from the same

starting point.

These graphs illustrate several notable properties of drift as a force acting on a

population:

(4.3.49) a. The absolute frequency of each variant undergoes fluctuations that are usually

small at each step.

b. With one important exception (4.3.49c), fluctuation in one direction is as likely

as any other — hence the name ‘drift’. This is in contrast to other forces, like

selection or potentially ‘directed’ neutral forces like asymmetric migration

rates, as may e.g. be the case in a biological context between a a small island

population and a larger mainland one.

c. Once a population evolving under drift contains no individuals of a variant

type, that type will never appear again unless another source of variation (e.g.

mutation or migration) re-introduces it.

Within a population, this means that in a small number of generations, drift causing a small

number of changes in the absolute frequencies of a small population can cause a large change

in relative frequencies: the population in Fig. 4.1 started evenly split over both variants, but

it is quite likely that the population will end up consisting entirely of tokens of the ‘blank’

variant within a few timesteps of t4. By the same token, the larger a population is, the less

effect drift has on the trajectory of the population and the longer it will take for drift to cause
24What was ‘blank’ vs. ‘filled’ in Fig. 4.1 is here variant ‘A’ vs. ‘a’.
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Figure 4.2: Each plot shows the trajectories (under drift alone) over 20 generations of 10
simulated populations with population sizes (indicated on the right) varying from 20 to
1,000,000.
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Figure 4.3: Each plot shows the trajectories (under drift alone) over 1,000 generations of 10
simulated populations with the population size (indicated on the right) varying from 20 to
1,000,000.
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one variant vs. another to sweep to fixation. Drift also has important between-population

effects: small subpopulations of the same species that are relatively separated from each

other (due to e.g. geographic distance or other barriers) will each undergo drift, but do so

separately (i.e. in uncorrelated directions). Without the intervention of other forces like

high enough rates of migration or similar directed forces of mutation or selection operating

in each subpopulation, the members of each subpopulation will likely become more similar

to each other than to members of other subpopulations.25 To summarize: with respect to a

single population, the smaller the population, the stronger drift is as a source of long-term

change — specifically loss of variation and increase in within-population homogeneity;

with respect to multiple relatively separated and small subpopulations, drift is a force for

diversification and divergence between those subpopulations.

In the context of morphology and esoteric populations, the takeaway is that, all

else being equal, random fluctuations in replication frequency that are small in absolute

number ought to be expected to have a much stronger effect on language change per unit

time in a small community than in a large one, and that, all else being equal, drift will cause

much more typological variation (including e.g. some amount of high E-complexity) across

small populations on a given timescale than it will across large ones. Note that without

any assumptions about selection for or against high E-complexity under any circumstances,

drift alone should be expected to lead to more variation across a set of small populations at

any given moment than between an otherwise comparable set of large ones.

How do the effects of drift and selection interact as a function of population

size? Figures 4.4 and 4.5 are similar to the previous pair, except they now illustrate a

Wright-Fisher model with a moderately strong amount of (frequency-independent) selection
25If this proceeds far enough for long enough, it can lead to allopatric speciation, referenced in the previous

subsection.
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for one of the two trait values.26 As population size gets larger, the effect of drift becomes

weaker and the direction and strength of selection becomes clearer.

With respect to the LNH, then, it is plausible that even if high morphological

E-complexity were clearly and demonstrably advantageous for child learning relative to

low morphological E-complexity, the effects of drift in small (esoteric) populations could

plausibly mask or even overwhelm it. Generally speaking, it means that whatever forces

of selection operate in all populations of speakers, drift should be plausibly expected to

cause changes (typological variation) in relatively small populations that selection would

be expected to filter out in relatively large ones. Reasoning about how likely this is as

a relevant concern for the LNH, or what the general conditions are for this to likely be

relevant27 requires evidence about the relative strength of drift vs. different kinds of selection

in language change — e.g. analysis of an explicitly presented model with mechanisms of

drift and both L1 and adult L2 learning, more empirical data on learning, longitudinal data

on population size, population structure, and E-complexity.28

Finally, these graphs should also drive home the importance of empirical data

on how populations change over non-trival stretches of history for reasoning about what

explains the typology we see currently. That is, consider the task of trying to determine the

strength of evidence for selection in explaining the observed diversity of traits across several

populations. Above we have simulated data for several such populations from a model that

is an idealized, controlled, and oversimplified representation of biological evolution, and
26See any population genetics textbook for reference on the relevant calculations.
27I.e. for a given model of drift in language change, what counts as a large enough population size for

drift to no longer have an appreciable effect on a particular timescale, in the absence of selection or in the
presence of a particular kind and degree of selection? Given a particular model of drift, some choice of kind
selection, and an empirically plausible degree of selection — whatever that may turn out to be — how large
does a population need to be for the effects of selection to likely outweigh the effects of drift on a particular
timescale?
28We refer the reader to a detailed exploration of several of the external factors of influence on language

complexity in Bentz (2018).
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Figure 4.4: Each plot shows the trajectories (under drift and a moderate amount of selection)
over 20 generations of 10 simulated populations with the population size (indicated on the
right) varying from 20 to 1,000,000.

154



Figure 4.5: Each plot shows the trajectories (under drift and a moderate amount of selection)
over 1,000 generations of 10 simulated populations with the population size (indicated on
the right) varying from 20 to 1,000,000.
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— crucially — we have many longitudinal measurements covering the entirety of a long

timespan. In contrast, as noted earlier in §4.3.1, relatively little and sparse diachronic data is

available about the linguistic structures, the relative ‘fitness’ of those structures, or the social

structures for many of the languages and speech communities in Lupyan and Dale (2010)’s

WALS-based analysis. Compare Figures 4.2 and 4.4, but imagine only seeing the state of

a few populations from either graph and only seeing one or two points in time for each

population. Under these conditions, determining with confidence whether a population is

being acted on by selection or only subject to drift is extremely difficult, and our conclusions

should be appropriately qualified and conservative (R. J. Smith, 2016).

In sum, the main independent variables behind the LNH’s adaptive explanation of

the relative prevalence of high E-complexity in esoteric situations should also be expected

to amplify the effects of a much simpler neutral evolutionary force — drift. Drift is an

‘undirected’ force that should lead, all else being equal, to relatively large amounts of

variation between small populations in a given span of time, and the relative strength of drift

could plausibly overwhelm any effect of selection, if present. This also means that we should

expect drift to cause relatively small populations to display linguistic variants that selection

would remove in a larger population. Both drift alone and the LNH’s two-part selection

for high E-complexity in esoteric populations and selection against high E-complexity in

exoteric ones are hypotheses that could predict observing more high E-complexity language

variants in small populations. However, because drift is a strictly simpler explanation

and more likely to explain differences in the evolutionary trajectories of small vs. large

populations, drift should be regarded as an a priori more likely explanation than the LNH

until we have clearer empirical evidence or model-based reasoning to suggest otherwise.
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4.3.3 Relative homogeneity of input in esoteric populations

In this subsection we review two computational models of language change that

manipulate the composition and structure of populations. Both indicate that, if there are

difficult-to-learn linguistic variants (where difficulty is uniform across all learners), then

small, esoteric populations are more likely to permit these difficult-to-learn variants to

persist or become common than large, exoteric populations that are otherwise comparable,

and that this is explainable as a consequence of differences in population size and structure

in small, esoteric populations vs. large, exoteric ones rather than differences in which forces

of selection are operating in esoteric vs. exoteric populations.

The first model is a variation on the Bayesian iterated language learning model

outlined in §4.2.1. Whereas in the simplest form of this model each learner observes data

produced by exactly one teacher who has chosen exactly one grammar as the basis for

their productions, Burkett and Griffiths (2010, §4) and Dangerfield (2011) consider a more

realistic setting where each learner’s data comes from multiple teachers of the previous

generation — and hence from multiple grammars. The task of learning is still reasoning

about how likely different causes are to have given rise to the observed data, but now a

‘cause’ is a distribution over grammars rather than a single grammar. Accordingly, where

the learners of Griffiths and Kalish (2007) discussed previously have a prior over grammars,

learners in this multi-grammar setting have a prior over distributions of grammars. While a

technical discussion of the form of this prior is outside the scope of this chapter, all that is

important for the present discussion is that this prior has two parameters, a base distribution

over grammars G0 and a concentration parameter �. The base distribution is comparable

to the prior over grammars discussed earlier, while the concentration parameter reflects

the learner’s expectations about both how many distinct grammars are responsible for the

observed data and how close their distribution over grammars is to the base distribution:
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0 < � < <1 indicates an expectation that increasingly many datapoints are produced by

very few grammars and where the distributions most likely to dominate are decreasingly

close to the base distribution, while 1 < <� indicates an expectation that increasingly many

datapoints are produced by increasingly many grammars, and where the distribution over

which grammars those are is increasingly close to the base distribution.29 As the number

of observations increases, the effect of a learner’s prior diminishes and their posterior will

approach the actual generating distribution; as � decreases, the rate at which this happens

will increase. Given the relatively small number of observations per learner in Burkett and

Griffiths (2010) and Dangerfield (2011), we are interested in moderate-to-lower values of �.

In this parameter regime, the end result of iterated learning is an amplification of biases in

the data presented to the initial population of learners.

That is, consider two instantiations of the model from Burkett and Griffiths (2010,

specifically §4) or Dangerfield (2011, Ch. 5), one where the initial data are consistent with a

relatively flat distribution over grammars — an exoteric starting condition with a relatively

heterogeneous mix of grammars — and another where the initial data are consistent with

a relatively peaked distribution over grammars — an esoteric starting condition with a

relatively homogeneous mix of grammars. Absent some reason to expect an exoteric learner

to observe more datapoints overall than an esoteric learner, a learner in the exoteric starting

condition receives strictly fewer datapoints per language per unit time than an esoteric

learner. This means that for any grammar variant ghard that is more difficult to learn30 than

another grammar variant geasy, exoteric learners will be less likely to end up selecting that

grammar (given the same amount of data) than learners in a much more homogeneous

population consisting principally of speakers who preferentially use ghard. In the context of

the Linguistic Niche Hypothesis, this means that if high E-complexity language variants are
29See Dangerfield (2011) for extensive discussion of the concentration parameter.
30I.e. require more observations on average for a learner to assign it a given probability.
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indeed harder to learn for (all or any significant fraction of all) learners, then homogeneity

of input in esoteric situations could be sufficient to allow harder-to-learn variants to be

more likely to persist than in exoteric situations. Crucially, note that this does not require

that high E-complexity be particularly beneficial to a type of learner that is specific to the

esoteric social situation.

Reali et al. (2014) offer simulation results roughly mirroring the logic outlined

above, but with three notable differences from Burkett and Griffiths (2010). First, where

the model of Burkett and Griffiths (2010) is comparable to the discrete, non-overlapping

generations Wright-Fisher model of population genetics where a replication event is syn-

onymous with an abstract child language acquisition event, Reali et al. (2014) uses a model

more comparable to the overlapping generations Moran model of population genetics where

the replication process is comparable to individual episodes of production of a single ut-

terance. Second, while the framework of Burkett and Griffiths (2010) does permit explicit

manipulation and analysis of what variants require greater vs. fewer expected observations

to acquire, Reali et al. (2014) do, in fact, explicitly manipulate the learning difficulty of

linguistic variants. Third, where Burkett and Griffiths (2010) model every speaker-teacher

from generation t as equally likely to contribute data for each new member of generation

t+ 1, Reali et al. (2014) assume a spatialized model where each speaker only interacts with

nearby agents. While both Burkett and Griffiths (2010) and Reali et al. (2014) are neutral

models insofar as the probability that any given speaker contributes data that influences a

listener does not depend on their linguistic variant or distribution over variants, Reali et al.

(2014) is both more realistic and specifically permits exploration of the idea that differences

in the network structure of who talks to who in esoteric vs. exoteric communities contributes

to differences in morphological typology (see e.g. Trudgill, 2009).

In more detail, Reali et al. introduce a kind of spatial structure to communicative

interactions and allow the learnability of different linguistic conventions to vary. They
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simulate a persistent population of communicating agents by placing each agent on a unique

node in a type of random graph whose structure allows for gradient exploration of conditions

corresponding to esoteric and exoteric social situations: as the number of nodes in the graph

(population size) increases, the average number of neighboring nodes increases. Crucially,

only agents in nodes that are connected (‘neighbors’) can communicate with each other. As

a result, each agent in the esoteric condition tends to have repeated interactions with a small

number of speakers who themselves tend to have repeated interactions with a small number

of speakers (and so on. . . ). Accordingly, a linguistic convention requiring relatively more

observations to be accurately learned is more likely to perpetuate itself and take hold in an

esoteric population than an exoteric one, all else being equal.

The models and results of both papers offer simpler alternative explanations of

why small, esoteric populations are more likely to display variants that are harder for some

portion of the population to learn than large, exoteric ones. Consider: the LNH’s explanation

depends on

(4.3.50) a. The existence of a force of selection for high E-complexity.

b. The hypothesis that this force is explained by a model of child learning favoring

high E-complexity variants and leading to their preferential later use.

c. The hypothesis that this is specifically due to children having an easier time

keeping track of redundant and explicit morphosyntactic information than

reasoning about world knowledge or pragmatic information.

d. The force of selection from child learning for high E-complexity being strong

enough relative to drift to influence the typology of esoteric populations.

e. The existence of a force of selection against high E-complexity.

f. The hypothesis that this force originates in adult L2 learning.

g. The force of selection for high E-complexity being weak enough relative to this
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second force of selection against high E-complexity to explain the typology of

exoteric situations.

In contrast, Burkett and Griffiths (2010) and Reali et al. (2014) suggest explanations that

depend only on

(4.3.51) The existence of a force of selection against high E-complexity.

Note that with respect to both Burkett and Griffiths (2010) and Reali et al. (2014), this

force of selection is rooted in learning preferences that are uniform over all agents in all

populations. Both suggest that effects of population size and structure — effects that would

also be present under the LNH’s assumptions — can create conditions in small, esoteric

populations that are plausibly sufficient to allow hard-to-learn variants to be maintained

there at a higher rate than in large, exoteric ones. In other words, both papers suggest an

explanation strictly simpler than the LNH.

4.4 Conclusion
We have argued that scientific explanations of variation and change in evolutionary

systems (including language change) are beset by two key problems: a lack of informative

data and a wealth of logically possible explanations with unclear or plausibly overlapping

predictions. Further, we have argued that responsible scientific investigation in the face of

these problems requires clearly presented and preferably mathematically explicit models of

hypothesized mechanisms (like learning), thorough consideration of neutral explanations,

and that simpler explanations be preferred by default. Turning specifically to the Linguistic

Niche Hypothesis’s adaptationist claim about the relationship between E-complexity and

social situation, we have pointed out that both of the problems generally facing explanation

in evolutionary systems are particularly acute for the Linguistic Niche Hypothesis, and

that what mathematical models we do have suggest that there are simpler, neutral (or more
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neutral) explanations for why high E-complexity (or generally, a language variant that is

selected against in general) would be expected to be found in smaller, esoteric communities—

i.e. explanations that do not invoke or require there to be any selection for high E-complexity

specifically in esoteric social situations. First, we discussed how small population size

should be expected to amplify the role of a neutral process (evolutionary drift) and mask the

effects of selection in shaping the state and trajectory of an esoteric community’s language

variety. Second, we have reviewed recent work on mathematical modeling of language

change suggesting that learnability selection against a language variant (crucially without

selection for it in any condition) could lead to its differential appearance and persistence in

small, esoteric populations by causing greater homogeneity of input to learners compared

to exoteric situations.

In sum, we conclude that, in the absence of compelling evidence that high E-

complexity facilitates child learning or the presentation of specific evidence against neutral

explanations for the relation between morphological typology and social situation, general

principles of evolutionary systems and current models of language change suggest that the

most likely explanation for the morphological typology of esoteric communities does not

reflect adaptation to infant learning. While the LNH was partly intended to account for sup-

posed correlations between what we have denominated the E-complexity of morphological

systems in esoteric situations, it, correctly, does not assume that languages in such situations

are either the only languages with high E-complexity nor that they are necessarily more

E-complex than those in exoteric situations. In fact, high E-complexity obtains for languages

in very varied social situations, in many population sizes and ranging over different areal

distributions. For example, Hungarian, a member of the Ob-Ugric branch of the Uralic

language family with 13 million speakers, displays quite elaborate inventories of verbal and

nominal marking, Mordvin, a member of the Volga-Finnic branch of the Uralic language

family with approximately 400,000 speakers, possesses the most complex system of verbal
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inflection in Uralic, while Navajo, a member of the Athapaskan family with approximately

145,000 speakers, contains an extraordinarily rich system of morphosyntactic and allomor-

phic variation in both its nominal and verbal systems (Bonami, McDonough, & Beniamine,

2019). From the perspective of parsimony, of course, we would like any account to cover

the learning of all three languages, as well as languages exhibiting even more complex and

simpler systems. Given this, a real learnability condundrum remains and becomes plain:

how does the learning of (complex) morphological systems actually occur, in both small

communities and larger ones, esoteric and exoteric? We have hypothesized that this process

is guided by morphological organization measured in terms of I-complexity, i.e., patterns

and subpatterns of conditional entropy that facilitate good guesses from known (patterns of)

forms to unknown (patterns of) forms. Throughout we have alluded to connections between

neutral theory, language change, and systemic morphological organization as synthesized

in Lass (1997b).31 While this is not the forum to develop these connections, we explore and

explicate them in Ackerman, Bonami, and Malouf (2019).

Chapter 4 was coauthored with Farrell Ackerman and Robert Malouf, and is very

similar to the submitted manuscript that has since been edited and will be published in the

Cambridge University Press volume Morphological Typology and Linguistic Cognition.

The dissertation author was the primary investigator and author of this paper.

31See also Norde and van de Velde (2016).
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