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Measured Emittance Dependence on the Injection Method in Laser Plasma Accelerators
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Single-shot, charge-dependent emittance measurements of electron beams generated by a laser plasma
accelerator (LPA) reveal that shock-induced density down-ramp injection produces beams with normalized
emittances a factor of 2 smaller than beams produced via ionization injection. Such a comparison is made
possible by the tunable LPA setup, which allows electron beams with nearly identical central energy and
peak spectral charge density to be produced using the two distinct injection mechanisms. Parametric
measurements of this type are essential for the development of LPA-based applications which ultimately
require high charge density and low emittance.

DOI: 10.1103/PhysRevLett.119.104801

Owing to their ability to accelerate electron beams to
GeV-class energies over centimeter-scale distances with
femtosecond-scale bunch durations and ultralow emittan-
ces [1], laser plasma accelerators (LPAs) are poised to usher
in a new era of compact accelerator driven applications.
Compact LPA-based x-ray free-electron lasers [2–5], com-
pact monoenergetic MeV-class Thomson-scattered photons
[6,7], and progress towards an LPA-based electron-positron
collider [8] are being actively pursued. Most LPA-based
applications require excellent 6D electron beam brightness,
defined as B6D ¼ Ib=ðσEϵxϵyÞ, where Ib is the peak beam
current, σE is the energy spread, and ϵx;y are the normalized
transverse emittances (herein referred to simply as emit-
tance). Although a key critical parameter, to date very few
direct emittance measurements have been carried out,
perhaps owing to the typical percent-level energy spreads
and challenges of LPA stability and tunability. Besides
indirect techniques based on spectral analysis of x-ray
betatron or Compton radiation [9–11] (which rely on
various assumptions, simulations, and complex analysis
to unravel the e-beam source properties), traditional knife
scans and pepperpot measurements are limited in their
utility [12]. Only Weingartner et al. [13] performed direct
post-LPA emittance characterization by combining conven-
tional quadrupole focusing techniques and the energy-
dispersed plane of a magnetic spectrometer (a technique
also recently applied in electron-beam-driven plasma wake-
field acceleration experiments [14]). While impressively
demonstrating ϵ≃ 0.21 mmmrad, little was done to
explore parametric dependences of the emittance.
In this Letter we combine a stable and tunable LPA,

followed by a quadrupole triplet and an energy-dispersed
magnetic spectrometer, all in a resolution-optimized geom-
etry to perform parametric studies on the LPA emittance.We
present a direct comparison of emittance measurements of
electron beams generated by two different injection mech-
anisms: ionization injection [15–19] and shock-induced

density down-ramp injection [20–25]. Both schemes have
attracted recognition as a path towards localized and
controllable injection, and direct energy-dispersed emit-
tance measurements have so far not been measured. In the
former case, a high intensity laser a > 2 ionizes and drives a
wake in a high-Z-doped gas, with a the normalized laser
strength [1]. The inner-shell electrons that eventually get
trapped are only ionized near the peak of the laser at time
ti and will experience a transverse ponderomotive kick that
will contribute to increased emittance. In addition, in the
polarization plane, a residual transverse momentum
p⊥=mec ≈ aðtiÞ will contribute as well. In the density
down-ramp injection scheme, a wake driven in a preformed
plasma crosses a transition from high to low density plasma.
At this crossing, a decrease in the local phase velocity of the
wake relaxes the threshold for trapping electrons. Density
down-ramp injection in the nonlinear bubble regime is
considerably complex due in large part to the plasma density
spike at the point of injection near the back of the bubble.
From simulations it is clear, however, that in contrast to
ionization injection, the trapped electrons originate from a
muchmore selective area in the background electron’s phase
space (and thus obtain a lower emittance).
The two configurations of the LPA were tuned and

optimized to deliver beams with the same central energy
and peak spectral charge density (charge/MeV), thus
enabling evaluation of one injection method versus the
other. The down-ramp method yielded ϵ ¼ 1 mmmrad at
application-relevant charge densities up to 2 pC=MeV, and
doubled for the ionization-injected beam. In both schemes a
clear relation between charge density and emittance was
recorded. These results mark a major step forward in
characterizing and comparing LPA sources produced by
different injection mechanisms. The LPA community’s
variety in injection mechanisms, plasma targets, and laser
parameters offers the opportunity for further source opti-
mization to enable exciting applications.
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The experiment, shown schematically in Fig. 1, was
carried out at the BELLA Center using the TREX Ti:
sapphire laser which delivered 1.8 J pulses of 45 fs FWHM
duration that were focused by a 2.0 m focal length off-axis
parabola to spot sizes of w0 ¼ 22 μm. The target used for
both injection schemes was a supersonic gas jet with
840 μm diameter [25–27]. In the case of ionization injec-
tion, a mixture of 99% helium and 1% nitrogen was used,
and for the down-ramp configuration pure hydrogen was
used. In order to produce the density down-ramp, a thin
blade impinged the gas flow, generating a shock that
induced a density transition from 5.0 × 1018 to 2.5 ×
1018 electrons=cm3 over a length of ∼100 μm. The adjust-
ability of the blade position allowed precise tunability of
the central energy of the electron beams by adjusting the
effective accelerator length. For ionization injection, with-
out the blade, the accelerator length, and thus central
energy, was tuned by introducing a small transverse offset
between the laser and gas jet center. Using these methods,
the two LPA configurations were optimized to deliver
stable electron beams with a central energy of 57 MeVand
rms energy spreads of 4 and 12 MeV for down-ramp and
ionization, respectively. Shot-to-shot rms variation of the
central energy was 2 and 7 MeV, respectively. Because the
down-ramp configuration by default produced beams with
significantly higher spectral charge density at 57 MeV, it
was necessary to slightly reduce the laser intensity by
enlongating the pulse by increasing the grating separation
in the compressor, which reduced the charge density
without significant change in the energy distribution.
The electron beam transport line used for the emittance

measurements consisted of a permanent magnet quadrupole
(PMQ) triplet and a magnetic spectrometer dipole. The
distance from the LPA source to the first PMQ magnet in
the triplet was 17 cm. Details of the triplet used in this

experiment are well described in Table I of Ref. [28]. Note
that we used this triplet in the reverse configuration such
that the LPA beam sees Q3 first (resulting in a sign flip of
the field gradients). From the exit of the triplet, the beam
drifted 1.73 m before entering the spectrometer dipole. At
57 MeV, the bend angle was 0.43 rad with a 88 cm bend
radius. Finally, after the dipole, the beam drifted a final
22 cm before hitting a charge calibrated, 300 μm thick
scintillating Ce:YAG crystal. This layout was chosen such
that, in conjunction with edge focusing effects of the
spectrometer dipole, the imaging condition for the electron
beam is satisfied in both the horizontal and vertical planes
at the YAG screen location for the design energy of
57 MeV. Direct measurement of the energy-resolved beam
size σyðEÞ in the plane of polarization over an energy
bandwidth of 0.5 MeV was achieved. An example spec-
trometer image is shown in Fig. 2(a).
The characteristics of σyðEÞ are determined by two

factors: the electron beam transport (described above)
and the initial transverse phase space of the electron beam.
Using standard linear electron beam optics [29], the
transport line can be expressed as the 6 × 6 matrix, R,
with the relevant elements to the vertical beam size being
R33 and R34. The energy dependence of the transfer matrix
was also calculated. Within �1 MeV of the design energy,
the elements of R have a predominantly linear dependence
on E with R33ðEÞ ¼ 0.91ðE − 57Þ − 14 and R34ðEÞ ¼
0.21ðE − 57Þ, where E is in units of MeV, R33 is unitless,

FIG. 1. Schematic representation of the LPA setup consisting of
a supersonic gas jet and adjustable blade used for density profile
tuning in the down-ramp configuration. Electrons generated by
the focused laser pulse are captured and focused by a PMQ triplet
onto the spectrometer screen. which is equipped with a large
energy bandwidth, phosphor-screen-based diagnostic used for
initial electron beam characterization, and a high-resolution,
narrow bandwidth YAG crystal-based diagnostic used for
emittance measurements.
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FIG. 2. (a) Single-shot image from the high-resolution YAG
screen diagnostic showing energy-resolved vertical beam size of
a down-ramp injected electron beam. (b) Measured beam size
versus energy for the down-ramp injected beam shown (a) (blue
line) and measurement from an ionization-injected beam with
comparable spectral charge density (red line) with fits to Eq. (1)
(black dashed lines).
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and R34 is in units of m. The phase space in a single
dimension is typically described using three parameters: a
source size, a position or momentum correlation term, and
the emittance. In the context of this measurement, however,
we note that a nonzero position-momentum correlation
simply results in shift of the σyðEÞ curve by ΔE. This shift
is easily identified in the measurements by noting the
energy at which σyðEÞ is minimized. It is also important to
note that defocusing forces associated with space charge
will also lead to a shift of the σyðEÞ curve. Thus, the initial
vertical phase space can be completely parametrized using
the initial source size σy0, the emittance ϵy, and a focused
energy shift termΔE. Along with the R33 and R34 elements,
σyðEÞ is given by

σyðEÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½R34ðE�Þ�2
�

ϵy
γσy0

�

2

þ ½R33ðE�Þ�2σ2y0
s

; ð1Þ

where E� ¼ E − ΔE, and γ is the relativistic Lorentz factor.
While the optimized lattice presented above is relatively

insensitive to second-order optics aberrations, experimen-
tally it can be difficult to verify that the lattice is indeed
fully optimized as intended. Accordingly, we consider the
effect of small lattice errors and the resulting impact of
second-order transport effects. To do this, σyðEÞ is simu-
lated including second-order optics for a variety of initial
source parameters and lattice errors commensurate with the
level of uncertainty in our experiment. The resulting σyðEÞ
is fit using Eq. (1). It was found that the lattice uncertainty,
in conjunction with second-order effects, results in an
overestimate of the emittance by > 20% only when the
condition σy00½mrad� ≲ 1.5þ 2.0ϵy½mmmrad� is not satis-
fied (and < 20% overestimate otherwise, which represents
the vast majority of the data). It should be noted that a
systematic effect of this type does not adversely affect a
cross-comparison of the two injection methods, nor the
measured charge dependences.
After the optimization and characterization of each LPA

configuration on a separate larger field of view phosphor-
based spectrometer screen, the electron beam was steered
by increasing the dipole current to the high-resolution YAG
screen diagnostic. A typical image is shown in Fig. 2(a),
obtained using the down-ramp configuration. The beam
size at each energy slice is determined by Gaussian fit after
thresholding the profile at 50% of the peak value. This
approach to defining the beam size excludes contributions
from long tails in the distribution which can dominate the
rms beam size while only containing a small fraction of the
total charge. The blue line in Fig. 2(b) shows the beam size
determined in this way for the image in Fig. 2(a), and the
red line shows a beam size measurement of an ionization
injection shot with a comparable spectral charge density.
The emittance associated with each of these two measure-
ments, determined by a fit to Eq. (1), is 1.0þ0.2

−0.1 and 1.9þ0.5
−0.2

mmmrad, roughly a factor of 2 larger for ionization

injection. The error bars are determined by repeating the
Gaussian fit of each energy lineout with thresholding
values of 75% and 25%.
Results of emittance measurements taken from > 75

consecutive shots using each injection method are shown in
Fig. 3(a). In addition to comparing the two injection
schemes, the shot-to-shot variation in charge that arises
from small fluctuations in laser properties permits a direct
measurement of the dependence of emittance on charge
density. Most notably, down-ramp injection consistently
gives emittances smaller by roughly a factor of 2 compared
to electron beams of the same charge densities produced via
ionization injection.
For both cases there is a clear trend of increasing

emittance with increasing charge density. With relatively
low energy of the accelerated beam (< 100 MeV) and
substantial total accelerated charge (86� 20 pC for ion-
ization injection), the influence of space charge should be
considered. In fact, one signature of a space charge effect is
noted in a shift of the focused energy as a function of
charge density, Fig. 3(b). Generally, the inclusion of space
charge effects in the description of the transverse dynamics
of the electron beam adds a defocusing term proportional to
the generalized perveance, K ¼ Ib=IAβ3γ3, where IA ≈
17 kA is the Alfvén current, and β and γ are the relativistic
factors. This effective reduction in focusing strength would
cause a shift of the apparent focused energy towards lower
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FIG. 3. (a) Emittance as a function of charge density for the two
injection methods: ionization injection (red) and down-ramp
injection (blue). The dashed lines are linear fits to guide the
eye and can be used to extrapolate the space charge free
emittance. (b) Dependence of focused energy on charge density
for the ionization injection data.
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energies for increasing charge, which is indeed evident in
the data, Fig. 3(b). This direct evidence of a measurable
space charge effect implies that the increasing emittance
with charge density is in part due to space charge forces.
Consequently, the measured emittance has contributions
from both the intrinsic source emittance as well as space
charge effects. Because space charge effects are highly
sensitive to the initial beam parameters, in particular the
bunch length, which are not simultaneously measured, it is
not possible to accurately determine the space charge
contribution to the emittance.
For both LPA configurations, the emittance dependence

exhibits a highly linear dependence on charge density
[indicated by the dashed lines in Fig. 3(a)]. Extra-
polating these trends towards zero charge density can be
used to estimate a space charge free emittance of 0.5� 0.1
and 1.0� 0.1 mmmrad for down-ramp and ionization
injection, respectively. The trends indicate that although
the space charge forces will likely be different for electron
beams generated by the two different mechanisms and that
the space charge likely contributes to the increasing
emittance with increasing charge, it does not account for
the difference in emittance between the two injection
methods. Rather, the emittance is intrinsically larger for
ionization injection in the polarization plane of the laser.
While the measured emittances are higher than what has

been reported elsewhere [10,11,13], the measurements
presented in this Letter were carried out at significantly
higher spectral charge densities. Furthermore, the space
charge effect, which was not relevant in Refs. [10,11,13],
can be effectively suppressed by operating at higher
energies (as in Ref. [13]), or by using a magnetic chicane
placed close to the source to longitudinally stretch the
electron beam and reduce the peak current.
A qualitative picture based on particle-in-cell (PIC)

simulations provides valuable insight in comparing the
two injection methods. Using a quasicylindrical PIC code
[30], simulations were performed with laser and plasma
parameters representative of the experimental conditions
(described above). Figure 4 shows results for the two cases:
Figs. 4(a) and 4(c) density down-ramp injection and
Figs. 4(b) and 4(d) ionization injection. The green lines
in Figs. 4(a) and 4(b) represent a sample of trajectories
taken by injected electrons that reach a final accelerated
energy of 55–60 MeV. For the down-ramp plot, the
trajectories are plotted in terms of the radial coordinate r
in order to emphasize that the trapped electrons originate
from a narrow radial sheath that tracks along the outer edge
of the bubble. In contrast, the trajectories for ionization
injection are taken from narrow slices around x ¼ 0 (top)
and y ¼ 0 (bottom) to highlight the differences between the
trajectories in and out of the polarization plane. In both
cases, the electrons originate on the right and slip back-
wards (to the left) in the simulation window comoving with
the laser, until they are trapped near the back of the bubble.

We note a much larger variation in the trajectories taken by
the ionization-injected electrons, which is due to the
differences in both the laser phase at ionization and the
ponderomotive force determined by the transverse posi-
tions of the injected electrons [31]. This gives rise to an
increased spread in transverse momentum and initial spot
size of the trapped beam and is the cause of the significantly
different transverse phase space pictures for the
two injection mechanisms, as can be seen in Figs. 4(c)
and 4(d). Noting the considerably larger phase space area
occupied by the ionization-injected electrons, and therefore
emittance, these simulations suggest that with the consid-
ered plasma and laser parameters, down-ramp injection
produces lower emittance electron beams, which is
qualitatively consistent with the experimental results
described above.
In summary, profiting from the high degree of flexibility

afforded by the LPA setup, the two distinct injection
mechanisms, shock-induced density down-ramp and ion-
ization injection, were tuned and optimized to produce
electron beams with the same central energy and peak
spectral charge density. Combined with a carefully
designed electron beam transport lattice and a high-reso-
lution, single-shot, energy-resolved measurement of the
vertical beam size, this allowed, for the first time, a direct
and meaningful comparison of the transverse emittance of
electron beams generated by the two mechanisms. We
demonstrated that down-ramp injection produces beams
with significantly better emittance compared to ionization
injection, with emittances less than 0.5 mm mrad measured
for down-ramp injection. Physically, simulations indicate
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that the larger transverse emittance is due to the residual
transverse momentum obtained as a result of electrons
ionized near the peak of the laser pulse. These results mark
a significant advance in the experimental characterization
of LPA-produced electron beams.
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