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Circadian	rhythms	regulate	our	physiological,	metabolic,	and	behavioral	activity	in	a	24-hour	

cycle	to	maintain	organismal	homeostasis.	In	virtually	all	tissues,	the	intrinsic	circadian	clock	

is	governed	by	a	canonical	molecular	transcriptional-translational	feedback	mechanism	that	

is	 self-sustained.	 Whether	 additional	 functions	 for	 the	 molecular	 circadian	 clock	 exist	

remains	 largely	unexplored.	Here	we	 investigate	an	unprecedented	 role	 for	 the	 circadian	

clock	 protein,	 BMAL1,	 in	 the	 nucleolus.	 We	 identified	 novel	 BMAL1	 interactions	 with	

resident	 nucleolar	 proteins	 using	 biochemical	 fractionation	 and	 pull-down	 assays.	

Moreover,	through	use	of	molecular	assays	we	reveal	a	critical	role	in	pre-ribosomal	RNA	

processing	and	maturation.	Instead,	environmental-mediated	synchronization	of	peripheral	

tissues	is	regulated	in	part	by	external	cues	including	light-dark,	sleep-wake,	and	feed-fasting	

cycles.	The	degree	to	which	non-photic	environmental	factors	perturb	the	circadian	clock	in	

the	brain	continues	to	be	a	major	point	of	interest.	We	studied	an	in	vivo	model	to	elucidate	

the	effects	of	drugs	of	abuse	as	stressors	on	the	striatal	circadian	clock.	Mice	treated	with	an	

acute	dose	of	cocaine	were	sampled	throughout	a	full	circadian	cycle.	Using	high-throughput	

RNA	 sequencing,	 our	 findings	 show	 cocaine	 drastically	 reprograms	 the	 circadian	
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transcriptional	clock	in	the	nucleus	accumbens.	Furthermore,	we	reveal	dopamine	signaling	

is	 required	 for	 the	 cocaine-mediated	 PPARg	 activation	 that	 leads	 to	 de	 novo	 circadian	

transcriptional	 rhythmicity.	 Taken	 together,	 in	 the	 studies	 presented,	we	 implement	 two	

discrete	approaches	to	further	our	knowledge	on	the	versatility	and	reprogrammability	of	

the	molecular	clock.	Our	novel	findings	provide	previously	unexplored	connections	between	

RNA	 regulation	 or	 drugs	 of	 abuse	 and	 the	 circadian	 clock,	 and	 uncover	 new	 possible	

therapeutic	targets	for	treatment	development	for	disorders	such	as	addiction.	



1	
	

	
	

	

Chapter	1	

	

Introduction	

	

PART	I	

The	circadian	clock	

Circadian	rhythmicity	of	biological	processes	is	controlled	by	a	complex	clock	system	that	

establishes	a	constant	~24-hour	cycle	(Asher	and	Sassone-Corsi,	2015).	The	circadian	clock	

network	 consists	 of	 biological	 pacemakers	 found	 in	 all	 tissues	 that	 direct	 and	maintain	

proper	 rhythms	 required	 for	 organism	 homeostasis	 (Green	 et	 al.,	 2008;	 Schibler	 and	

Sassone-Corsi,	 2002).	 A	 central	 circadian	 clock	 or	 “master	 clock”	 housed	 in	 the	

suprachiasmatic	nucleus	(SCN),	a	cluster	of	neurons	in	the	hypothalamus,	is	synchronized	

by	light,	the	most	potent	external	time	giver	or	zeitgeber,	via	signals	from	the	eye	through	

the	 retino-hypothalamic	 tract	 (Buttgereit	 et	 al.,	 2015).	 Subsequently,	 the	 central	 clock	
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synchronizes	rhythms	in	all	peripheral	tissues	through	secreted	humoral	signals	(Welsh	et	

al.,	2010).	Other	external	cues	such	as	sleep-wake,	food-fasting	cycles	and	physical	activity	

also	have	a	direct	impact	on	peripheral	tissues	and	can	uncouple	the	peripheral	clocks	from	

the	central	clock.		

In	mammals	the	molecular	circadian	clock	tightly	regulates	cellular	function	through	

transcriptional	regulation	(Gallego	and	Virshup,	2007;	Ripperger	and	Schibler,	2006).	Two	

beta	 helix-loop-helix	 (bHLH)	 transcription	 factors,	 Circadian	 Locomotor	 Output	 Cycles	

Kaput	(CLOCK)	and	Brain	and	Muscle	ARNT-Like	1	(BMAL1),	heterodimerize	and	bind	to	

conserved	E-box	sequences	in	target	clock-controlled	gene	(CCG)	promoters	initiating	the	

transcriptional-translational	feedback	that	includes	clock	repressors	Period	(Per1,	Per2,	and	

Per3)	and	Cryptochrome	(Cry1	and	Cry2)	which	negatively	regulate	transcription	and	trigger	

the	 rhythmic	 expression	 of	 CCGs	 (Green	 et	 al.,	 2008;	 Lamia	 et	 al.,	 2009;	 Stratmann	 and	

Schibler,	2006).		

In	addition	to	regulation	of	circadian	transcription,	other	roles	performed	by	the	core	

clock	proteins	involve	post-translational	modifications	including	acetylation,	SUMOylation,	

ubiquitination,	 and	 phosphorylation	 (Masri	 et	 al.,	 2013b;	 Robles	 et	 al.,	 2017).	 Clock-

dependent	post-translational	modifications	have	been	reported	to	either	directly	modify	the	

circadian	 machinery	 or	 control	 enzymatic	 activity,	 protein	 interactions,	 intracellular	

localization	 and	 stability	 (Dallmann	 et	 al.,	 2012;	 Gallego	 and	 Virshup,	 2007;	 Sahar	 and	

Sassone-Corsi,	2009).	CLOCK	has	been	characterized	as	having	 intrinsic	acetyltransferase	

activity	on	histone	H3	(H3)	(Doi	et	al.,	2006),	its	own	binding	partner	BMAL1	(Hirayama	et	

al.,	 2007),	 as	well	 as	 the	 glucocorticoid	 receptor	 (GR)	 (Akashi	 et	 al.,	 2002).	 These	 post-

translational	modifications	 have	 an	 important	 role	 in	 circadian	 gene	 regulation	 and	 are	
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linked	 with	 modulation	 of	 enzymatic	 activity	 (Lamia	 et	 al.,	 2009;	 Shim	 et	 al.,	 2007).	

Acetylation	of	BMAL1	and	GR	has	an	 inhibitory	affect,	while	H3	acetylation	has	a	 role	 in	

facilitating	gene	expression.	Moreover,	cytoplasmic	BMAL1	functions	as	a	shuttling	protein	

and	 is	 required	 for	 the	 nuclear	 import	 of	 CLOCK,	 critically	 affecting	 the	 transcriptional	

activation	of	CCGs	(Kondratov	et	al.,	2003).	It	is	evident	that	the	core	clock	proteins	have	

multifunctional	 roles	 that	 deviate	 from	 their	 canonical	 transcriptional	 factor	 function;	

however,	 our	 understanding	 of	 their	 roles	 in	 sub-	 nuclear	 compartments	 remains	

incomplete.		

	

The	nucleolus	

The	 nucleolus	 is	 the	 largest	 nuclear	 sub-compartment	 and	 is	 the	 site	 of	 ribosomal	 RNA	

(rRNA)	and	ribosome	production	(Boisvert	et	al.,	2007).	rRNAs	are	the	central	component	of	

the	 ribosome	 subunits	 and	 have	 an	 active	 role	 as	 ribozymes	 during	 protein	 translation	

(Dahlberg,	1989).	Unique	to	the	nucleolus	is	the	presence	of	RNA	Polymerase	I	(Pol	I)	whose	

sole	 function	 is	 the	 transcription	 of	 ribosomal	 DNA	 (rDNA)	 (Grummt,	 2003),	 a	 gene	

containing	 the	 polycistronic	 precursor	 (pre-rRNA)	 for	 three	 rRNAs;	 18S,	 5.8S,	 and	 28S	

(Grozdanov	et	al.,	2003).	Although	pre-rRNA	is	the	only	transcript	produced	by	Pol	I-driven	

transcription,	rRNAs	account	for	over	80%	of	the	total	RNA	produced	in	the	cell	(Grummt	

and	 Ladurner,	 2008).	 Mature	 rRNAs	 are	 derived	 from	 the	 pre-rRNA	 transcript	 that	

undergoes	 a	 series	 of	 post-transcriptional	 modifications	 including:	 methylation,	

pseudouridylation,	 and	 cleavage	 (Grozdanov	 et	 al.,	 2003;	 Henras	 et	 al.,	 2015).	 pre-rRNA	

processing	small	nucleolar	ribonucleoprotein	(snoRNP)	complexes	are	comprised	of	specific	

nucleolar	 proteins	 and	 small	 nucleolar	 RNAs	 (snoRNAs)	 	 that	 mediate	 the	 post-
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transcriptional	modifications	(Dieci	et	al.,	2009).	The	snoRNAs	guide	snoRNP	complexes	to	

the	specific	rRNA	sequence	and	sites	of	activity	(Boisvert	et	al.,	2007).	Bioinformatic	analysis	

of	 nascent	 and	 mature	 RNA	 sequencing	 datasets	 discovered	 a	 time-of-day	 dependent	

expression	 of	 snoRNAs	 (Aitken	 and	 Semple,	 2017).	 Interestingly,	 63%	 of	 total	 snoRNAs	

display	 rhythmic	 expression	 but	 only	 4%	 are	 unique	 snoRNAs	 demonstrating	 that	 the	

circadian	snoRNAs	are	very	specific	and	highly	expressed	(Aitken	and	Semple,	2017).	The	

rhythmicity	of	these	key	factors,	involved	in	the	processing	and	maturation	of	rRNA,	reveals	

a	strong	potential	for	a	novel	functional	role	of	the	circadian	clock	in	the	nucleolus.		

Typically,	the	circadian	clock	is	associated	with	genes	transcribed	by	RNA	Polymerase	

II	 (Pol	 II)	 and	 not	 with	 Pol	 I	 or	 RNA	 Polymerase	 III	 (Pol	 III)-mediated	 transcription	

(Takahashi,	 2015).	 Noteworthy,	 however,	 found	 within	 the	 rDNA	 sequence	 are	 E-boxes	

(Poortinga	et	al.,	2011),	 the	conserved	motif	recognized	by	the	basic	helix-loop-helix	Per-

Arnt-Sim	(bHLH-PAS)	domain	of	CLOCK	and	BMAL1	(Huang	et	al.,	2012),	and	thus	hints	at	

the	possible	 involvement	of	 the	 clock	 in	rDNA	 transcription.	 In	 fact,	 a	 circadian	 study	on	

ribosome	 biogenesis	 reported	 the	 circadian	 rhythmic	 expression	 of	 rRNA	 (Jouffe	 et	 al.,	

2013),	 but	 did	 not	 provide	 a	 mechanism	 for	 the	 circadian	 regulation.	 Nevertheless,	 a	

circadian	nuclear	proteomic	study	identified	the	temporal	nuclear	availability	of	several	Pol	

I	subunits	and	proteins	associated	with	the	rRNA	post-transcriptional	modifications	(Wang	

et	al.,	2017).	These	studies	raise	the	questions,	 is	 the	circadian	clock	required	 for	proper	

transcription	 and/or	 processing	 of	 rRNAs	 and	 is	 the	 clock	 an	 essential	 part	 of	 nucleolar	

structure	and	function?			
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PART	II	

Circadian	clock	disruption	

Perturbation	 of	 circadian	 rhythms	 has	 been	 associated	 with	 a	 number	 of	 pathologies	

including	obesity,	diabetes,	and	a	number	of	other	metabolic	diseases	(Bass	and	Takahashi,	

2010;	Masri	et	al.,	2013a;	Sahar	and	Sassone-Corsi,	2009,	2012).	As	a	matter	of	fact,	mice	

with	 disruptions	 in	 the	 circadian	 clock	 machinery	 have	 numerous	 consequences.	 For	

example,	 the	 Clock	 mutant	 (ClockD19)	 mice	 are	 obese	 compared	 to	WT	 littermates	 and	

display	hyperlipidemia,	hepatic	steatosis,	hyperglycemia,	and	hypoinsulinemia	(Turek	et	al.,	

2005).	More	drastic	effects	can	be	observed	in	Bmal1	knockout	(Bmal1-KO)	mice	that	display	

similar	metabolic	 deficiencies	 as	 the	ClockD19	mice,	 but	 also	 display	 a	 severe	 premature	

aging	phenotype	(Kondratov	et	al.,	2003;	Rudic	et	al.,	2004).	The	genetic	loss	of	the	core	clock	

components	illustrates	the	importance	of	the	circadian	clock	in	controlling	cellular	function.	

Changes	to	environmental	zeitgebers,	however,	can	also	change	the	rhythmic	patterns	

and	 robustness	 of	 the	 metabolic	 and	 transcriptional	 oscillations	 observed	 in	 normal	

conditions	 (Asher	 and	 Sassone-Corsi,	 2015).	 Food	 has	 been	 proven	 to	 be	 a	 powerful	

pacemaker	 for	 peripheral	 tissues,	 nutritional	 composition	 of	 various	 diets	 is	 able	 to	

differentially	alter	CCGs	expression	in	the	metabolic	tissues.	For	instance,	high	fat	diet	(HFD)	

composed	of	60%	kcal	from	fat	is	able	to	reprogram	circadian	hepatic	gene	expression	of	

unique	classes	of	genes	that	oscillate	exclusively	in	normal	chow-fed	mice	or	HFD-fed	mice,	

these	changes	result	in	altered	metabolic	circadian	control	in	the	liver	(Eckel-Mahan	et	al.,	

2013;	Hatori	et	al.,	2012;	Kohsaka	et	al.,	2007).	Likewise,	a	body-wide	circadian	metabolome	

atlas	consisting	of	eight	tissues	demonstrates	the	extensive	inter-tissue	communication	of	

normal	chow-fed	mice	which	is	greatly	diminished	in	HFD-fed	mice	(Dyar	et	al.,	2018;	Eckel-
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Mahan	et	al.,	2013).	By	contrast,	fasting	or	the	absence	of	food	is	one	of	a	few	external	cues	

that	enhances	the	expression	of	the	circadian	clock,	since,	in	addition	to	the	canonical	clock	

machinery,	 fasting-induced	 transcription	 factors	 are	 utilized	 to	 promote	 circadian	

rhythmicity	 (Kinouchi	 et	 al.,	 2018;	 Longo	 and	 Panda,	 2016).	 The	 feeding-fasting	 cycles,	

however,	are	not	the	only	method	of	altering	the	circadian	clock,	the	capacity	of	different	

external	 pacemakers	 to	 reprogram	 the	 circadian	 clock	 can	 be	 extended	 to	 various	 other	

recreational	activities	including	physical	exercise,	travel,	and	drug	use.		

	

Cocaine	

In	a	bidirectional	fashion,	individuals	can	develop	substance	abuse	disorders	and	disrupted	

circadian	rhythms	(Logan	et	al.,	2014).	In	fact,	polymorphisms	in	the	Per2	gene	have	been	

associated	 with	 a	 greater	 predisposition	 to	 cocaine	 addiction	 and	 lower	 levels	 of	 the	

dopamine	 D2	 receptor	 (Shumay	 et	 al.,	 2012).	 Cocaine,	 a	 drug	 of	 abuse	 known	 as	 a	

psychostimulant,	 targets	 the	 brain’s	 reward	 system	 and	 leads	 to	 dopamine	 buildup.	 This	

dopamine	accumulation	interferes	with	the	daily	rhythmic	release	of	the	neurochemical	in	

the	nucleus	accumbens	(NAcc)	(Schade	et	al.,	1995).	The	overactivation	of	the	target	cells	in	

the	 NAcc	 produces	 unnatural	 degrees	 of	 pleasure	 and	 satisfaction	 greatly	 affecting	 the	

individual’s	 behavior	 (Nestler,	 2005).	 Indeed,	 the	 dopamine	 receptor-containing	

postsynaptic	neurons	in	the	NAcc	contribute	to	the	rhythmic	food	anticipatory	behavior	in	

mice	 (Gallardo	 et	 al.,	 2014).	 Although	 many	 convincing	 associations	 between	 circadian	

rhythms	and	cocaine	have	been	made,	how	cocaine	perturbs	the	molecular	circadian	clock	

in	the	NAcc	remains	inadequately	addressed.		 	
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Chapter	2	

	

BMAL1	associates	with	NOP58	 in	 the	nucleolus	and	contributes	 to	pre-

rRNA	processing	

Marlene	Cervantes,	Ignasi	Forné,	Suman	Ranjit,	Enrico	Gratton,	Axel	Imhof,	and	

Paolo	Sassone-Corsi	

	

ABSTRACT	

The	transcription	factor	BMAL1	is	a	core	element	of	the	circadian	clock	that	contributes	to	

cyclic	 control	 of	 genes	 transcribed	 by	 RNA	 polymerase	 II.	 By	 using	 biochemical	 cellular	

fractionation	 and	 immunofluorescence	 analyses	 we	 reveal	 a	 previously	 uncharacterized	

nucleolar	localization	for	BMAL1.	We	used	an	unbiased	approach	to	determine	the	BMAL1	

interactome	 by	 mass	 spectrometry	 and	 identified	 NOP58	 as	 a	 prominent	 nucleolar	

interactor.	 NOP58,	 a	 core	 component	 of	 the	 box	 C/D	 small	 nucleolar	 ribonucleoprotein	
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complex,	associates	with	Snord118	to	control	specific	pre-ribosomal	RNA	(rRNA)	processing	

steps.	These	results	suggest	a	non-canonical	role	of	BMAL1	in	rRNA	regulation.	Indeed,	we	

show	 that	 BMAL1	 controls	 NOP58-associated	 Snord118	 nucleolar	 levels	 and	 cleavage	 of	

unique	pre-rRNA	intermediates.	Our	findings	identify	an	unsuspected	function	of	BMAL1	in	

the	nucleolus	that	appears	distinct	from	its	canonical	role	in	the	circadian	clock	system.	

	

INTRODUCTION	

A	large	array	of	biological	processes	follow	an	approximate	24-hr	cycle,	leading	to	circadian	

rhythms	controlling	physiology,	metabolism,	and	behavior.	Circadian	rhythms	are	governed	

by	 a	molecular	 clock	 system	 that	 is	 present	 in	 virtually	 all	mammalian	 cells	 (Masri	 and	

Sassone-Corsi,	 2010).	 The	 circadian	 molecular	 machinery	 is	 based	 on	 transcription-

translation	 feedback	 loops	 to	maintain	 intrinsic	 intracellular	daily	 rhythms	 (Eckel-Mahan	

and	Sassone-Corsi,	2013;	Zhang	and	Kay,	2010).	Circadian	 locomotor	output	cycles	kaput	

(CLOCK)	 and	 Brain	 and	 muscle	 ARNT-like	 1	 (BMAL1)	 function	 as	 transcription	 factors	

activating	expression	of	clock-controlled	genes	(CCGs)	by	binding	E-box	motifs	at	promoters	

of	 target	 genes	 transcribed	 by	RNA	polymerase	 II	 (Partch	 et	 al.,	 2014).	 Among	 the	 CCGs	

transcribed	 are	 genes	 encoding	 clock	 protein	 repressors	 Period	 1-3	 (PER1-3)	 and	

Cryptochrome	1-2	(CRY1-2)	which	in	turn	negatively	regulate	rhythmic	transcription	(Green	

et	al.,	2008).	 In	addition	to	transcription,	 levels	of	circadian	regulation	are	provided	by	a	

variety	 of	 additional	 mechanisms,	 including	 epigenetic	 control	 and	 post-translational	

modifications	(PTMs)	such	as	phosphorylation,	acetylation,	SUMOylation	and	ubiquitination	

of	clock	proteins	that	regulate	rhythmic	activity	(Cardone	et	al.,	2005;	Feng	and	Lazar,	2012;	
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Hirayama	et	 al.,	2007;	Kondratov	et	al.,	2003).	Thus,	proper	circadian	control	 is	obtained	

through	a	complex	system	of	interplaying	regulatory	pathways.	

Importantly,	post-transcriptional	modifications	of	CCGs	 transcripts	have	also	been	

shown	to	be	critical	for	rhythmic	gene	regulation.	Alternative	splicing,	polyadenylation,	and	

non-coding	 RNAs	 have	 all	 been	 shown	 to	 contribute	 to	 control	 the	 half-life	 required	 for	

rhythmic	turnover	of	circadian	transcripts	(Kojima	et	al.,	2011).	A	unique	target	of	rhythmic	

post-transcriptional	modification	is	the	18S-E	ribosomal	RNA	(rRNA)	(Sinturel	et	al.,	2017),	

a	precursor	to	an	essential	component	of	the	small	ribosomal	subunit	(Amaldi	et	al.,	1989;	

Reuveni	et	al.,	2017).	Diurnal	polyadenylation	of	18S-E	results	in	its	degradation,	decreased	

ribosomal	biogenesis,	and	reduced	protein	translation	in	a	time-of-day-dependent	manner	

(Sinturel	et	al.,	2017).		

These	observations	suggest	that	circadian	clock	elements	may	be	implicated	in	the	

maturation	of	transcripts	generated	not	exclusively	from	Pol	II.	Indeed,	the	rRNA	precursor	

(pre-rRNA)	is	transcribed	by	RNA	polymerase	I	in	the	nucleolus	as	a	polycistronic	transcript	

that	undergoes	post-transcriptional	processing	to	produce	three	mature	rRNAs	(18S,	5.8S,	

and	28S)	(Nazar,	2004;	Woolford	and	Baserga,	2013).	Nucleolar	proteins	and	small	nucleolar	

RNAs	(snoRNAs)	form	small	nucleolar	ribonucleoprotein	complexes	(snoRNPs)	that	mediate	

post-transcriptional	modifications,	pseudouridylation,	methylation,	and	cleavage	for	rRNA	

maturation	(Boisvert	et	al.,	2007).	Specifically,	snoRNAs	direct	snoRNPs	to	target	rRNA	sites	

to	 facilitate	 post-transcriptional	 processing	 (Boisvert	 et	 al.,	 2007).	 Intriguingly,	

bioinformatic	 analysis	 of	 circadian	 nascent	 and	 mature	 RNA	 sequencing	 datasets	 has	

recently	revealed	a	time-of-day-dependent	expression	of	a	number	of	snoRNAs	(Aitken	and	

Semple,	2017).	While	these	notions	hint	at	a	potential	role	of	clock	proteins	in	the	nucleolus,	
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including	the	nucleolar	localization	of	a	splicing	variant	of	Period	2	(PER2S)	(Avitabile	et	al.,	

2014),	a	functional	role	within	the	sub-nuclear	organelle	has	yet	to	be	explored.	We	have	

observed	that	the	core	clock	protein	BMAL1	localizes	in	the	nucleolus	and	its	ablation	results	

in	aberrant	nucleolar	organization.	 Importantly,	 in	mouse	Neuro	2a	(N2a)	cells	BMAL1	is	

associated	 to	nucleolar	proteins,	Nucleolin	 (NCL)	and	Nucleolar	RNA	helicase	2	 (DDX21)	

(Beker	et	al.,	2019).	Using	cell	fractionation	and	mass	spectrometry	we	reveal	that	BMAL1	

associates	with	NOP58,	a	core	component	of	the	box	C/D	small	nucleolar	ribonucleoprotein	

complex.	The	association	 is	validated	by	a	number	of	approaches,	 including	Fluorescence	

Lifetime	Microscopy	and	Fluorescence	Resonance	Energy	Transfer.	Finally,	we	 show	 that	

BMAL1	is	required	to	maintain	Snord118-containing	snoRNP	levels	and	plays	a	previously	

unappreciated	role	in	pre-rRNA	processing.	

	

RESULTS	

Nucleolar	localization	of	the	circadian	clock	protein	BMAL1	

While	post-transcriptional	polyadenylation	of	18S-E	rRNA	is	diurnal	(Sinturel	et	al.,	2017),	

little	is	known	about	the	contribution	of	clock	proteins	in	the	nucleolus,	the	specific	location	

of	rRNA	synthesis	and	processing	(Nazar,	2004;	Woolford	and	Baserga,	2013).	Visualization	

of	BMAL1	by	immunofluorescence	in	wild	type	mouse	embryonic	fibroblasts	(WT	MEFs)	and	

human	embryonic	kidney	293T	cells	(HEK293T)	illustrated	that	endogenous	BMAL1	is	not	

excluded	from	the	nucleolus	and	rather	co-localizes	with	the	nucleolar	protein,	Fibrillarin	

(FBL)	(Figure	2.1A).	Moreover,	we	performed	biochemical	isolation	of	nucleoli	using	liver	

tissues	harvested	from	WT	mice	at	six	timepoints	throughout	the	circadian	cycle,	at	zeitgeber	

times	(ZT)	0,	4,	8,	12,	16,	20	(Figure	2.1B	and	Figure	2.S1A).	Analysis	of	endogenous	BMAL1	
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revealed	 its	 nucleolar	 localization	 at	 all	 circadian	 timepoints.	 Consistent	 with	 the	 total	

protein	analyses	(Figure	2.S1B),	FBL,	Nucleolar	protein	58	(NOP58),	and	Nucleolar	protein	

56	(NOP56)	levels	in	the	nucleolus	were	virtually	constant	along	the	circadian	cycle	(Figure	

2.1B).		

Circadian	 function	 is	 directly	 linked	 to	 changes	 in	 BMAL1	 phosphorylation	 state	

(Hirano	 et	 al.,	 2016).	 Notably,	 daily	 changes	 in	 phosphorylated-BMAL1	 (p-BMAL1),	

conventionally	visualized	as	slower	migrating	bands	(Tamaru	et	al.,	2003;	Yoshitane	et	al.,	

2009),	do	not	affect	its	nucleolar	localization	(Figures	1.1B	and	1.1C).	Moreover,	as	BMAL1	

has	also	been	shown	to	be	rhythmically	acetylated	and	is	strongly	correlated	to	its	circadian	

transcriptional	activity	(Hirayama	et	al.,	2007),	we	tested	whether	acetylation	alters	BMAL1	

localization	 to	 the	 nucleolus.	 We	 ectopically	 expressed	 mutants	 of	 BMAL1	 for	 Lysine	 at	

position	538,	originally	shown	to	be	the	site	of	acetylation	(AcBMAL1K538)	(Hirayama	et	al.,	

2007).	HEK293T	cells	 transiently	co-transfected	with	GFP-NOP58	and	the	wild	type	Myc-

BMAL1,	 Myc-BMAL1K538R	 preventing	 acetylation,	 or	 the	 acetylation	 mimic	 Myc-

BMAL1K538Q,	 all	 show	 localization	 in	 the	 nucleolus	 despite	 distinct	 BMAL1	 acetylation	

statuses	 (Figure	 2.S2).	 Thus,	 these	 post-translational	 modifications	 do	 not	 appear	 to	 be	

involved	 in	 BMAL1	 nucleolar	 localization	 and	 confirm	 that	 BMAL1	 does	 not	 undergo	

rhythmic	nucleolar	translocation.	

Furthermore,	circadian	analyses	of	NOP58	by	immunofluorescence	show	the	number	

of	nucleoli	per	nucleus	remains	constant	throughout	the	24-hr	cycle	in	mouse	livers	(Figures	

1.1D	 and	 1.1E).	 Together,	 these	 observations	 show	 the	 nucleolar	 features	 are	 consistent	

throughout	the	daily	cycle	and	suggest	BMAL1	is	constitutively	present	in	the	nucleolus.	
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Clock-dependent	nucleolar	morphological	rearrangements	

To	determine	 the	 significance	 of	 BMAL1	 in	 the	 nucleolus	we	 analyzed	 the	 expression	 of	

nucleolar	 proteins	 in	 livers	 from	WT	 and	Bmal1-null	 (Bmal1-KO)	mice	 at	 ZT8	 and	 ZT20.	

While	BMAL1	ablation	does	not	alter	the	total	levels	of	ribosome	biogenesis	factors	nor	in	

the	 nucleolar	 fractions	 (Figures	 1.2A	 and	 1.2B),	 it	 has	 a	 substantial	 impact	 on	 nucleolar	

structure.	Indeed,	immunofluorescence	of	NOP58	and	FBL	show	that	loss	of	BMAL1	leads	to	

alterations	in	nucleolar	size	and	the	number	of	nucleoli	per	nucleus,	both	in	mouse	liver	and	

MEFs	(Figures	1.2C	and	1.2D).	The	total	nucleolar	area	in	Bmal1-KO	MEFs	appears	smaller	

(Figure	2.2E).	Likewise,	the	number	of	nucleoli	in	Bmal1-KO	MEFs	is	reduced	as	compared	

to	WT	MEFs,	which	display	greater	 than	5%	more	 cells	with	 seven	or	more	nucleoli	per	

nucleus	 (Figures	 1.2F	 and	 1.2G).	 These	 results	 suggest	 that	 BMAL1	 influences	 the	

configuration	of	nucleoli.	Since	BMAL1	and	CLOCK	are	dimer	partners,	we	tested	dominant	

negative	Clock-mutant	MEFs	containing	a	deletion	in	the	Clock	gene	at	Exon	19	(ClockΔ19).	

These	cells	provide	1)	an	additional	model	with	a	disrupted	clock	and	2)	 the	potential	of	

CLOCK	to	influence	nucleolar	structures	similar	to	its	partner,	BMAL1.	Indeed	the	ClockΔ19	

MEFs	display	smaller	and	fewer	nucleoli	(Figures	1.S3A-D).	Moreover,	similarly	to	Bmal1-

KO	MEFs,	ClockΔ19	MEFs	maintain	 comparable	 levels	 of	NOP58	 and	 FBL	 (Figure	 2.S3E).	

Importantly,	 these	 results	 were	 corroborated	 in	 WT	 MEFs	 stably	 expressing	 shRNAs	

efficiently	 knocking	 down	BMAL1	 levels	 (Figures	 1.2H	 and	 1.	 S3F).	 Immunofluorescence	

imaging	of	FBL	and	NOP58	in	these	cells	show	reduced	nucleolar	area	and	lower	number	of	

nucleoli	compared	to	WT	MEFs	expressing	control	shGFP	(Figures	1.2I-L).	Again,	a	reduction	

in	the	number	of	nucleoli	was	observed	without	disruption	in	the	level	of	nucleolar	protein	

FBL	(Figure	2.2H).	Our	findings	show	that	BMAL1	perturbation	in	in	vitro	and	in	vivo	models	



13	
	

leads	to	nucleolar-protein	rearrangements,	reflected	by	changes	in	nucleolar	structure	and	

allude	to	dysfunctional	nucleoli	(Nemeth	and	Grummt,	2018;	Scheer	and	Hock,	1999).	

	

Altered	pre-ribosomal	RNA	processing	in	Bmal1-KO	

The	nucleolus	is	the	site	of	pre-rRNA	transcription	and	maturation,	producing	three	out	of	

four	 rRNAs,	 18S,	 5.8S	 and	 28S	 (Boisvert	 et	 al.,	 2007).	 To	 investigate	 the	 functional	

contribution	of	BMAL1	in	the	nucleolus,	we	examined	the	expression	of	 the	polycistronic	

pre-rRNA	transcripts	in	a	circadian	manner	in	WT	and	Bmal1-KO	MEFs	post-synchronization	

by	dexamethasone	at	circadian	times	(CT)	12,	18,	24,	30,	36,	and	42.	To	distinguish	pre-rRNA	

from	mature	rRNA,	pre-rRNA	expression	was	measured	at	 four	distinct	regions	spanning	

both	rRNA	and	external	or	internal	transcribed	spacer	(ETS	and	ITS,	respectively)	sequences	

(Figure	2.3A).	While	pre-rRNA	expression	does	not	undergo	circadian	oscillations	(Figure	

2.3B),	 BMAL1	 ablation	 leads	 to	 reduced	 levels	 of	 pre-rRNA.	 During	 rRNA	 processing,	

sequential	cleavage	of	pre-rRNA	diverge	 into	two	pathways,	one	containing	the	upstream	

18S	 intermediates,	 the	other,	 the	downstream	5.8S	and	28S	 intermediates	 (Henras	et	 al.,	

2015)	 (see	 also	 Figure	 2.3C).	 Therefore,	 to	 discriminate	 the	 different	 cleavage	 site	

intermediates	 indistinguishable	by	PCR	(RT-qPCR),	 levels	of	pre-rRNA	were	examined	by	

Northern	analyses	using	probes	discerning	pre-rRNA	cleavage	at	different	stages	(Figures	

1.3C-F	and	Figures	1.S4A-D)	(Lapik	et	al.,	2004).	Indeed,	the	specific	cleavage	intermediate,	

36S	pre-rRNA,	was	significantly	less	abundant	in	the	absence	of	BMAL1	compared	to	the	WT	

MEFs	(Figure	2.3E).	Similarly,	Ratio	Analysis	of	Multiple	Precursors	(RAMP)	(Wang	et	al.,	

2014),	show	hybridization	patterns	that	reflect	the	importance	of	BMAL1	in	efficient	pre-
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rRNA	processing	(Figure	2.3F).	These	results	indicate	that	BMAL1	is	likely	involved	in	proper	

processing	of	36S,	the	3’-end	of	pre-rRNA	containing	5.8S	and	28S	rRNAs.		

	

Endogenous	BMAL1	nucleolar	interactome	

Next,	we	sought	to	identify	whether	BMAL1	associates	with	nucleolar	proteins.	Notably,	in	

N2a	cells,	BMAL1-associated	proteins	include	nucleolar	proteins,	such	as	NCL	and	DDX21	

(Beker	 et	 al.,	 2019).	 Thus,	 we	 explored	 the	 link	 between	 BMAL1	 and	 nucleolus-derived	

proteins	 by	 taking	 an	 unbiased	 approach	 to	 examine	 the	 nucleolar	 BMAL1	 interactome.	

Endogenous	 BMAL1	 was	 used	 for	 a	 native	 co-immunoprecipitation	 (co-IP)	 from	

nucleoplasmic	and	nucleolar	fractions	of	mouse	livers	harvested	at	ZT8	and	ZT20.	The	eluate	

was	 subsequently	 analyzed	 quantitatively	 by	 mass	 spectrometry	 (Figure	 2.4A).	 A	

comparison	of	the	two	timepoints	revealed	a	50-60%	overlap	of	proteins	identified	at	both	

timepoints	(Figure	2.4B	and	Figure	2.S5A).	Each	of	the	fractions	analyzed	contained	a	group	

of	exclusive	interactors	and	a	subgroup	of	proteins	interacting	in	both,	nucleoplasmic	and	

nucleolar	 fractions	 (Figure	 2.4C	 and	 Figure	 2.S5B).	 Importantly,	 no	 uniquely	 associated	

nucleoplasmic	interactors	were	identified	in	the	nucleolar	fractions,	an	indication	of	highly	

enriched	 nucleoli.	 Moreover,	 when	 comparing	 the	 enrichment	 of	 BMAL1-interacting	

proteins	 in	 the	nucleoplasmic	and	nucleolar	 fractions,	we	 identified	the	subset	of	BMAL1	

interactors	present	predominantly	in	the	nucleolar	compartment	by	using	a	cutoff	of	four-

fold	 enrichment	 (-Log2	(Fold	 change)	 nucleoplasmic/nucleolar	≥	 2)	 and	 a	 p-value	 <	 0.05	

(Figure	2.4C).	We	applied	Gene	Ontology	(GO)	analysis	to	these	BMAL1-nucleolar	interactors	

and	identified	essential	nucleolar-related	terms:	snoRNA	binding	and	RNA	binding	(Figure	

2.4D).	 Prominent	 among	 the	 proteins	 identified	 in	 the	 nucleolus	were:	 box	 C/D	proteins	
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(NOP58,	NOP56,	and	FBL),	box	H/ACA	protein	(NHP2),	and	previously	identified	nucleolar	

RNA	helicase,	DDX21	(Beker	et	al.,	2019)	(Figure	2.4E	and	Figure	2.S5C).	Of	note,	SIRT7,	a	

prominent	nucleolar	deacetylase	involved	in	pre-rRNA	processing	(Chen	et	al.,	2016;	Iyer-

Bierhoff	 et	 al.,	 2018;	 Sirri	 et	 al.,	 2019),	 does	 not	 interact	 with	 BMAL1	 (Figure	 2.S5D).	

Collectively,	these	data	illustrate	the	BMAL1	interactome	contains	highly	specific	nucleolar	

interactors.	

	

BMAL1	interaction	with	nucleolar	protein	NOP58		

Our	mass	spectrometry	analyses	identified	NOP58,	which	forms	snoRNP	complexes	in	the	

nucleolus	that	are	critical	for	pre-rRNA	processing	(Filipowicz	and	Pogacic,	2002),	as	a	highly	

significant	 nucleolar	 BMAL1-interacting	 protein.	 To	 visualize	 the	 interaction	 between	

NOP58	and	BMAL1,	we	carried	out	a	combination	of	Fluorescence	Lifetime	Microscopy	and	

Fluorescence	Resonance	Energy	Transfer	(FLIM-FRET)	live	cell	imaging.	For	FRET	pairing,	

HEK293T	cells	were	transiently	transfected	with	GFP-NOP58,	used	as	the	donor	molecule,	

and	RFP-BMAL1,	 the	 acceptor	molecule	 (Figure	 2.S6A).	When	 in	 close	 proximity,	 energy	

transfer	from	the	donor	molecule	to	the	acceptor	reduces	the	lifetime	of	the	donor	(Digman	

et	al.,	2008).	Visualization	by	FLIM	using	a	continuous	color	scheme	on	the	phasor	map	from	

red	 to	 purple	 denotes	 a	 shift	 of	 the	 phasor	 points	 towards	 shorter	 lifetime.	 Accordingly,	

phasor	 mapped	 FLIM	 analysis	 of	 the	 GFP-NOP58:RFP-BMAL1	 or	 GFP-NOP58	 only	 cells	

reveal	blue	puncta	unique	to	the	GFP-NOP58:RFP-BMAL1	cells	illustrating	energy	transfer	

and	an	interaction	(Figures	1.5A	and	1.5B).	Moreover,	histograms	of	the	normalized	number	

of	 pixels	 of	 the	 fractional	 intensity	 of	 lower	 lifetime	 from	 the	 GFP-NOP58	 only	 or	 GFP-

NOP58:RFP-BMAL1	cells	plotted	cumulatively	(Figure	2.5C),	and	individually	(Figure	2.S6B),	
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compare	the	complexity	within	each	cell	and	evaluate	differences	between	cells.	Thus,	the	

greater	intensity	shift	towards	shorter	lifetime	displayed	by	the	puncta	in	GFP-NOP58:RFP-

BMAL1	cells	indicate	areas	where	the	two	proteins	are	in	close	contact.	Consistent	with	the	

mass	 spectrometry	 data,	 these	 results	 validate	 the	 BMAL1	 and	 NOP58	 association	 and	

demonstrate	that	the	interaction	is	occurring	in	the	nucleoli	of	live	cells.	

Next,	we	tested	whether	BMAL1	is	required	for	the	association	between	the	box	C/D	

proteins,	NOP58	and	FBL.	We	performed	co-IP	of	endogenous	NOP58	in	nucleoli	fractionated	

from	 livers	 of	WT	 and	 Bmal1-KO	mice	 (Figure	 2.5D).	 BMAL1	 ablation	 did	 not	 alter	 the	

NOP58-FBL	association.		

Noteworthy,	CLOCK	was	identified	as	a	BMAL1	interactor	by	mass	spectrometry	in	

both	the	nucleoplasmic	and	nucleolar	fractions	(Figure	2.S5B).	To	establish	whether	BMAL1	

requires	its	canonical	partner	to	interact	with	NOP58	we	examined	the	interaction	of	GFP-

NOP58	with	Myc-BMAL1	in	the	presence	and	absence	of	Myc-CLOCK	(Figure	2.5E).	These	

results	 indicate	 that	 heterodimerization	 with	 CLOCK	 is	 not	 necessary	 for	 interaction	 of	

BMAL1	 with	 NOP58.	 This	 finding	 was	 confirmed	 by	 using	 truncated	 forms	 of	 BMAL1	

showing	that	both	PER-ARNT-SIM	(PAS)	domains,	involved	in	CLOCK	dimerization	(Huang	

et	al.,	2012),	are	not	required	for	NOP58	interaction	(Figure	2.S7).	Therefore,	the	BMAL1	and	

NOP58	association	is	likely	independent	of	CLOCK.		

Finally,	to	interrogate	whether	BMAL1	acetylation,	a	signature	of	circadian	activity	

(Hirayama	et	al.,	2007),	influences	its	interaction	with	NOP58,	we	transiently	transfected	the	

mutated	 Myc-BMAL1K538	 constructs	 described	 above	 with	 GFP-NOP58	 for	 co-IP	 in	

HEK293T	cells	(Figure	2.5F).	NOP58	associates	with	BMAL1,	AcBMAL1K538,	BMAL1K538R,	

and	 BMAL1K538Q	 equally,	 indicating	 that	 BMAL1	 acetylation	 is	 not	 essential	 for	 the	
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interaction.	 Taken	 together,	 these	 results	 show	 that	 the	 NOP58-BMAL1	 association	 is	

resilient	to	circadian	disruption.	

	

BMAL1	is	involved	in	Snord118	recruitment	to	box	C/D	snoRNP	

Pre-rRNA	processing	relies	on	two	dominant	classes	of	small	nucleolar	ribonucleoprotein	

(snoRNP)	 complexes,	 box	 C/D	 protein	 containing-	 and	 box	 H/ACA	 protein	 containing-

snoRNPs	 (Watkins	 and	Bohnsack,	 2012).	 In	 combination	with	distinctive	 box	 C/D	 family	

snoRNAs,	 NOP58,	 and	 the	 core	 box	 C/D	 proteins	 FBL,	 NOP56,	 and	 SNU13,	 form	 unique	

snoRNPs	with	one	of	two	functions	directed	by	the	specialized	snoRNA	within	each	complex	

(Caffarelli	et	al.,	1998).	Specifically,	nucleolar	box	C/D	snoRNPs	carrying	box	C/D	snoRNAs	

such	 as,	 MBI-43	 (Snord17)	 or	 MBII-135	 (Snord65)	 carry	 out	 rRNA	 2’	 O-methylation;	

snoRNAs	 U3	 (Rnu3a),	 U8	 (Snord118),	 or	 U22	 (Snord22)	 guide	 pre-rRNA	 processing	

(Caffarelli	 et	 al.,	 1998;	Huttenhofer	et	 al.,	 2001;	Lestrade	and	Weber,	2006;	Watkins	and	

Bohnsack,	2012).	Thus,	we	sought	to	assess	whether	BMAL1	impacts	the	RNA	composition	

of	 box	 C/D	 snoRNP	 complexes	 by	 performing	 RNA	 immunoprecipitation	 followed	 by	

quantitative	 PCR	 (RIP-qPCR).	 NOP58	 was	 immunoprecipitated	 from	 isolated	 nucleoli	

derived	 from	 livers	 of	WT	 and	Bmal1-KO	mice.	 Analysis	 of	 the	 bound	 RNA	 for	 Rnu3a,	 a	

snoRNA	known	to	guide	18S	processing	(Beltrame	and	Tollervey,	1995;	Kass	et	al.,	1990),	

displayed	no	changes	in	recruitment	to	the	snoRNP	complex	in	Bmal1-KO	mice	(Figure	2.6A).	

Similarly,	Snord17	predicted	to	guide	28S	2’	O-methylation	(Huttenhofer	et	al.,	2001)	was	

equally	recruited	to	the	snoRNP	upon	BMAL1	ablation.	In	contrast,	Snord118,	which	binds	

28S	during	5.8S/28S	processing	(Peculis,	1997),	showed	significant	reduction	in	association	

with	NOP58	despite	being	equally	expressed	 in	Bmal1-KO	mice	 (Figure	2.6B).	Moreover,	
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recruitment	of	the	snoRNP	complex	to	the	different	modified	regions,	pre-rRNAs	18S/ITS1,	

ITS1/5.8S,	 and	 ITS2/28S,	was	 not	 altered	 in	Bmal1-KO	mice	 (Figure	 2.6C).	 Thus,	 BMAL1	

appears	to	direct	the	specific	association	of	NOP58	with	Snord118,	a	snoRNA	required	for	

5.8S	and	28S	rRNA	maturation.		

Mature	 rRNAs,	 in	association	with	 ribosomal	proteins,	 constitute	 the	 fundamental	

components	 of	 a	 functional	 ribosome	 (Amaldi	 et	 al.,	 1989;	 Reuveni	 et	 al.,	 2017).	

Misregulation	or	 interruption	of	rRNA	processing	significantly	alters	ribosome	biogenesis	

and	function	(Meskauskas	et	al.,	2003;	Sloan	et	al.,	2017).	Therefore,	we	assessed	whether	

ribosome	 biogenesis	 was	 perturbed	 in	 the	 absence	 of	 BMAL1	 by	 analyzing	 polysome	

accumulation	(Figure	2.6D).	A	comparison	of	polysome	profiles	in	WT	and	Bmal1-KO	MEFs	

shows	 a	 significantly	 dampened	polysome	 accumulation,	 indicating	 that	 BMAL1	 ablation	

leads	 to	 fewer	 assembled	 ribosomes	 compared	 to	WT	MEFs	 (Figure	 2.6E).	 Accordingly,	

BMAL1	contributes	to	snoRNP	complex	assembly	and	proper	pre-rRNA	maturation	with	a	

downstream	effect	on	the	formation	of	ribosomes.	

	

DISCUSSION	 	

The	proteins	that	constitute	the	circadian	core	clock	machinery	are	classically	identified	as	

transcriptional	regulators	(Eckel-Mahan	and	Sassone-Corsi,	2013;	Masri	and	Sassone-Corsi,	

2010;	Partch	et	al.,	2014;	Zhang	and	Kay,	2010).	It	has	also	been	suggested	that,	to	maintain	

cellular	homeostasis,	they	may	play	additional	roles	in	protein	translation,	post-translational	

modification	 and	 protein	 translocation	 (Cardone	 et	 al.,	 2005;	 Feng	 and	 Lazar,	 2012;	

Hirayama	et	al.,	2007;	Kondratov	et	al.,	2003).	Here	we	report	that	the	clock	protein,	BMAL1,	

is	a	component	of	the	nucleolus.	It	is	conceivable	that	other	circadian	clock	proteins	may	also	
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localize	to	the	nucleolus,	as	it	appears	to	be	the	case	for	the	PER2S	splice	variant	(Avitabile	

et	 al.,	 2014),	 and	 as	 further	 hinted	 by	 the	 presence	 of	 CLOCK	 in	 our	mass	 spectrometry	

analysis.	While	additional	investigations	are	needed	to	promote	this	possibility,	it	should	be	

stressed	that	other	Pol	II-associated	transcription	factors	have	also	been	found	to	localize	in	

the	nucleolus.	Indeed,	notable	examples	of	transcription	factors	localized	in	the	nucleolus	

include	the	TBP-related	factor	TRF2,	the	factor	and	insulator	CTCF,	EGR1,	C/EBPa	and	the	

virus-encoded	protein	MEQ	(Ali	et	al.,	2008;	Arabi	et	al.,	2005;	Grandori	et	al.,	2005;	Kieffer-

Kwon	et	al.,	2004;	Liu	et	al.,	1997;	Muller	et	al.,	2010;	Ponti	et	al.,	2014;	Torrano	et	al.,	2006).	

While	the	possible	function	of	these	factors	in	the	nucleolus	remains	undefined,	it	is	likely	to	

be	 unconventional	 with	 respect	 to	 their	 canonical	 role	 in	 transcriptional	 regulation	 of	

protein-coding	genes.	In	this	respect,	our	findings	are	relevant	as	we	identify	a	direct	role	of	

BMAL1	 in	 the	 nucleolus	 that	 seems	 independent	 of	 Pol	 II-mediated	 transcriptional	

regulation.		

We	have	demonstrated	that	BMAL1	ablation	in	distinct	models	including	mouse	livers	

and	MEFs	elicits	nucleolar	rearrangement	by	decreasing	the	size	and	number	of	nucleoli	per	

nucleus.	 Consequently,	 given	 that	 nucleolar	 structure	 and	 function	 are	 tightly	 correlated	

(Nemeth	and	Grummt,	2018;	Scheer	and	Hock,	1999),	we	hypothesize	that	BMAL1	plays	a	

role	in	nucleolar	function.	However,	to	address	whether	BMAL1	is	directly	involved	in	the	

reorganization	 of	 the	 nucleolus	 will	 require	 in	 depth	 structural	 studies	 and	 analysis	 by	

phase-separation	compartmentalization	(Frottin	et	al.,	2019).		

To	elucidate	the	consequences	of	the	disruption	to	the	nucleolar	structure	induced	by	

BMAL1	ablation,	we	identified	the	endogenous	nucleolar	BMAL1-binding	partners	by	mass	

spectrometry	 from	 native,	 uncrosslinked	 protein-protein	 interactions.	 Notably,	 BMAL1	
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associates	with	box	C/D	snoRNP	proteins,	NOP58	and	FBL,	which	are	directly	involved	in	

pre-rRNA	processing	 (Filipowicz	 and	Pogacic,	 2002).	Moreover,	 BMAL1-related	 proteins,	

NCL	and	DDX21,	are	nucleolar	proteins	critical	for	ribosomal	biogenesis	(Beker	et	al.,	2019).	

Indeed,	 confirmation	 of	 these	 interactions	 in	 vivo	 and	 in	 vitro	 supports	 a	 scenario	 that	

establishes	a	causal	link	between	BMAL1	interaction	with	the	snoRNP	proteins	and	impaired	

pre-rRNA	processing	of	the	3’-end	containing	5.8S	and	28S	rRNAs	observed	in	the	BMAL1-

null	 cells.	 Our	 study	 suggests	 a	molecular	mechanism	 by	which	 the	 function	 exerted	 by	

BMAL1	 likely	 involves	 the	 specific	 interaction	with	a	unique	 snoRNA,	Snord118.	Loss-of-

function	 experiments	 have	 shown	 that	 Snord118	 directs	 5.8S/28S	 processing	 (Peculis,	

1997).	While	the	detailed	molecular	mechanism	by	which	BMAL1	exerts	its	function	within	

the	nucleolus	will	need	further	exploration,	our	results	establish	the	remarkable	example	of	

a	Pol	II	transcription	factor	operating	at	a	completely	different	level	of	transcript	regulation.	

Furthermore,	 it	 is	 plausible	 that	 the	 downstream	 effects	 of	 this	 regulation	 are	

complementary	to	the	promotion	of	protein	synthesis	mediated	by	BMAL1	phosphorylation	

to	control	global	protein	translation	(Lipton	et	al.,	2015).	In	conclusion,	our	findings	position	

BMAL1	in	company	with	unconventional	RNA	polymerase	II-associated	transcription	factors	

previously	found	to	have	nucleolar	localization	(Ali	et	al.,	2008;	Arabi	et	al.,	2005;	Grandori	

et	al.,	2005;	Kieffer-Kwon	et	al.,	2004;	Liu	et	al.,	1997;	Muller	et	al.,	2010;	Ponti	et	al.,	2014;	

Torrano	et	al.,	2006).	 Importantly,	 this	non-canonical	 function	of	BMAL1	in	the	nucleolus	

appears	to	operate	in	a	circadian-independent	manner.	
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LIMITATIONS	OF	THE	STUDY	

BMAL1	is	found	to	be	localized	in	the	nucleolus.	Yet,	the	exact	ratio	of	BMAL1	molecules	at	

chromatin	 versus	 the	 nucleolus	 remains	 undetermined.	 We	 acknowledge	 that	 nucleolar	

fractions	are	merely	a	representation	of	enriched	nucleoli,	displaying	augmented	levels	of	

BMAL1	specifically	in	the	nucleolus	with	the	limitation	of	not	being	a	full	representation	of	

the	nucleolar	amount	with	respect	to	the	total	nuclear	extract.	Further	studies	are	needed	to	

investigate	 this	 ratio	 and	 whether	 it	 might	 be	 modified	 in	 the	 presence	 of	 additional	

circadian-dependent	regulators.	

	

METHODS	

Animals	

WT	and	Bmal1-KO	mice	were	a	generous	gift	from	C.	Bradfield	(Bunger	et	al.,	2000).	Animals	

were	housed	under	a	temperature-controlled,	12-hr	light/12-hr	dark	schedule,	and	fed	ad	

libitum.	 Age-matched,	male	mice	were	 sacrificed	 at	 specified	 zeitgeber	 times	 (ZT),	 livers	

were	harvested,	 flash-frozen	 in	 liquid	nitrogen	and	stored	at	 -80ºC	until	use.	All	research	

involving	 vertebrate	 animals	 was	 performed	 in	 accordance	 with	 the	 guidelines	 of	 the	

Institutional	Animal	Care	and	Use	Committee	at	the	University	of	California,	Irvine.	

	

Cell	culture	

MEFs	 from	Bmal1-KO,	ClockΔ19	mutant	mice	 and	 their	 respective	WT	were	 obtained	 as	

previously	described	(Aguilar-Arnal	et	al.,	2013;	Hirayama	et	al.,	2007;	Sahar	et	al.,	2014),	

cultured	in	high-glucose	DMEM	(HyClone)	supplemented	with	10%	(v/v)	FBS	(Gibco)	and	

1%	(v/v)	Pen/Strep	 (Gibco)	antibiotics.	HEK293T	cells	 (ATCC)	were	maintained	 in	high-
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glucose	 DMEM	 supplemented	 with	 10%	 FBS	 and	 1%	 antibiotics.	 HEK293T	 cells	 were	

transfected	with	indicated	plasmids	using	BioT	transfection	reagent	(Bioland	Scientific	LLC)	

according	 to	 manufacturer's	 recommendations.	 All	 cell	 lines	 were	 tested	 and	 free	 of	

mycoplasma	contamination.	

	

Plasmids	

Myc-Bmal1	(Travnickova-Bendova	et	al.,	2002),	Myc-Clock	(Doi	et	al.,	2006),	were	previously	

described.	GFP-Nop58	was	a	generous	gift	from	E.	Bertrand	(Verheggen	et	al.,	2002).	Myc-

Bmal1	was	used	as	a	template	to	generate	Myc-Bmal1K538R	and	Myc-Bmal1K538Q	point	

mutations	using	Q5	Site-Directed	Mutagenesis	(New	England	Biolabs)	and	NEBaseChanger	

to	design	mutagenesis	primers.	The	primer	sequences	used	were:	Myc-Bmal1K538R:	Fwd:	

5’-TCCAGGAGGCcagAAGATTCTAAATG-3’,	 Rev:	 5’-GAAGAGGCATCAGGGGGA-3’;	 Myc-

Bmal1K538Q:	 Fwd:	 5’-TCCAGGAGGCaggAAGATTCTAAATG-3’,	 Rev:	 5’-

GAAGAGGCATCAGGGGGA-3’.	 RFP-Bmal1	 was	 generated	 by	 subcloning	 Bmal1	 from	 Myc-

Bmal1	into	the	EcoRI	and	BamHI	sites	of	the	pTagRFP-N	vector	(Evrogen).	Control	shRNA,	

pLKO.1-shGFP,	was	purchased	from	Addgene	and	shRNAs	targeting	Bmal1	were	generated	

using	oligo	sequences	previously	 identified	by	The	RNAi	Consortium	(Moffat	et	al.,	2006)	

subcloned	 into	the	Agel	and	EcoRI	sites	of	pLKO.1-TRC	(Addgene).	The	primer	sequences	

used	 were	 renamed	 as:	 shBmal1	 #1:	 Fwd:	 5’-	

CCGGTCTTCAAGATCCTCAATTATACTCGAGTATAATTGAGGATCTTGAAGATTTTTG-3’,	 Rev:	

5’-	 AATTCAAAAATCTTCAAGATCCTCAATTATACTCGAGTATAATTGAGGATCTTGAAGA-3’;	

shBmal1	 #2:	 Fwd:	 5’-	

CCGGGCAGTATCAAAGTGCATTAATCTCGAGATTAATGCACTTTGATACTGCTTTTTG-3’,	 Rev:	
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5’-AATTCAAAAAGCAGTATCAAAGTGCATTAATCTCGAGATTAATGCACTTTGATACTGC-3’;	

shBmal1	 #3:	 Fwd:	 5’-	

CCGGACATAGGCATCGATATGATAGCTCGAGCTATCATATCGATGCCTATGTTTTTTG-3’,	 Rev:	

5’-	 AATTCAAAAAACATAGGCATCGATATGATAGCTCGAGCTATCATATCGATGCCTATGT-3’.	

Vectors	for	GST-Bmal1-HA	fragments	were	generated	by	subcloning	Bmal1	sequences	from	

cDNA	encoding	amino	acids	residues	1-134	for	the	F1,	135-265	for	the	F2,	266-399	for	the	

F3,	400-506	for	the	F4,	507-626	for	the	F5	from	mouse	Bmal1	(NCBI	reference	sequence:		

NM_007489.4)	were	cloned	into	the	vector	pGEX4T1	(GE	Healthcare)	with	a	TEV-cleavable	

N-terminal	 glutathione	S-transferase	 (GST)	 tag	and	a	C-terminal	hemmaglutinin	 (HA)	 tag	

using	EcoRI/NotI	 restriction	 sites.	The	primer	 sequences	used	were:	GST-Bmal1aa1-134-

HA:	 Fwd:	 5’-TCCCCGGAATTCGAGAATCTTTATTTTCAGGGCATGGCGGACCAGAGAATGG-3’,	

Rev:	 5’-

CCACCAACCCATACACAGAATACCCTTATGATGTGCCGGATTATGCCTAGCGGCCGCATCGTGAC;	

GST-Bmal1aa135-265-HA:	 Fwd:	 5’-

TCCCCGGAATTCGAGAATCTTTATTTTCAGGGCGCAAACTACAAGCCAACATTTC-3’,	 Rev:	 5’-

AAAGGTGGAAGATAAGGACTTCTACCCTTATGATGTGCCGGATTATGCCTAGCGGCCGCATCGTG

AC-3’;	 GST-Bmal1aa266-399-HA:	 Fwd:	 5’-

TCCCCGGAATTCGAGAATCTTTATTTTCAGGGCGCCTCTACCTGTAGAATGAAG-3’,	 Rev:	 5’-

TTTTACAGACAAGAGAAAAGATCTACCCTTATGATGTGCCGGATTATGCCTAGCGGCCGCATCGT

GAC-3’;	 GST-Bmal1aa400-506-HA:	 Fwd:	 5’-

TCCCCGGAATTCGAGAATCTTTATTTTCAGGGCACAACTAATTGCTATAAGTTTAAG-3’,	Rev:	5’-

GCGGAGGAAATCATGGAAATCTACCCTTATGATGTGCCGGATTATGCCTAGCGGCCGCATCGTGA

C-3’;	 GST-Bmal1aa507-626-HA:	 Fwd:	 5’-
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TCCCCGGAATTCGAGAATCTTTATTTTCAGGGCCACAGGATAAGAGGGTCATC-3’,	 Rev:	 5’-

GACTTGCCATGGCCGCTGTACCCTTATGATGTGCCGGATTATGCCTAGCGGCCGCATCGTGAC-3’.	

All	the	vectors	were	examined	and	verified	by	restriction	site	analysis	and	sequencing.	

	

Lentiviral	production	and	MEFs	transduction	

HEK293T	cells	were	transfected	with	plasmids	containing	shRNAs,	psPAX2,	and	VSV.G	using	

BioT	 transfection	 reagent	 according	 to	 manufacturer’s	 recommendations.	 After	 16hrs,	

medium	was	replaced.	Virus-containing	media	was	filtered	after	48hrs,	supplemented	with	

8µg/ml	 Polybrene	 (Millipore)	 and	 added	 to	WT	MEFs	 for	16hrs.	MEFs	were	 selected	 for	

plasmid	 incorporation	 using	 8µM	 puromyocin,	 overnight.	 Subsequent	 passages	 were	

maintained	using	growing	media	supplemented	with	2µM	puromyocin.	

	

Immunofluorescence	analysis	

Cells	 were	 grown	 on	 Nunc	 Lab-Tek	 II	 chamber	 slides	 and	 transfected	 with	 plasmids	 as	

indicated.	Frozen	mouse	liver	tissues	were	cut	to	10µm	thick	sections	using	Leica	CM1950	

Cryostat.	 Cells	 and	 tissue	 sections	 were	 fixed	 with	 ice	 cold	 4%	 PFA	 for	 20min	 at	 room	

temperature	(RT)	and	washed	three	times	with	1x	PBS.	Samples	were	then	permeabilized	

(1x	PBS,	0.3%	Triton	X-100)	for	15min	at	RT	and	blocked	(1x	PBS,	5%	BSA,	10%	normal	goat	

serum	 (NGS))	 for	 2hrs	 at	 RT.	 Following	 incubation	 with	 primary	 antibodies	 diluted	 in	

blocking	 buffer	 overnight	 at	 4ºC,	 samples	 were	 washed	 three	 times	 with	 1x	 PBS	 and	

incubated	with	secondary	antibodies	for	2hrs	at	RT.	After	three	washes	with	1x	PBS,	nuclei	

were	 stained	 using	DRAQ7	 (Biostatus)	 or	DAPI	 (Life	 Technologies)	 for	 15min	 at	 RT	 and	

subsequently	washed	twice	with	1x	PBS.	Endogenous	and	ectopic	proteins	were	detected	
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using	the	following	antibodies:	BMAL1	(Novus,	NB100-2288),	NOP58	(Abcam,	ab155969),	

FBL	(single	stain:	CST,	#2639;	double	stain:	Novus,	NB300-269),	MYC	(Millipore,	05-419).	

Secondary	antibodies:	Alexa	Fluor	488	Goat	anti-Rabbit	IgG	(Invitrogen,	A-11008)	and	Alexa	

Fluor	546	Goat	anti-Mouse	IgG	(Invitrogen,	A-11003).	Quantification	of	the	total	area	and	

number	 of	 nucleoli	 were	 performed	 on	 immunofluorescence	 confocal	 images	

(157x157µm/image;	 Leica,	 SP5)	 of	 cells	 and	 liver	 tissue	 sections	 probed	 with	 NOP58	

(Abcam,	ab155969)	or	FBL	(single	stain:	CST,	#2639;	double	stain:	Novus,	NB300-269)	using	

ImageJ	software	in	the	following	sequence:	Split	channels	>	for	the	nuclear	channel	(DRAQ7	

or	DAPI):	setAutoThreshold	(Default	dark,	BlackBackground)	>	Convert	to	Mask	>	Fill	Holes	

>	Watershed	>	Analyze	Particles	(Size	≥	200	pixels,	Circularity	=	0.00-1.00,	Exclude	on	edges,	

Add	 to	manager),	 for	 the	 nucleolar	 channel	 (NOP58	 or	 FBL):	 setAutoThreshold	 (Default	

dark)	>	Convert	to	Mask	>	Watershed	>	Analyze	Particles	(Size	≥	5	pixels,	Circularity	=	0.00-

1.00,	Exclude	on	edges,	Show	=	Outlines)	>	overlay	ROIs	from	manager	>	Measure	(%Area).	

	

Nucleolar	fractionation	

Nucleoli	 were	 prepared	 as	 previously	 described	 (Andersen	 et	 al.,	 2002)	 with	 minor	

modifications.	Whole	mouse	livers	were	divided	into	3	equal	pieces	and	each	minced	in	5ml	

of	Buffer	A	(10mM	HEPES	pH7.9,	1.5mM	MgCl2,	10mM	KCl,	0.5mM	DTT,	supplemented	with	

protease	 inhibitor	 cocktail	 (Roche),	 0.5mM	 PMSF,	 20mM	 NaF,	 1µM	 TSA,	 10mM	 NAM).	

Tissues	were	 homogenized	 and	 spun	 at	 1600rpm	 (600g)	 for	 10min	 at	 4ºC.	 Pellets	were	

resuspended	 in	 3ml	 of	 Buffer	 S1	 (250mM	 Sucrose,	 10mM	 MgCl2,	 supplemented	 with	

protease	 inhibitor	 cocktail	 (Roche),	 0.5mM	 PMSF,	 20mM	 NaF,	 1µM	 TSA,	 10mM	 NAM),	

layered	over	3ml	of	Buffer	S2	(350mM	Sucrose,	0.5mM	MgCl2,	supplemented	with	protease	
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inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	TSA,	and	10mM	NAM)	and	spun	at	

2500rpm	(1430g)	for	5min	at	4ºC.	All	three	nuclear	pellets	were	combined	using	Buffer	S2,	

sonicated,	layered	over	3ml	of	Buffer	S3	(880mM	Sucrose,	0.5mM	MgCl2,	supplemented	with	

protease	inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	TSA,	10mM	NAM)	and	

spun	 at	 3500rpm	 (2800g)	 for	 10min	 at	 4ºC.	 Supernatant	 was	 retained	 as	 the	 enriched	

nucleoplasmic	fraction	and	diluted	with	5x	RIPA	(250mM	Tris	pH7.5,	750mM	NaCl,	5%	NP-

40,	supplemented	with	protease	inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	

TSA,	10mM	NAM).	The	nucleolar	pellet	was	resuspended	in	500µl	of	Buffer	S2	and	spun	at	

3500rpm	(2800g)	for	5min	at	4ºC.	The	cleaned	nucleolar	pellet	was	resuspended	in	1x	RIPA	

(50mM	Tris	pH7.5,	150mM	NaCl,	1%	NP-40,	supplemented	with	protease	inhibitor	cocktail	

(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	TSA,	10mM	NAM).	Fractions	were	briefly	sonicated,	

rocked	for	30min	at	4ºC,	spun	at	12500rpm	(18000g)	for	10min	at	4ºC,	and	enriched	lysates	

collected.	

	

Western	blot	analysis	

Whole	cell	lysates	were	prepared	from	mouse	liver	tissues	by	homogenization	in	1x	RIPA	

(50mM	Tris	pH7.5,	150mM	NaCl,	5mM	EDTA,	1%	NP-40,	0.5%	Deoxycholate,	supplemented	

with	protease	inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	TSA,	10mM	NAM),	

briefly	sonicated,	rocked	for	30min	at	4ºC,	spun	at	12500rpm	(18000g)	for	10min	at	4ºC,	

and	lysates	collected.	Similarly,	MEFs	were	harvested	in	1x	RIPA,	sonicated,	rocked	and	spun.	

20µg	of	whole	cell	lysates	or	nucleolar	 fractionation	 lysates	were	resolved	on	6%,	8%,	or	

10%	 SDS-PAGE.	 	 Antibodies	 used	 for	 Western	 blot	 include:	 BMAL1	 (Abcam,	 ab93806),	

NOP58	(Abcam,	ab155969),	NOP56	(Proteintech,	18181-1-AP),	FIBRILLARIN	(CST,	#2639),	
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NUCLEOLIN	(CST,	#14574),	Ribosomal	Protein	S6	(CST,	#2217),	p84	(Genetex,	GTX70220),	

TUBULIN	 (Sigma,	 T5168).	 Secondary	 antibodies	 include:	HRP-conjugate	Goat	 anti-Rabbit	

IgG	(Millipore,	12-348)	and	HRP-conjugate	Rabbit	anti-Mouse	IgG	(Millipore,	AP160P).		

	

RNA	extraction,	reverse	transcription	and	quantitative	real-time	PCR	analysis	

Confluent	 WT	 and	 Bmal1-KO	 MEFs	 were	 synchronized	 by	 treatment	 with	 100nM	

Dexamethasone	 (Sigma)	 for	 30min	 as	 described	 previously	 (Aguilar-Arnal	 et	 al.,	 2013;	

Hirayama	et	al.,	2007;	Sahar	et	al.,	2014).	Total	RNA,	from	either	cells	or	WT	and	Bmal1-KO	

mouse	 livers	 collected	 at	 the	 indicated	 circadian	 times	 (CT	 or	 ZT,	 respectively),	 were	

extracted	using	TRIzol	(Invitrogen)	following	manufacturer’s	recommendation.	1µg	of	total	

RNA	 was	 reverse-transcribed	 to	 cDNA	 using	 iScript	 cDNA	 synthesis	 kit	 (Bio-Rad	

Laboratories),	according	to	manufacturer’s	protocol.	cDNA	(1:10)	was	used	for	quantitative	

real-time	PCR	using	SsoAdvanced	Universal	SYBR	Green	Supermix	(Bio-Rad	Laboratories)	

and	ran	on	a	CFX96	Touch	real-time	PCR	machine	(Bio-Rad	Laboratories).	Gene	expression	

was	 normalized	 to	 18S	 rRNA	 (1:500	 cDNA).	 Primer	 sequences	 used	 for	 gene	 expression	

analysis	were	designed	with	Primer3	software	(Koressaar	and	Remm,	2007;	Untergasser	et	

al.,	 2012).	 5’ETS/18S:	 Fwd:	 5’-CTCCTCTCTCGCGCTCTCT-3’,	 Rev:	 5’-

GGCCGTGCGTACTTAGACAT-3’;	18S/ITS1:	Fwd:	5’-CTGAGAAGACGGTCGAACTTG-3’,	Rev:	5’-

CCTCCACAGTCTCCCGTTTA-3’;	 ITS1/5.8S:	 Fwd:	 5’-ACACCCGAAATACCGATACG-3’,	 Rev:	 5’-

GTGCGTTCGAAGTGTCGAT-3’;	 ITS2/28S:	 Fwd:	 5’-GCCTCCTCGCTCTCTTCTTC-3’,	 Rev:	 5’-

GCCGTTACTGAGGGAATCCT-3’;	Rnu3a	 (U3):	Fwd:	5’-ACTGTGTAGAGCACCCGAAAC-3’,	Rev:	

5’-GACTGTGTCCTCTCCCTCTCA-3’;	Snord118	(U8):	Fwd:	5’-CCTTACCTGTTCCTCCTTTCG-3’,	

Rev:	 5’-GAGCAACCAGGATGTTGTCA-3’;	 Snord17:	 Fwd:	 5’-TGACCTTCTTCCCAGTCTCG-3’,	
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Rev:	5’-GGTGAGATGGAACCCAGAGA-3’;	18S:	Fwd:	5’-CGCCGCTAGAGGTGAAATTC-3’,	Rev:	5’-

CGAACCTCCGACTTTCGTTCT-3’.	

	

Northern	blot	analysis	

Total	RNA	was	extracted	from	WT	and	Bmal1-KO	MEFs	using	TRIzol	(Invitrogen)	following	

manufacturer’s	 recommendation.	 20µg	 of	 total	 RNA	 was	 equally	 added	 to	 1x	 TT	 (1.5M	

Triethanolamine,	1.5M	Tricine),	1mM	EDTA,	6.67%	Formaldehyde,	50%	Formamide,	 and	

incubated	at	65ºC	for	15min.	Samples	were	then	mixed	with	6x	Formaldehyde	loading	buffer	

(1mM	 EDTA,	 0.25%	 Bromophenol	 blue,	 50%	 Glycerol)	 and	 ran	 on	 a	 0.8%	 Agarose-

Formaldehyde	gel	(1x	TT,	6.67%	Formaldehyde)	at	4ºC	for	15hrs.	The	gel	was	prepared	for	

transfer	by	soaking	in	0.05N	NaOH	for	20min	and	in	20x	SSC	(3M	NaCl,	0.3M	Sodium	citrate)	

for	45min	at	RT.	RNA	was	transferred	overnight	onto	a	positively	charged	nylon	membrane	

(Amersham	Biosciences)	by	capillary	transfer	 in	10x	SSC	at	RT.	The	membrane	was	then	

rinsed	in	2x	SSC	and	UV	crosslinked	for	15min,	incubated	in	Prehybridization	buffer	(5x	SSC,	

5x	Denhardt’s	solution,	0.5%	SDS,	25µg/ml	Salmon	sperm)	for	2hrs	at	65ºC	and	hybridized	

overnight	 at	 65ºC	 using	 previously	 identified	 probes	 (Lapik	 et	 al.,	 2004)	 diluted	 in	

prehybridization	 buffer.	 After	 three	 washes	 in	 Wash	 buffer	 (2x	 SSC,	 0.1%	 SDS),	 the	

membrane	was	dried,	exposed	to	a	BAS-MS	FUJI	imaging	plate	(FUJIFILM)	and	imaged	using	

Amersham	 Typhoon	 imager	 (GE	 Healthcare).	 Probes	 were	 labeled	 at	 37ºC	 for	 1hr	 in	 a	

mixture	of	1µM	Oligo,	1x	T4	PNK	reaction	buffer	(New	England	Biolabs),	20U	T4	PNK	(New	

England	 Biolabs),	 50µCi	 [γ-32P]	 ATP	 3,000Ci/mmol	 (PerkinElmer).	 Labeled	 probes	were	

purified	using	 illustra	Microspin	G-25	columns	 (GE	Healthcare)	 following	manufacturer’s	

instructions.	Probe	sequences	used	were	previously	identified	by	(Lapik	et	al.,	2004);	probes	
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were	 labeled	 as	 Pink	 probe	 (5’ETS):	 5’-AGCTCCCCACGGGAAAGCAATGAGTCTCTC-3’;	 Gold	

probe	 (ITS2):	 5’-ACCCACCGCAGCGGGTGACGCGATTGATCG-3’;	 Blue	 probe	 (ITS1):	 5’-

CTCTCACCTCACTCCAGACACCTCGCTCCA-3’.	 Imaged	 blots	 were	 quantitated	 by	

densitometry	 analysis	 on	 ImageJ	 software,	 pre-rRNA	 intermediates	 were	 normalized	 to	

47S/45S.	 Ratio	 Analysis	 of	 Multiple	 Precursors	 (RAMP)	 analysis	 was	 performed	 as	

previously	described	(Wang	et	al.,	2014).	

	

Co-immunoprecipitation	

1-4mg	of	protein	were	prepared	 from	whole	 cell	 lysates	of	 transfected	 cells	or	nucleolar	

fractions	from	mouse	liver	tissues	in	1x	RIPA	(50mM	Tris	pH7.5,	150mM	NaCl,	1%	NP-40,	

supplemented	with	protease	inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	TSA,	

10mM	NAM).	 Lysates	were	 pre-cleared	with	 20µl	 of	 Protein	G	 Sepharose	 beads	 (Sigma)	

while	rocking	at	4ºC	for	1hr.	After	removal	of	pre-clearing	beads,	10%	of	lysate	was	retained	

as	input,	the	remainder	of	lysates	were	then	incubated	with	4µg	of	BMAL1	antibody	(Abcam,	

ab93806),	 4µg	 of	 NOP58	 antibody	 (Proteintech,	 14409-1-AP),	 or	 5µg	 of	 GFP	 antibody	

(Abcam,	ab290)	as	indicated.	An	additional,	pooled	sample	was	prepared	with	equal	amount	

of	protein	 for	 incubation	with	equal	amount	of	Rabbit	 IgG	(Santa	Cruz	Biotechnology,	sc-

2027	or	Invitrogen,	10500C),	and	rocked	overnight	at	4ºC.	The	next	day,	40µl	of	fresh	Protein	

G	Sepharose	beads	were	added	to	the	lysates	and	rocked	at	4ºC	for	2hrs.	Beads	were	washed	

three	times	with	1x	RIPA.	50µl	sample	buffer	(240mM	Tris-HCl	pH	6.8,	40%	Glycerol,	8%	

SDS,	20%	β-mercaptoethanol,	0.02%	Bromophenol	blue)	was	added	directly	 to	 the	beads	

and	samples	were	boiled	 for	10min	at	95ºC.	20µl	of	samples	and	 input	were	analyzed	by	

Western	blot.	Antibodies	used	for	Western	blot	include:	BMAL1	(Abcam,	ab93806),	NOP58	
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(Abcam,	 ab155969),	 FIBRILLARIN	 (CST,	 #2639),	 SIRT7	 (SCBT,	 sc-365344),	 AcBMAL1	

(Millipore,	15396),	MYC	 (Millipore,	05-419),	GFP	 (Abcam,	ab6556).	 Secondary	antibodies	

include:	 HRP-conjugate	 Mouse	 anti-Rabbit	 light	 chain	 (Millipore,	 MAB201P)	 and	 HRP-

conjugate	Rabbit	anti-Mouse	IgG	(Millipore,	AP160P).		

	

in	vitro	co-immunoprecipitation	

GST-fused	 recombinant	BMAL1-HA	 fragments	and	GST-empty	 vectors	were	 expressed	 in	

Escherichia	 coli	 and	 purified	 as	 described	 in	 detail	 previously	 (Delvecchio	 et	 al.,	 2013).	

Briefly,	fusion	proteins	were	expressed	in	E.coli,	BL21	(DE3)	and	purified	using	glutathione	

Sepharose	4	Fast	Flow	resin	according	to	the	manufacturer	protocol	(GE	Healthcare).	1µg	of	

each	GST-purified	recombinant	BMAL1	HA-tagged	fragments	were	incubated	overnight	at	

4ºC	while	rocking	with	1mg	of	whole	cell	extracts	from	HEK293T	cells	transfected	with	GFP-

NOP58.	Lysates	were	then	pre-cleared	with	20µl	of	Protein	G	Sepharose	beads	(Sigma)	while	

rocking	at	4ºC	for	1hr.	After	removal	of	pre-clearing	beads,	10%	of	lysate	was	retained	as	

input,	 the	 remainder	 of	 lysates	 were	 then	 incubated	 with	 5µg	 of	 GFP	 antibody	 (Abcam,	

ab290)	and	rocked	overnight	at	4ºC.	The	next	day,	40µl	of	fresh	Protein	G	Sepharose	beads	

were	added	to	the	lysates	and	rocked	at	4ºC	for	2hrs.	Beads	were	washed	three	times	with	

1x	 RIPA.	 50µl	 sample	 buffer	 (240mM	 Tris-HCl	 pH	 6.8,	 40%	 Glycerol,	 8%	 SDS,	 20%	 β-

mercaptoethanol,	0.02%	Bromophenol	blue)	was	added	directly	to	the	beads	and	samples	

were	boiled	for	10min	at	95ºC.	20µl	of	samples	and	input	were	analyzed	by	Western	blot.	

Antibodies	used	for	Western	blot	include:	HA	(Millipore,	05-904)	and	GFP	(Abcam,	ab6556).	

Secondary	 antibodies	 include:	 HRP-conjugate	 Mouse	 anti-Rabbit	 light	 chain	 (Millipore,	

MAB201P)	and	HRP-conjugate	Rabbit	anti-Mouse	IgG	(Millipore,	AP160P).		
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Liquid	chromatography-mass	spectrometry	

2mg	of	nucleoplasmic	and	nucleolar	fractions	from	WT	mouse	livers	harvested	at	ZT8	and	

ZT20	were	prepared	in	1x	RIPA	(50mM	Tris	pH7.5,	150mM	NaCl,	1%	NP-40,	supplemented	

with	protease	inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	TSA,	10mM	NAM)	

and	 4µg	 of	 BMAL1	 antibody	 (Abcam,	 ab93806)	was	 used	 for	 co-immunoprecipitation	 as	

described	above;	after	the	final	wash	with	1x	RIPA,	the	beads	were	washed	three	times	with	

50mM	NH4HCO3	and	incubated	with	10	ng/µL	trypsin	in	1	M	urea	50mM	NH4HCO3	for	30	

minutes,	washed	with	 50mM	NH4HCO3	 and	 the	 supernatant	 digested	 overnight	 (ON)	 in	

presence	 of	 1mM	 DTT.	 Digested	 peptides	 were	 alkylated	 and	 desalted	 prior	 to	 LC-MS	

analysis.	 For	 LC-MS/MS	 purposes,	 desalted	 peptides	 were	 injected	 in	 an	 Ultimate	 3000	

RSLCnano	system	(Thermo),	separated	in	a	15-cm	analytical	column	(75μm	ID	home-packed	

with	ReproSil-Pur	C18-AQ	2.4	μm	from	Dr.	Maisch)	with	a	50-min	gradient	from	5	to	60%	

acetonitrile	in	0.1%	formic	acid.	The	effluent	from	the	HPLC	was	directly	electrosprayed	into	

a	Qexactive	HF	(Thermo)	operated	in	data	dependent	mode	to	automatically	switch	between	

full	scan	MS	and	MS/MS	acquisition.	Survey	full	scan	MS	spectra	(from	m/z	375–1600)	were	

acquired	with	resolution	R=60,000	at	m/z	400	(AGC	target	of	3x106).	The	10	most	intense	

peptide	ions	with	charge	states	between	2	and	5	were	sequentially	isolated	to	a	target	value	

of	1x105,	and	fragmented	at	27%	normalized	collision	energy.	Typical	mass	spectrometric	

conditions	were:	spray	voltage,	1.5	kV;	no	sheath	and	auxiliary	gas	 flow;	heated	capillary	

temperature,	250ºC;	ion	selection	threshold,	33.000	counts.	MaxQuant	1.5.2.8	was	used	to	

identify	 proteins	 and	 quantify	 by	 iBAQ	 with	 the	 following	 parameters:	 Database,	

UP000000589_10090_Mmusculus_151030;	MS	tol,	10ppm;	MS/MS	tol,	0.5	Da;	Peptide	FDR,	

0.1;	Protein	FDR,	0.01	Min.	peptide	Length,	5;	Variable	modifications,	Oxidation	(M);	Fixed	
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modifications,	Carbamidomethyl	(C);	Peptides	 for	protein	quantitation,	razor	and	unique;	

Min.	peptides,	1;	Min.	ratio	count,	2.	Identified	proteins	were	considered	nucleolar-enriched	

interaction	partners	if	they	met	both	requirements:	their	MaxQuant	iBAQ	values	displayed	

greater	 than	 two-fold	 enrichment	 with	 p<0.05	 (two-way	 ANOVA	 adjusted	 for	 multiple	

comparisons)	 when	 compared	 to	 the	 IgG	 control	 and	 if	 their	 MaxQuant	 iBAQ	 values	

displayed	 greater	 than	 four-fold	 enrichment	with	 p<0.05	 (two-way	 ANOVA	 adjusted	 for	

multiple	 comparisons)	 when	 compared	 to	 the	 nucleoplasmic	 interaction	 partners.	 Gene	

Ontology	 (GO)	 analysis	 was	 performed	 on	 the	 identified	 nucleolar-enriched	 interaction	

partners	using	the	Database	for	Annotation,	Visualization	and	Integrated	Discovery	(DAVID)	

v6.8	 (Huang	 da	 et	 al.,	 2009).	MS	 data	 are	 available	 via	 ProteomeXchange	with	 identifier	

PXD018946.	

	

Fluorescence	lifetime	imaging	

HEK293T	 cells	 were	 plated	 in	 35-mm	 glass-bottom	 microwell	 dishes	 (MatTek)	 and	

transfected	with	GFP-NOP58	alone	or	GFP-NOP58	and	RFP-BMAL1.	After	24hr,	FLIM	images	

of	 the	 two	 cell	 types	 -	 donor	 only	 (GFP-NOP58)	 and	 donor-acceptor	 (GFP-NOP58:RFP-

BMAL1)	were	measured	using	a	modified	Olympus	Fluoview	FV1000	(Olympus,	Waltham,	

MA)	microscope	equipped	with	a	Spectra-Physics	MaiTai	HP	laser	(Spectra	Physics,	Santa	

Clara,	CA)	and	FLIMBox	(ISS,	Champaign,	IL)	acquisition	card.	900	nm	laser	line	using	a	63X	

water	immersion	objective	(1.2	NA,	Olympus	Plan-apo,	Olympus,	Watltham,	MA)	were	used	

for	 excitation	 applying	 a	 two	 photon	 excitation	 scheme.	 The	 resulting	 fluorescence	 was	

collected	using	 the	 same	objective	and	was	 split	 in	 two	channels	using	a	dichroic	mirror	

(FF495-Di03-25x36,	Semrock,	Rochester,	NY)	and	then	passed	through	two	separate	filters	
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for	GFP	(520/35	nm,	Semrock)	and	RFP	(641/75	nm,	Semrock)	channels,	and	collected	using	

two	separate	photomultiplier	tube	(H7422P-40,	Hamamatsu,	Bridgewater,	NJ),	and	recorded	

using	FLIMBox.	The	pixel	dwell	time	for	 the	acquisitions	was	set	at	32	µs	and	the	 images	

were	taken	with	sizes	of	256x256	pixels.	To	have	high	signal	to	noise	ratio,	20	–	30	frames	

were	collected.	Scanning	and	field	of	view	were	controlled	by	Olympus	software	and	the	data	

were	 acquired	 in	 passive	 FLIMBox	 mode.	 The	 data	 from	 each	 pixel	 were	 recorded	 and	

analyzed	 using	 the	 SimFCS	 software	 (developed	 by	Dr.	 Enrico	Gratton	 in	 Laboratory	 for	

Fluorescence	Dynamics,	University	of	California,	Irvine,	CA).	The	intensity	decays	collected	

at	each	pixel	of	the	image	were	transformed	to	the	Fourier	space	and	the	phasor	coordinates	

were	calculated	using	the	following	relations:	

𝑔",$(𝜔) = ) 𝐼(𝑡) ∙ 𝐶𝑜𝑠(𝑛𝜔𝑡)𝑑𝑡
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5 	

where,	gi,j(ω)	and	si,j(ω)	are	the	X	and	Y	coordinates	of	the	phasor	plot,	respectively,	and	n	

and	ω	are	the	harmonic	number	and	the	angular	frequency	of	excitation,	respectively,	and	T	

is	the	repeat	frequency	of	laser	(80	MHz).	

	

RNA	immunoprecipitation	followed	by	quantitative	PCR	(RIP-qPCR)	

1.5mg	of	nucleolar	 fractions	 from	WT	and	Bmal1-KO	mouse	livers	harvested	at	ZT8	were	

prepared	in	1x	RIP	buffer	(25mM	Tris	pH7.5,	150mM	KCl,	5mM	EDTA,	0.5mM	DTT,	0.5%	NP-

40,	supplemented	with	protease	inhibitor	cocktail	(Roche),	0.5mM	PMSF,	20mM	NaF,	1µM	

TSA,	 10mM	 NAM,	 100U/ml	 RNaseOUT	 (Invitrogen))	 and	 4µg	 of	 NOP58	 antibody	

(Proteintech,	14409-1-AP)	was	used	for	co-immunoprecipitation	as	described	above	with	a	
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modification	to	buffers,	S2	and	S3,	the	addition	of	100U/ml	RNaseOUT	(Invitrogen).	After	

the	final	wash	with	1x	RIP	buffer,	1ml	of	TRIzol	was	added	to	the	beads	and	input	samples	

and	RNA	was	isolated	following	manufacturer’s	recommendation.	RNA	was	resuspended	in	

equal	volume	of	DEPC-treated	water	and	reversed	transcribed	into	cDNA	using	Maxima	H	

Minus	 cDNA	 Synthesis	 Master	 Mix	 (Thermo	 Scientific,	 Cat#1661).	 cDNA	 was	 used	 for	

quantitative	 real-time	PCR	using	 SsoAdvanced	Universal	 SYBR	Green	 Supermix	 (Bio-Rad	

Laboratories)	 and	 ran	 on	 a	 QuantStudio	 3	 real-time	 PCR	 System	 (Applied	 Biosystems).	

Primer	 sequences	 used	 to	 identify	 bound-RNA	 were	 designed	 with	 Primer3	 software	

(Koressaar	 and	 Remm,	 2007;	 Untergasser	 et	 al.,	 2012).	 Rnu3a	 (U3):	 Fwd:	 5’-

ACTGTGTAGAGCACCCGAAAC-3’,	 Rev:	 5’-GACTGTGTCCTCTCCCTCTCA-3’;	 Snord118	 (U8):	

Fwd:	 5’-CCTTACCTGTTCCTCCTTTCG-3’,	 Rev:	 5’-GAGCAACCAGGATGTTGTCA-3’;	 Snord17:	

Fwd:	5’-TGACCTTCTTCCCAGTCTCG-3’,	Rev:	5’-GGTGAGATGGAACCCAGAGA-3’;	18S:	Fwd:	5’-

CGCCGCTAGAGGTGAAATTC-3’,	Rev:	5’-CGAACCTCCGACTTTCGTTCT-3’;	5’ETS/18S:	Fwd:	5’-

CTCCTCTCTCGCGCTCTCT-3’,	 Rev:	 5’-GGCCGTGCGTACTTAGACAT-3’;	 18S/ITS1:	 Fwd:	 5’-

CTGAGAAGACGGTCGAACTTG-3’,	Rev:	5’-CCTCCACAGTCTCCCGTTTA-3’;	ITS1/5.8S:	Fwd:	5’-

ACACCCGAAATACCGATACG-3’,	 Rev:	 5’-GTGCGTTCGAAGTGTCGAT-3’;	 ITS2/28S:	 Fwd:	 5’-

GCCTCCTCGCTCTCTTCTTC-3’,	 Rev:	 5’-GCCGTTACTGAGGGAATCCT-3’;	 Actin:	 Fwd:	 5’-

GGCTGTATTCCCCTCCATG-3’,	Rev:	5’-CCAGTTGGTAACAATGCCATGT-3’.	

	

Polysome	profiling	

WT	and	Bmal1-KO	MEFs	were	treated	with	10µg/ml	Cycloheximide	on	a	rocker	for	5min	at	

RT.	One	plate	of	each	WT	and	Bmal1-KO	MEF	cells	was	retained	for	standard	DNA	extraction	

by	 Phenol-chloroform.	 The	 remainder	 of	 cells	 were	 washed	 with	 1x	 PBS	 containing	
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200µg/ml	of	cycloheximide,	scraped	to	collect,	and	spun	at	1500rpm	(500g)	for	5min.	Cell	

pellets	were	homogenized	in	equal	volume	of	Homogenization	buffer	(300mM	NaCl,	50mM	

Tris-HCl	pH8.0,	10mM	MgCl2,	1mM	EGTA,	1%	Triton	X-100,	0.1%	DOC,	200µg/ml	Heparin,	

1mM	DTT,	200U/ml	RNaseOUT	(Invitrogen),	supplemented	with	protease	inhibitor	cocktail	

(Roche),	 200µg/ml	 Cycloheximide),	 rocked	 at	 4ºC	 for	 10min,	 and	 spun	 at	 12500rpm	

(18000g)	for	15min	at	4ºC.	Each	polysomal	lysate	was	normalized	to	DNA	concentration	and	

layered	 above	 a	 10-50%	 sucrose	 gradient	 (140mM	 NaCl,	 25mM	 Tris-HCl	 pH8.0,	 10mM	

MgCl2,	10%-50%	Sucrose)	and	centrifuged	at	31000rpm	for	2hrs	at	4ºC.	Gradients	were	run	

through	a	UA-6	UV/Vis	detector	(Teledyne	Isco)	to	record	polysome	profiles.	Graphs	were	

digitalized	using	WebPlotDigitizer	software	(https://automeris.io/WebPlotDigitizer).	

	

Statistical	analysis	

Sample	 size	and	data	presented	 as	mean	+	 s.d.	 or	plotted	as	 individual	data	points	were	

indicated	 in	 the	 figure	 legends.	 Statistical	 significance	was	determined	by	 t	 test,	one-way	

ANOVA,	or	two-way	ANOVA	(GraphPad	Prism8)	as	indicated	in	the	figure	legends.	Statistical	

significance	was	assigned	as	*,	**,	***,	and	****	when	p-value	cutoffs	of	0.05,	0.01,	0.001,	and	

0.0001,	respectively,	were	met.	

	

RESOURCE	AVAILABILITY	

Lead	 Contact:	 Further	 information	 and	 requests	 for	 resources	 and	 reactions	 should	 be	

directed	to	and	fulfilled	by	the	Lead	Contact,	Paolo	Sassone-Corsi	(psc@uci.edu).	

Materials	Availability:	All	unique/stable	materials	and	models	generated	from	this	study	

are	available	from	the	Lead	Contact	with	a	completed	Materials	Transfer	Agreement.	
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Data	 and	 Code	 Availability:	 The	 MS	 data	 generated	 in	 this	 study	 are	 available	 via	

ProteomeXchange	with	identifier	PXD018946.	
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FIGURES	

	
	

Figure	2.1	BMAL1	localization	in	circadian-independent	nucleoli		

A.	Representative	 images	of	 endogenous	BMAL1	 (green)	and	FBL	 (red)	 in	WT	MEFs	and	
HEK293T	cells	with	DRAQ7	nuclear	stain	(blue)	and	co-localized	pixels	(white).	Scale	bar,	
10µm.	A	total	of	10	distinct	fields	of	view	were	imaged/cell	type.	B.	Western	blot	analysis	of	
endogenous	BMAL1	and	nucleolar	proteins,	NOP58,	NOP56,	and	FBL	in	nucleoplasmic	and	
nucleolar	fractions	prepared	from	WT	mouse	liver	tissues	harvested	at	ZT0,	4,	8,	12,	16,	20.	
p84	was	used	as	a	loading	control.	C.	Quantification	of	phosphorylated	BMAL1	(p-BMAL1)	
as	 a	 ratio	 of	 Total	 BMAL	 from	 B.	 Data	 are	 presented	 as	 mean	 +	 SEM.	 N=5	 biological	
replicates/timepoint/group,	 no	 significant	 differences	 by	 two-way	 ANOVA	 with	 Sidak's	
multiple	comparisons	test.	D.	Representative	images	of	endogenous	NOP58	(green)	in	WT	
mouse	livers	harvested	at	ZT0,	4,	8,	12,	16,	20	with	DRAQ7	nuclear	stain	(blue).	Scale	bar,	
10µm.	A	total	of	6-9	distinct	fields	of	view	were	imaged/timepoint.	E.	Pie	charts	representing	
the	percentage	of	nuclei	displaying	the	indicated	number	of	nucleoli	in	WT	mouse	livers	from	
D	identified	by	NOP58	at	ZT0,	4,	8,	12,	16,	20.	N=3	biological	replicates/timepoint,	a	total	of	
2,493	cells	were	counted.	
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Figure	2.2	Bmal1-deficient	cells	show	altered	nucleolar	structure		
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A.	Western	blot	 analyses	of	whole	 cell	 extracts	prepared	 from	WT	and	Bmal1-KO	mouse	
livers	collected	at	ZT8	and	ZT20	for	ribosome	biogenesis	proteins,	NUCLEOLIN,	Ribosomal	
Protein	 S6,	 FIBRILLARIN,	 NOP58,	 and	 NOP56.	 TUBULIN	 is	 used	 as	 a	 loading	 control.	B.	
Western	blot	analysis	of	endogenous	BMAL1,	FBL,	NOP56,	and	NOP58	in	nucleoplasmic	and	
nucleolar	fractions	prepared	from	WT	and	Bmal1-KO	mouse	liver	tissues	harvested	at	ZT8	
and	ZT20.	p84	was	used	as	a	loading	control.	C.	Representative	images	of	endogenous	NOP58	
(green)	in	WT	and	Bmal1-KO	mouse	livers	harvested	at	ZT8	with	DRAQ7	nuclear	stain	(blue).	
Scale	 bar,	 10µm.	 A	 total	 of	 10	 distinct	 fields	 of	 view	 were	 imaged/genotype.	 D.	
Representative	images	of	endogenous	FBL	(green)	in	WT	and	Bmal1-KO	MEFs	with	DRAQ7	
nuclear	 stain	 (blue).	 Scale	 bar,	 10µm.	 A	 total	 of	 14	 distinct	 fields	 of	 view	 were	
imaged/genotype.	E.	Total	nucleolar	area	measured	as	the	percent	of	nuclear	area	with	FBL	
signal	 in	 WT	 and	 Bmal1-KO	 MEFs.	 Individual	 cells	 are	 plotted.	 N=3	 biological	
replicates/group,	 ****p<0.0001	 by	 unpaired	 t	 test	with	Welch's	 correction.	F.	 Pie	 charts	
representing	the	percentage	of	nuclei	displaying	the	indicated	number	of	nucleoli	in	WT	and	
Bmal1-KO	MEFs	from	D	identified	by	FBL.	G.	Delta	percentage	of	WT	and	Bmal1-KO	MEFs	
that	display	the	indicated	number	of	nucleoli	per	nucleus.	A	total	of	353	cells	were	counted.	
H.	Western	blot	analyses	of	BMAL1	and	FBL	in	whole	cell	lysates	prepared	from	Bmal1-KO	
and	WT	MEFs	stably	expressing	shGFP,	shBmal1	#1,	shBmal1	#2,	or	shBmal1	#3.	p84	was	
used	as	a	 loading	 control.	 I.	Representative	 images	of	 endogenous	FBL	 (red)	and	NOP58	
(green)	 in	WT	MEFs	 stably	 expressing	 shGFP,	 shBmal1	 #1,	 or	 shBmal1	 #2	with	 DRAQ7	
nuclear	 stain	 (blue).	 Scale	 bar,	 10µm.	 A	 total	 of	 8	 distinct	 fields	 of	 view	 were	
imaged/condition.	J.	Total	nucleolar	area	measured	as	the	percent	of	nuclear	area	with	FBL	
and	 NOP58	 signal	 in	 WT	 MEFs	 stably	 expressing	 shGFP,	 shBmal1	 #1,	 or	 shBmal1	 #2.	
Individual	cells	are	plotted.	N=4	technical	replicates/group,	*p<0.05	and	**p<0.01	by	one-
way	 ANOVA	 with	 Tukey's	 multiple	 comparisons	 test.	 K.	 Pie	 charts	 representing	 the	
percentage	of	nuclei	displaying	the	indicated	number	of	nucleoli	in	MEFs	from	I	identified	by	
FBL	and	NOP58.	L.	Delta	percentage	of	WT	MEFs	stably	expressing	shGFP	or	shBmal1	#1	
(left),	and	shGFP	or	shBmal1	#2	(right)	 that	display	the	 indicated	number	of	nucleoli	per	
nucleus.	A	total	of	218	cells	were	counted.	
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Figure	2.3	Pre-ribosomal	RNA	processing	is	altered	in	the	absence	of	BMAL1	

A.	 Schematic	 representation	 of	 the	 mammalian	 pre-rRNA	 transcript	 (ETS,	 external	
transcribed	spacer;	ITS,	internal	transcribed	spacer).	a-d	indicate	primer	sequence	positions	
designed	 for	 reverse	 transcriptase-quantitative	 PCR	 (RT-qPCR)	 analyses.	 B.	 pre-rRNA	
expression	profiles	at	indicated	regions	a-d	from	A	in	WT	and	Bmal1-KO	MEFs	harvested	at	
circadian	 times	 (CT)	 12,	 18,	 24,	 30,	 36,	 42	 hours	 post-synchronization.	 Gene	 expression	
normalized	 to	 18S	 rRNA.	 Individual	 data	 points	 are	 plotted.	 N=3	 technical	
replicates/timepoint/group,	*p<0.05,	**p<0.01,	***p<0.001,	and	****p<0.0001	by	two-way	
ANOVA	with	Sidak's	multiple	comparisons	test.	C.	Schematic	representation	of	mouse	pre-
rRNA	cleavage	intermediates	(laterally	labeled)	as	depicted	by	(Henras	et	al.,	2015).	Dotted	
lines	delineate	labeled	cleavages	sites	(top).	Vertical	colored	lines	(purple	and	gold)	show	
regions	of	hybridization	by	the	Northern	probes	designed	by	(Lapik	et	al.,	2004).	D.	Northern	
analyses	of	pre-rRNA	intermediates	in	WT	and	Bmal1-KO	MEFs.	Colored	lines	correspond	to	
colored	probes	 from	C	 intermediates	 identified	are	 labeled	on	the	right.	Equal	amount	of	
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total	RNA	was	loaded	for	analysis.	E.	Quantification	of	each	intermediate	from	D	normalized	
to	47S/45S.	Colored	 lines	 label	 graphs	 corresponding	 to	 colored	probes	 from	C.	Data	are	
presented	as	mean	+	SD.	N=6	biological	replicates/group,	**p<0.01	by	two-way	ANOVA	with	
Sidak's	 multiple	 comparisons	 test.	 F.	 Ratio	 analysis	 of	 multiple	 precursors	 (RAMP)	
quantification	 of	 each	 intermediate	 from	D	 Colored	 lines	 label	 graphs	 corresponding	 to	
colored	probes	from	C.	Data	are	presented	as	the	Log2	(Bmal1-KO/WT)	of	the	mean	ratio	of	
each	cleavage	pair.	N=6	biological	replicates/genotype.	
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Figure	2.4	Identification	of	the	BMAL1	nucleolar	interactome	

A.	Schematic	representation	of	the	experimental	design	of	the	nucleolar	BMAL1	interactome	
analysis.	Mass	spectrometry	analysis	was	performed	on	N=4	biological	replicates/timepoint.	
B.	Venn	diagram	of	the	number	of	total	significant	BMAL1-interacting	proteins	at	ZT8	and	
ZT20	compared	to	IgG	control.	Significant	interactors	were	identified	when	having	two-fold	
differences	between	nucleoplasmic	and	IgG	or	nucleolar	and	IgG,	respectively,	with	p<0.05	
as	determined	by	two-way	ANOVA	adjusted	 for	multiple	comparisons.	C.	Volcano	plots	of	
nucleoplasmic	versus	nucleolar	BMAL1	interactors	at	ZT8	and	ZT20.	Significant	interactors	
were	 identified	 when	 having	 four-fold	 differences	 (Log2	 (Fold	 change)	
nucleoplasmic/nucleolar	>	|2|	and	p<0.05	(blue)	as	determined	by	two-way	ANOVA	adjusted	
for	 multiple	 comparisons).	 D.	 Gene	 Ontology	 (GO)	 analysis	 of	 the	 significant	 nucleolar	
BMAL1-interacting	proteins	(Fisher	Exact	p-value	denotes	annotation	significance).	E.	Top	
10	significant	nucleolar	BMAL1	interactors	listed	with	p-value	and	-Log2	(Fold	change)	of	the	
comparison	between	nucleoplasmic/nucleolar.	Proteins	highlighted	in	gray	appear	at	both	
timepoints.		
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Figure	2.5	BMAL1	interacts	with	nucleolar	protein	NOP58	

A.	Representative	images	of	HEK239T	cells	transfected	with	GFP-NOP58	and	RFP-BMAL1	as	
indicated	and	displayed	as	auto-scaled	fractional	intensity	images	(top),	and	phasor	mapped	
FLIM	 images	 (bottom)	 color	 mapped	 according	 to	 the	 color	 scheme	 distribution	 (left)	
depicting	a	range	from	long	to	shorter	lifetime.	B.	Phasor	plot	of	FLIM	images	in	A	where	red	
is	representative	of	long	lifetime	and	purple	is	representative	of	shorter	lifetime	and	more	
FRETting.	 Gray	 circle	 denotes	 GFP-NOP58	 cells	 and	 red	 circle	 denotes	 GFP-NOP58:RFP-
BMAL1	 cells.	 C.	 A	 cumulative	 histogram	 showing	 the	 number	 of	 pixels	 plotted	 against	
fractional	intensity	of	the	shorter	lifetime	in	GFP-NOP58	only	(black)	and	GFP-NOP58:RFP-
BMAL1	 (red).	 D.	 Endogenous	 co-immunoprecipitation	 analyses	 were	 performed	 in	
nucleoplasmic	 (NP)	and	nucleolar	 (NO)	 fractions	prepared	 from	WT	or	Bmal1-KO	mouse	
livers.	 Immunoprecipitation	 (IP)	was	 performed	using	BMAL1	or	Rabbit	 IgG	 followed	 by	
Western	 blot	 (WB)	 analyses	 of	 BMAL1,	 FBL,	 and	 NOP58	 as	 specified.	 E.	 Co-
immunoprecipitation	analyses	performed	in	HEK293T	cells	co-transfected	with	GFP-NOP58,	
Myc-BMAL1,	and	Myc-CLOCK	as	indicated.	Immunoprecipitation	(IP)	was	performed	using	
GFP	or	Rabbit	IgG	followed	by	Western	blot	(WB)	analysis	of	MYC	and	GFP	as	specified.	F.	
Co-immunoprecipitation	 analyses	were	 performed	 in	 HEK293T	 cells	 co-transfected	with	
GFP-NOP58	 and	 Myc-BMAL1,	 Myc-BMAL1K538R,	 or	 Myc-BMAL1K538Q	 mutants.	
Immunoprecipitation	(IP)	was	performed	using	GFP	or	Rabbit	IgG	followed	by	Western	blot	
(WB)	analyses	of	MYC,	GFP,	and	AcBMAL1K538	as	specified.	
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Figure	2.6	BMAL1	links	snoRNA	recruitment	to	box	C/D	snoRNP	

A.	RNA	immunoprecipitation	(RIP)	using	NOP58	or	Rabbit	IgG	in	nucleolar	fractions	isolated	
from	 WT	 and	 Bmal1-KO	 mouse	 livers	 followed	 by	 qPCR	 analyses	 of	 snoRNAs:	 Rnu3a,	
Snord118,	and	Snord17.	Actin	mRNA	was	used	as	a	negative	control.	Data	are	presented	as	
mean	 +	 SD.	 N=4	 biological	 replicates/group,	 *p<0.05	 by	 two-way	 ANOVA	 with	 Tukey's	
multiple	comparisons	test.	B.	Rnu3,	Snord118,	and	Snord17,	snoRNAs	expression	profiles	in	
WT	 and	 Bmal1-KO	 mouse	 livers	 harvested	 at	 ZT3,	 9,	 15,	 and	 21.	 Gene	 expression	 was	
normalized	 to	 18S	 rRNA.	 Individual	 data	 points	 are	 plotted.	 N=4	 biological	
replicates/timepoint/group,	 no	 significant	 differences	 by	 two-way	 ANOVA	 with	 Sidak's	
multiple	comparisons	test.	C.	RNA	immunoprecipitation	(RIP)	using	NOP58	or	Rabbit	IgG	in	
nucleolar	fractions	from	WT	and	Bmal1-KO	mouse	livers	followed	by	qPCR	analysis	for	18S	
rRNA,	18S/ITS1,	 ITS1/5.8S,	and	ITS2/28S	pre-RNAs.	Actin	mRNA	was	used	as	a	negative	
control.	Data	are	presented	as	mean	+	SD.	N=4	biological	replicates/group,	no	significant	
differences	 by	 two-way	 ANOVA	 with	 Tukey's	 multiple	 comparisons	 test.	 D.	 Polysome	
profiles	of	WT	and	Bmal1-KO	MEFs.	E.	Quantification	of	the	area	under	the	polysome	curve	
from	D.	 Data	 are	 presented	 as	mean	 +	 SD.	 N=3	 biological	 replicates/group,	 **p<0.01	 by	
unpaired	t	test.	
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Figure	2.S1	Nucleolar	proteins	are	not	circadian	

A.	Schematic	representation	of	the	experimental	design	used	for	nucleolar	fractionation.	B.	
Western	blot	analyses	of	whole	cell	lysates	prepared	from	WT	mouse	livers	collected	at	ZT0,	
4,	8,	12,	16,	20,	blotted	for	BMAL1,	NOP58,	NOP56,	and	FBL.	p84	and	TUBULIN	were	used	as	
loading	controls.	
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Figure	2.S2	BMAL1	nucleolar	localization	is	acetylation-independent	

Representative	images	of	HEK293T	cells	co-transfected	with	GFP-NOP58	and	Myc-BMAL1	
(WT),	Myc-BMAL1K538R	(K538R),	or	Myc-BMAL1K538Q	(K538Q)	mutants.	MYC	was	used	
to	visualize	the	Myc-BMAL1	variants	(red)	with	DRAQ7	nuclear	stain	(blue).	Scale	bar,	10µm.	
A	total	of	9	distinct	fields	of	view	were	imaged/condition.	
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Figure	2.S3	The	BMAL1	effect	on	nucleolar	structure	

A.	Representative	 images	of	 endogenous	NOP58	 (green)	 in	WT	and	ClockΔ19	MEFs	with	
DAPI	 nuclear	 stain	 (blue).	 Scale	 bar,	 10µm.	 A	 total	 of	 5	 distinct	 fields	 of	 view	 were	
imaged/condition.	 B.	Total	 nucleolar	 area	measured	 as	 the	 percent	 of	 nuclear	 area	with	
NOP58	 signal	 in	 WT	 and	 ClockΔ19	 MEFs.	 Individual	 cells	 are	 plotted.	 N=3	 technical	
replicates/group,	 ***p<0.001	 by	 unpaired	 t	 test	 with	 Welch's	 correction.	 C.	 Pie	 charts	
representing	the	percentage	of	nuclei	displaying	the	indicated	number	of	nucleoli	in	WT	and	
ClockΔ19	MEFs	from	A	identified	by	NOP58.	D.	Delta	percentage	of	WT	and	ClockΔ19	MEFs	
that	display	the	indicated	number	for	nucleoli	per	nucleus.	A	total	of	68	cells	were	counted.	
E.	Western	blot	analyses	of	BMAL1,	NOP58,	and	FBL	in	cytoplasmic	(Cyto),	nucleoplasmic	
(NP),	and	nucleolar	(NO)	fractions	prepared	from	WT	and	ClockΔ19	MEFs.	p84	and	TUBULIN	
were	used	as	loading	controls.	F.	Representative	images	of	endogenous	BMAL1	(green)	and	
FBL	(red)	in	Bmal1-KO	and	WT	MEFs	stably	expressing	shGFP,	shBmal1	#1,	or	shBmal1	#2	
with	DRAQ7	nuclear	stain	(blue).	Scale	bar,	10µm.	A	total	of	5	distinct	fields	of	view	were	
imaged/condition.	
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Figure	2.S4	Reduced	pre-rRNA	processing	in	Bmal1-KO	MEFs	

A.	Schematic	representation	of	mouse	pre-rRNA	cleavage	intermediates	(laterally	labeled)	
as	 depicted	 by	 (Henras	 et	 al.,	 2015).	Dotted	 lines	 delineate	 labeled	 cleavages	 sites	 (top).	
Vertical	colored	line	(blue)	shows	regions	of	hybridization	by	the	Northern	probe	designed	
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by	 (Lapik	 et	 al.,	 2004).	B.	 Northern	 blot	 analysis	 of	 pre-rRNA	 intermediates	 in	WT	 and	
Bmal1-KO	MEFs.	Colored	 line	 (blue)	 corresponds	 to	 colored	probe	 from	A,	 intermediates	
identified	are	labeled	on	the	right.	C.	Quantification	of	each	intermediate	from	B	normalized	
to	47S/45S.	Colored	line	corresponds	to	colored	probe	from	A.	Data	are	presented	as	mean	
+	SD.	N=6	biological	replicates/group,	significance	tested	by	two-way	ANOVA	with	Sidak's	
multiple	comparisons	test.	D.	Ratio	analysis	of	multiple	precursors	(RAMP)	quantification	of	
each	intermediate	from	B.	Data	are	presented	as	the	Log2	(Bmal1-KO/WT)	of	the	mean	ratio	
of	each	cleavage	pair.	N=6	biological	replicates/genotype.	
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Figure	2.S5	Endogenous	BMAL1	nucleoplasmic	and	nucleolar	associations	
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A.	All	BMAL1	interactors	identified	at	ZT8,	ZT20	or	both,	listed	with	p-value	and	Log2	(Fold	
change)	 of	 the	 comparison	 between	 nucleolar	 and	 IgG.	 B.	 Top	 10	 common	 BMAL1	
interactors	in	nucleoplasmic	and	nucleolar	fractions	at	ZT8	and	ZT20,	listed	with	p-value	and	
Log2	(Fold	change)	of	the	comparison	between	nucleoplasmic	or	nucleolar	and	IgG.	BMAL1	
and	 CLOCK	 are	 highlighted	 in	 gray.	C.	 Endogenous	 co-immunoprecipitation	 experiments	
were	 performed	 in	 nucleoplasmic	 (NP)	 and	 nucleolar	 (NO)	 fractions	 prepared	 from	WT	
mouse	livers.	Immunoprecipitation	(IP)	was	performed	using	BMAL1,	NOP58	or	Rabbit	IgG	
followed	 by	 Western	 blot	 (WB)	 analyses	 of	 BMAL1,	 FBL,	 and	 NOP58	 as	 specified.	 D.	
Endogenous	co-immunoprecipitation	experiments	were	performed	in	nucleoplasmic	(NP)	
and	nucleolar	(NO)	fractions	prepared	from	WT	mouse	livers.	Immunoprecipitation	(IP)	was	
performed	using	BMAL1	or	Rabbit	IgG	followed	by	Western	blot	(WB)	analyses	of	BMAL1	
and	SIRT7	as	specified.		
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Figure	2.S6	Intranuclear	BMAL1-NOP58	interaction	

A.	Western	blot	analyses	of	HEK293T	cells	transfected	with	GFP-NOP58,	RFP-BMAL1,	or	the	
respective	empty	vectors	(EV)	as	indicated,	showing	the	levels	of	exogenous	GFP-	or	RFP-
tagged	 proteins	 compared	 the	 respective	 endogenous	 protein.	 TUBULIN	 was	 used	 as	 a	
loading	control.	B.	Histogram	(individual	cells	plotted)	showing	the	number	of	pixels	plotted	
against	 fractional	 intensity	 of	 the	 shorter	 lifetime	 in	 GFP-NOP58	 only	 (black)	 and	 GFP-
NOP58:RFP-BMAL1	(red)	cells.	
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Figure	2.S7	BMAL1	PER-ARNT-SIM	(PAS)	domain	is	not	required	for	NOP58	
association	
	
Schematic	 representation	 of	 BMAL1	 showing	 the	 positions	 of	 the	 basic	 helix–loop–helix	
(bHLH),	 PER-ARNT-SIM	 (PAS)-A,	 PAS-B,	 and	 transactivation	 domain	 (TAD).	 GST-fused	
BMAL1-HA-tagged	fragments	are	labeled	as	F1-F5	and	are	depicted	with	the	range	of	amino	
acids	 (aa)	 for	 each	 peptide	 fragment.	 in	 vitro	 co-immunoprecipitation	 analyses	 were	
performed	 in	whole	 cell	 extracts	 prepared	 from	HEK293T	 cells	 co-transfected	with	GFP-
NOP58	and	incubated	with	GST-fused	BMAL1	HA-tagged	fragments	or	the	GST-empty	vector	
as	indicated.	Immunoprecipitation	(IP)	was	performed	using	GFP	followed	by	Western	blot	
(WB)	analyses	of	HA	and	GFP	as	specified.	
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ABSTRACT	

Substance	 abuse	 disorders	 are	 linked	 to	 alteration	 of	 circadian	 rhythms,	 although	 the	

molecular	 and	 neuronal	 pathways	 implicated	 have	 not	 been	 fully	 elucidated.	 Addictive	

drugs,	such	as	cocaine,	induce	a	rapid	increase	of	dopamine	levels	in	the	brain.	Here	we	show	

that	acute	administration	of	cocaine	triggers	reprogramming	in	circadian	gene	expression	in	

the	striatum,	an	area	involved	in	psychomotor	and	rewarding	effects	of	drugs.	This	process	
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involves	the	activation	of	peroxisome	protein	activator	receptor	gamma	(PPARg),	a	nuclear	

receptor	involved	in	inflammatory	responses.	PPARg	reprogramming	is	altered	in	mice	with	

cell-specific	 ablation	 of	 the	 dopamine	 D2	 receptor	 (D2R)	 in	 the	 striatal	 medium	 spiny	

neurons	(MSNs)	(iMSN-D2RKO).	Administration	of	a	specific	PPARg	agonist	in	iMSN-D2RKO	

mice	 elicits	 substantial	 rescue	 of	 cocaine-dependent	 control	 of	 circadian	 genes.	 These	

findings	have	potential	implications	for	development	of	strategies	to	treat	substance	abuse	

disorders.	

	

INTRODUCTION	

A	large	variety	of	fundamental	biological	processes,	ranging	from	the	sleep-wake	cycle	and	

metabolism,	to	immune	responses	and	behavior,	is	regulated	by	the	circadian	clock	(Green	

et	 al.,	 2008;	 Scheiermann	 et	 al.,	 2013).	 In	 mammals,	 the	 central	 clock	 is	 located	 in	 the	

suprachiasmatic	 nucleus	 (SCN)	within	 the	 hypothalamus	 that	 is	 entrained	 by	 light	 as	 an	

external	 zeitgeber	 (time-giver)	 (Welsh	 et	 al.,	 2010).	 As	 master	 regulator	 of	 organismal	

circadian	rhythms,	the	SCN	is	thought	to	orchestrate	the	phase	of	oscillation	of	extra-SCN	

clocks	(Albrecht,	2012).	Peripheral	clocks	are	present	in	virtually	all	organs	and	cells	within	

the	body	and	 recent	 findings	have	 revealed	 that	 clocks	 communicate	 in	order	 to	achieve	

systemic	homeostasis	(Bass	and	Lazar,	2016;	Dyar	et	al.,	2018).	Diverse	environmental	cues,	

such	as	 feeding	behavior,	 also	act	 as	 robust	zeitgebers	 for	peripheral	 clocks	 in	metabolic	

tissues	through	mechanisms	that	appear	SCN-independent(Asher	and	Sassone-Corsi,	2015;	

Panda,	 2016).	 From	 a	 molecular	 standpoint,	 the	 circadian	 clock	 drives	 oscillations	 in	

expression	of	a	large	number	of	genes	through	transcriptional-translational	feedback	loops	

composed	of	cycling	activators	and	inhibitors	(Partch	et	al.,	2014).	
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Drugs	of	abuse	have	been	shown	to	induce	severe	perturbation	of	circadian	rhythms	

(Gallardo	et	 al.,	 2014;	 Iijima	et	 al.,	 2002;	Mohawk	et	 al.,	 2012),	 such	as	disruption	of	 the	

sleep/wake	cycle,	eating	habits,	blood	pressure,	hormone	secretion	and	body	temperature	

(Hasler	et	al.,	2012;	Logan	et	al.,	2014).	Importantly,	desynchronization	of	circadian	rhythms	

has	been	linked	to	the	switch	from	recreational	consumption	to	addictive	behavior	(Korpi	et	

al.,	2015).	Cocaine,	as	well	as	other	psychoactive	drugs,	affects	the	function	of	brain	circuits	

such	 as	 the	 basal	 ganglia	 by	 increasing	 neurotransmitter	 release	 to	 the	 medium	 spiny	

neurons	 (MSNs),	which	 are	 the	 principle	 striatal	 neurons	 and	 the	 striatum’s	 only	 output	

neurons.	 This	 is	 the	 case	 for	 cocaine-mediated	 activation	 of	 dopamine	 (DA)	 signaling	 in	

MSNs	that	leads	to	long-term	adaptations	of	cellular	programs	and	behavioral	responses(Di	

Chiara	 and	 Bassareo,	 2007;	 Girault,	 2012).	 Importantly,	 there	 are	 indications	 that	 DA	

signaling	impacts	central	and	peripheral	circadian	rhythms	(Logan	et	al.,	2019;	McClung	et	

al.,	2005).	In	the	striatum,	DA	levels	oscillate	in	a	circadian	manner	(Castaneda	et	al.,	2004;	

Ferris	et	al.,	2014)	and	are	involved	in	the	regulation	of	the	neuronal	circadian	clock	gene	

expression	(Hood	et	al.,	2010;	Imbesi	et	al.,	2009).	To	date,	however,	characterization	of	the	

molecular	mechanisms	by	which	drugs	of	abuse	alter	circadian	rhythms	in	a	tissue-specific	

manner	remains	incomplete.		

Under	 physiological	 conditions,	 the	 endogenous	 clocks	 coordinate	 transcriptional	

and	metabolic	cycles	in	distinct	organs(Asher	and	Sassone-Corsi,	2015;	Panda,	2016).	The	

capacity	 of	 peripheral	 clocks	 to	 be	 highly	 flexible	 through	 transcriptional	 and	metabolic	

reprogramming	 is	 highlighted	 by	 experiments	 involving	 nutritional	 challenges	 such	 as	

fasting,	high	fat	diet,	ketogenic	diet	or	caloric	restriction(Brown,	2016;	Challet,	2019;	Ribas-

Latre	and	Eckel-Mahan,	2016).	It	is	unclear	whether	neuronal	clocks	are	capable	of	similar	
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reprogramming.	 We	 hypothesized	 that	 the	 short	 and	 long-term	 adaptation	 of	 neuronal	

circuits	 in	response	to	cocaine	would	 involve	changes	 in	circadian	rhythmicity	within	the	

ventral	striatum	and	in	particular	the	Nucleus	Accumbens	(NAcc).		

Our	recent	findings	show	that	D2R-mediated	signaling	in	MSNs	critically	modulates	

striatal	responses	to	cocaine(Kharkwal	et	al.,	2016;	Radl	et	al.,	2018).	These	results	indicate	

that	D2R	signaling	plays	a	critical	role	 in	 the	mechanisms	by	which	drugs	of	abuse	affect	

striatal	physiological	responses.	Thus,	we	explored	how	 the	 circadian	program	of	 striatal	

neurons	is	influenced	by	acute	administration	of	cocaine	in	WT	mice	and	in	mutants	with	

D2R	 ablation	 exclusively	 in	 D2R-expressing	 MSNs	 (iMSN-D2RKO	 mice)(Anzalone	 et	 al.,	

2012;	Kharkwal	et	al.,	2016).	Our	results	show	that	cocaine	induces	a	drastic	reprogramming	

of	the	diurnal	transcriptome	in	the	NAcc.	There	is	a	remarkable	difference	in	the	number,	

type	 and	 cycling	 profiles	 of	 cocaine-driven	oscillatory	genes	 in	 iMSN-D2RKO	mice.	 Using	

combined	 metabolomic	 and	 transcriptomic	 approaches,	 we	 show	 that	 D2R	 in	 iMSNs	

contributes	to	cocaine-induced	activation	of	peroxisome	protein	activator	receptor	gamma	

(PPARg),	a	nuclear	receptor	implicated	in	inflammatory	responses(Khan	et	al.,	2019;	Kliewer	

et	al.,	1994).	PPARg	drives	a	significant	fraction	of	de	novo	cocaine-induced	transcriptional	

response,	 which	 is	 impaired	 in	 the	 absence	 of	 D2R	 signaling	 in	 iMSNs.	Pharmacological	

activation	 of	 PPARg	 by	 pioglitazone(Lee	 et	 al.,	 2003)	 in	 iMSN-D2RKO	 mice	 leads	 to	

restoration	of	the	cocaine-induced	profile	of	circadian	gene	expression.	Our	findings	unveil	

a	 D2R	 signaling-	 PPARg	 connection	 in	 circadian	 regulation	 linked	 to	 cocaine-mediated	

rewiring	in	striatal	neurons.						
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RESULTS	

Response	of	core	clock	genes	to	cocaine	in	both	WT	and	iMSN-D2RKO	mice	

We	 previously	 reported	 that	 iMSN-D2RKO	mice	 display	 reduced	motor	 activity	 in	 basal	

conditions(Anzalone	 et	 al.,	 2012)	 and	 absence	 of	 cocaine-induced	

hyperlocomotion(Kharkwal	et	al.,	2016).	We	sought	to	study	the	effects	of	cocaine	in	WT	and	

iMSN-D2RKO	mice	 by	 analyzing	 circadian	motor	 activity	 along	 the	 daily	 cycle,	 four	 days	

before	 and	 four	 days	 after	 acute	 cocaine	 administration	 (Figure	 3.1a	 and	 Figure	 3.1b).	

Circadian	 motor	 activity	 was	 quantified	 as	 infrared	 beam	 breaks	 per	 minute	 at	 each	

circadian	time	in	mice	housed	in	home	cages.	Interestingly,	acute	cocaine	does	not	affect	the	

diurnal	pattern	of	locomotor	activity	either	in	WT	or	iMSN-D2RKO	mice,	indicating	that	D2R	

deletion	in	iMSNs	does	not	alter	the	physiology	and	function	of	the	SCN	central	clock	(Figure	

3.1c).	 Nevertheless,	 circadian	 motor	 activity	 of	 iMSN-D2RKO	 mice	 was	 decreased	 with	

respect	 to	WT	mice	 in	 the	 active	 phase	 before	 (p<0.0001)	 and	 after	 (p=0.0004)	 cocaine	

administration	 (Figure	 3.1d	 and	 Figure	 3.1e),	 consistent	 with	 results	 obtained	 in	 non-

circadian	behavioral	settings(Anzalone	et	al.,	2012;	Dobbs	et	al.,	2016;	Kharkwal	et	al.,	2016).	

To	determine	the	effect	of	cocaine	challenge	on	the	striatal	expression	of	clock	genes,	WT	

and	iMSN-D2RKO	mice	received	an	intraperitoneal	(i.p.)	injection	of	either	cocaine	(Coc	20	

mg	kg-1)	or	saline	(Sal),	shortly	after	the	beginning	of	the	resting	phase	(zeitgeber	time,	ZT3).	

Animals	from	both	groups	were	sacrificed	every	4	hours	(n=5	or	6/time	point)	and	tissue	

punches	from	the	NAcc	collected	at	six	time	points	to	cover	the	full	circadian	cycle	(Figure	

3.1f).	To	investigate	the	direct	effect	of	cocaine	in	the	NAcc	of	WT	and	iMSN-D2RKO	mice	on	

the	core-clock	machinery,	we	analyzed	the	expression	of	Bmal1,	Cry1,	Dbp	and	Per1	in	saline	

and	cocaine-treated	mice	(Figure	3.1g).	We	observed	a	significant	effect	of	time	for	all	tested	
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core-clock	 genes	 (p≤0.0005),	 indicating	 that	 expression	 of	 all	 genes	 follows	 the	 typical	

circadian	 cycle	 in	 both	 genotypes.	 There	was	 no	 substantial	 alteration	 in	 the	 expression	

profiles	 of	 these	 clock	 genes	 upon	 cocaine	 treatment	 (Bmal1:	 p=0.7389;	Cry1:	 p=0.7529;	

Per1:	p=0.6765),	as	well	as	a	clock	output	gene,	as	exemplified	by	Dbp	expression	profile	

(p=0.1495)	(see	Table	3.S1).	A	slight	but	nevertheless	significant	difference	was	 found	 in	

Per1	expression	level	between	WT	and	iMSND2RKO	mice	(p=0.0022).	Thus,	acute	cocaine	

treatment,	whether	in	the	presence	or	absence	of	D2R	in	iMSNs,	does	not	alter	the	rhythmic	

expression	of	this	group	of	circadian	genes.		

	

Reprogramming	of	the	striatal	circadian	transcriptome	by	cocaine	

Cocaine	intake	induces	an	increase	of	DA	accumulation	in	the	synaptic	cleft	through	blockade	

of	the	DA	transporter	prolonging	activation	of	postsynaptic	neurons(Beuming	et	al.,	2008;	

Nestler,	 2005).	 The	 dopaminergic	mesolimbic	 pathway	 connecting	 the	 ventral	 tegmental	

area	to	the	NAcc	and	cortex	is	critically	involved	in	the	effects	of	drugs	of	abuse(Luscher	and	

Malenka,	2011).		

	 To	 analyze	 the	 acute	 cocaine-dependent	 genome-wide	 rhythmicity,	 RNAs	 were	

extracted	 from	NAcc	 punches	 from	 brains	 harvested	 every	 four	 hours	 throughout	 a	 full	

circadian	cycle	(Figure	3.1f)	and	processed	for	RNA-seq	analyses.	Rhythmic	transcripts	were	

identified	using	the	non-parametric	test	JTK_CYCLE(Hughes	et	al.,	2010),	an	algorithm	that	

includes	Bonferroni-adjusted	multiple	 comparisons	 and	 incorporates	 a	window	of	 20-28	

hours	 for	 the	 determination	 of	 diurnal	 periodicity.	 Out	 of	 a	 combined	 2314	 cycling	

transcripts	identified,	1157	(50%)	were	rhythmic	only	in	the	saline	condition.	An	additional	

294	(~13%)	were	cycling	in	both	saline-	and	cocaine-treated	mice	and,	notably,	863	(~37%)	
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de	 novo	 oscillating	 transcripts	were	 identified	 upon	 cocaine	 challenge	 (Figure	 3.2a).	 The	

phases	of	oscillation	of	genes	diurnal	in	both	conditions	were	similar	(Figure	3.2b	and	Figure	

3.2c).	The	newly	cocaine-induced	oscillating	transcripts	display	a	peak	at	around	ZT7,	which	

is	 absent	 in	 saline	 condition.	Moreover,	 13%	of	 the	 common	oscillating	 genes	 showed	 a	

decrease	 in	 amplitude,	 while	 35%	 displayed	 an	 increase	 upon	 cocaine	 treatment	 with	

respect	to	saline	conditions	(Figure	3.2d).	Thus,	the	circadian	program	of	cycling	genes	in	

the	NAcc	is	profoundly	modified	upon	acute	cocaine	administration.	

Pathway	analyses	were	performed	using	Database	for	Annotation,	Visualization	and	

Integrated	 Discovery	 (DAVID)	 (Figure	 3.2e)	 and	 Reactome	 (Figure	 3.S1a-c).	 	 Both	

approaches	 identified	 analogous	 pathways	 in	 the	 common	 rhythmic	 transcripts	 between	

saline-	and	cocaine-treated	NAcc.	Gene	Ontology	(GO)	annotation	revealed	clusters	 in	 the	

protein	folding	and	rhythmic	process	pathways	in	both	treatments.	The	saline-only	specific	

circadian	 transcripts	 were	 enriched	 in	 RNA	 splicing,	 cell	 projection,	 and	 protein	

monoubiquitination	pathways.	Conversely,	the	cocaine-only	specific	transcripts	were	highly	

enriched	in	the	transmembrane	transport,	ER	to	Golgi	vesicle	mediated	transport	and	cell	

projection	 pathways	 (see	 Figure	 3.2e	 and	 Figure	 3.S1a	 and	 Figure	 3.S1b).	 These	 results	

highlight	the	effect	of	a	single,	acute	cocaine	challenge	on	circadian	function	in	the	NAcc.	

		

Cocaine-driven	circadian	reprogramming	is	dependent	on	D2	receptors	

Both	D1R-	 and	D2R-mediated	 signaling	 play	 a	 fundamental	 role	 in	 the	 psychomotor	 and	

rewarding	properties	of	cocaine(Vallone	et	al.,	2000).	Importantly,	mice	carrying	selective	

ablation	of	D2R	in	the	iMSNs	display	impaired	cellular	and	motor	response	to	acute	cocaine	

administration(Kharkwal	et	al.,	2016).	To	determine	the	role	of	D2R-mediated	signaling	in	



61	
	

the	regulation	of	circadian	gene	oscillation	in	the	NAcc,	iMSN-D2RKO	mice	were	treated	with	

saline	 or	 cocaine	 (as	 shown	 in	 Figure	 3.1f),	 as	 previously	 described	 for	 their	 WT	

counterparts.	RNA-seq	analyses	along	the	circadian	cycle	showed	a	substantial	difference	in	

the	number	of	oscillatory	genes	as	 compared	to	WT	mice	 in	 the	 saline	 condition	 (Figure	

3.3a).	Indeed,	we	observed	a	drastic	decrease	in	the	number	of	genes	oscillating	in	iMSN-

D2RKO	 mice	 (359	 transcripts)	 as	 compared	 to	 the	 same	 condition	 in	 WT	 mice	 (1399	

transcripts);	53	oscillating	genes	were	common	to	both	genotypes	(Figure	3.3a).	The	phase	

of	the	overlapping	genes	was	similar	in	both	genotypes	(Figure	3.S2a	and	Figure	3S.2b)	with	

a	higher	percentage	of	genes	with	greater	amplitude	in	iMSN-D2RKO	mice	(Figure	3.S2c).	

Moreover,	 transcripts	 exclusively	 diurnal	 in	 iMSN-D2RKO	 had	 phase	 distributions	 at	

approximately	ZT4	and	ZT16	(Figure	3.3b	and	Figure	3.3c).	Genes	oscillating	only	in	iMSN-

D2RKO	mice	clustered	 in	GO	annotations	 including	transmembrane	transport	and	steroid	

metabolic	 process	 (Figure	 3.3d	 and	 Figure	 3.S2d	 and	 Figure	 3.S2e).	 It	 is	 relevant	 that	

annotation	analyses	of	genes	oscillating	in	both	WT	and	iMSN-D2RKO	mice	include	classic	

terms	required	for	normal	neuronal	function	(Figure	3.S2f	and	Figure	3.S2g).	

Acute	cocaine	treatment	revealed	a	unique	circadian	signature	in	the	NAcc	of	iMSN-

D2RKO	mice.	Notably,	a	total	of	1131	cycling	genes	were	found	in	the	cocaine-treated	WT.	Of	

these,	25	were	common	to	 iMSN-D2RKO	mice.	An	additional	171	genes	were	rhythmic	 in	

iMSN-D2RKO	mice	 only	 (Figure	 3.3e).	 Phase	 distribution	 analyses	 also	 revealed	 unique	

features	of	cocaine-induced	reprogramming	of	circadian	gene	expression	in	WT	and	iMSN-

D2RKO	mice.	Notably,	a	unique	phase	distribution	peak	observed	at	~ZT18	in	WT	mice	was	

almost	completely	absent	in	iMSN-D2RKO	mice	(Figure	3.3f	and	Figure	3.3g).	On	the	other	

hand,	genes	oscillating	in	both	conditions	display	a	peak	at	ZT6-ZT8	(Figure	3.S3a	and	Figure	
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3.S3b)	and	maintain	similar	amplitudes	(Figure	3.S3c).	GO	term	analyses	revealed	unique	

pathways	enriched	in	WT	vs	iMSN-D2RKO	mice	(Figure	3.3h	and	Figure	3.S3d	and	Figure	

3.S3e),	such	as	protein	folding,	transport,	cell	projection	in	WT,	and	transcription,	negative	

regulation	of	apoptotic	process,	positive	regulation	of	cytosolic	Ca2+	concentration	in	iMSN-

D2RKO.	Moreover,	 GO	 annotation	 analyses	 showed	 a	 common	 enrichment	 of	 genes	 that	

belong	to	the	circadian	regulation	of	gene	expression	in	both	genotypes	(Figure	3.S3f	and	

Figure	3.S3g).	Taken	together	our	results	demonstrate	that	D2R	signaling	in	iMSNs	is	critical	

for	basal	and	cocaine-driven	circadian	oscillations	in	the	NAcc.				

		

Cocaine-induced	circadian	response	of	PPARg-target	genes	

To	 explore	 the	 molecular	 mechanisms	 by	 which	 cocaine	 induces	 de	 novo	 oscillations	 of	

striatal	genes,	we	used	MotifMap(Daily	et	al.,	2011)	to	identify	transcription	factor	binding	

motifs	selectively	represented	in	rhythmic	genes	under	saline	conditions	and	after	cocaine	

challenge.	A	profound	reorganization	in	transcription	factor	pathway	usage	was	observed	

upon	cocaine	challenge,	with	a	significant	enrichment	of	genes	containing	PPARg	binding	

sites	for	genes	oscillating	in	WT	mice	(Figure	3.4a).	Indeed,	372	out	of	863	cocaine-induced	

newly	 oscillating	 genes	 are	 PPARg	 targets	 (Figure	 3.2a	 and	 Figure	 3.4b-c).	 Importantly,	

cocaine-induced	 enrichment	 of	 PPARg	 binding	 sites	 is	 not	 observed	 in	 the	 iMSN-D2RKO	

cocaine-treated	mice.	Thus,	ablation	of	D2R	from	iMSNs	significantly	reduces	the	cocaine-

induced	PPARg	oscillatory	program	observed	in	WT	mice	(Figure	3.4b).	Among	the	cocaine-

induced	 PPARg	 target	 genes,	 none	 were	 common	 oscillators	 in	 both	 genotypes.	 The	

significant	fraction	of	de	novo	cycling	PPARg	target	genes	induced	by	the	first	exposure	to	

cocaine	in	WT	mice,	prompted	us	to	further	explore	the	involvement	of	this	nuclear	factor.	
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Phase	oscillation	analyses	of	PPARg	cycling	targets	revealed	a	specific	phase	distribution	in	

cocaine	treated	WT	mice	at	ZT6-ZT8	and	ZT18	(Figure	3.4d).	GO	biological	process	analyses	

of	 the	 PPARg-target	 genes	 in	 WT	 cocaine-treated	 mice	 revealed	 transport,	 translation	

initiation,	 positive	 regulation	 of	 apoptotic	 process,	 and	 transcription	 as	 key	 annotations	

(Figure	 3.4e	 and	 Figure	 3.S4a).	 Taken	 together,	 our	 data	 underscore	 the	 involvement	 of	

PPARg	 signaling	 pathway	 in	 cocaine-induced	 transcriptional	 reprogramming	of	 the	NAcc	

clock.	This	unique	cocaine-induced	transcriptional	feature	is	absent	in	mice	with	ablation	of	

D2R	from	iMSNs.	

	

D2R-driven	PPARg	nuclear	enrichment	upon	cocaine	

PPARg	localizes	in	the	cytoplasm	and	upon	activation	translocates	to	the	nucleus	to	activate	

transcription	 of	 specific	 genes(Mangelsdorf	 et	 al.,	 1995).	 We	 performed	

immunofluorescence	 analyses	 using	 a	 nuclear-specific	 PPARg	 antibody	 to	 quantify	 the	

induction	of	nuclear	PPARg	staining	in	the	NAcc	of	WT	and	iMSN-D2RKO	mice	upon	cocaine	

treatment.	 For	 this	 purpose,	mice	 of	 both	 genotypes	were	 administered	 either	 saline	 or	

cocaine	 (20	mg	 kg-1)	 at	 ZT3	 and	sacrificed	 at	ZT7.	 A	 diffuse	 nuclear	 PPARg	 staining	was	

observed	in	NAcc	neurons	in	saline	conditions	in	both	genotypes	(Figure	3.5a).	After	cocaine	

we	observed	a	significant	increase	in	nuclear	PPARg	staining	in	WT	NAcc	neurons,	which	was	

absent	in	iMSN-D2RKO	mice.	Quantification	of	PPARg	nuclear	intensity	per	cell,	as	well	as	of	

the	number	of	cells	with	nuclear	PPARg	staining,	shows	a	statistically	significant	increase	of	

nuclear	PPARg	localization	upon	cocaine	in	WT	as	compared	to	iMSN-D2RKO	NAcc	neurons	

(Figure	 3.5b,	 p=0.0030;	 Figure	 3.5c,	 p=0.0124).	 To	 establish	 the	 identity	 of	 the	 MSNs	
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showing	 the	 heightened	 intensity	 of	 PPARg	 nuclear	 staining,	 we	 performed	 in-situ	

hybridization	coupled	to	immunohistochemistry	using	probes	specific	for	the	two	subtypes	

of	MSNs.	This	allowed	 for	 the	unambiguous	 identification	of	D2R-expressing	 iMSNs	 from	

D1R-expressing	dMSNs.	Double	in-situ	hybridization/immunohistochemistry	analyses	were	

performed	 using	 riboprobes	 for	 enkephalin	 (Enk)(Baik	 et	 al.,	 1995),	 an	 iMSNs	 specific	

marker	 or	 the	 dopamine	 D1	 receptor	 (D1R),	 a	 dMSN	 specific	marker,	 together	with	 the	

specific	PPARg	antibody.	These	experiments	demonstrated	that	the	cocaine-driven	increase	

in	PPARg	nuclear	staining	occurs	in	iMSNs	(p=0.0030)	and	not	in	dMSNs	(p=0.9991)	(Figure	

3.5d	and	Figure	3.5e).	Importantly,	the	increase	of	PPARg	in	iMSNs	nuclei	after	cocaine	was	

not	observed	in	the	NAcc	of	iMSN-D2RKO	mice	(p=0.8693)	(Figure	3.5d	and	Figure	3.5e).	

These	results	point	to	a	cocaine-mediated	D2R-dependent	activation	of	PPARg.	

		

Lack	of	PPARg	activation	and	function	in	iMSN-D2RKO	mice	

To	ascertain	whether	the	metabolic	consequences	of	acute	cocaine	treatment	may	be	linked	

to	PPARg	activation,	we	performed	mass-spectrometry	(MS)	metabolomics	analyses	 from	

isolated	NAcc	at	ZT7	after	either	saline	or	cocaine	(20	mg	kg-1;	i.p.)	administration	at	ZT3.	

We	identified	a	significant	effect	of	cocaine	on	lipid	metabolism	(Figure	3.6a).	Among	180	

metabolites	 analyzed,	 145	 were	 lipids	 including:	 phospholipids,	 acylcarnitines	 and	

sphingolipids.	 In	 WT,	 but	 not	 in	 iMSN-D2RKO	 mice,	 phosphatidylcholine	 levels	 were	

significantly	 decreased	 after	 cocaine	 treatment	 while	 most	 lysophosphatidylcholines	

increased.	 D2R	 activation	 is	 involved	 in	 the	 conversion	 of	 phosphatidylcholine	 into	

lysophosphatidylcholine	 and	 arachidonic	 acid	 (AA)(Kanterman	 et	 al.,	 1991;	 Neve	 et	 al.,	

2004),	the	latter	being	a	precursor	of	prostaglandins(Kuehl	and	Egan,	1980;	Piomelli	et	al.,	
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1991).	 Importantly,	prostaglandins	are	well-characterized	PPARg	natural	 ligands(Nosjean	

and	Boutin,	2002).	Interestingly,	AA	release	in	the	striatum	is	regulated	by	D1R	and	D2R	in	

an	opposite	manner	(Piomelli	et	al.,	1991;	Schinelli	et	al.,	1994);	D1R	signaling	inhibits	while	

D2R	signaling	increases	AA	release.	Based	on	these	findings,	we	reasoned	that	the	efficient	

turnover	of	phosphatidylcholine	levels	in	response	to	cocaine	would	be	dampened	in	mice	

with	D2R	ablation	in	iMSNs.	We	thereby	analyzed	the	levels	of	the	PGJ2-type	prostaglandin	

(15-deoxy-Δ12,14-PGJ2)(Scher	 and	 Pillinger,	 2005),	 a	 prostaglandin	 that	 specifically	 binds	

and	activates	PPARg	(Forman	et	al.,	1995),	in	the	NAcc	of	WT	and	iMSN-D2RKO	mice.	Indeed,	

we	observed	 that	 in	 response	 to	 cocaine,	 there	 is	 a	 significantly	 lower	 level	of	15-deoxy-

Δ12,14-PGJ2	in	the	NAcc	of	iMSN-D2RKO	mice	as	compared	to	saline	treated	mice	(p=0.0153)	

(Figure	3.6b).	In	contrast,	WT	mice	show	no	significant	change	in	15-deoxy-Δ12,14-PGJ2	levels	

after	 cocaine	 treatment,	 a	 response	 that	 mirrors	 results	 obtained	 in	 human	 cocaine	

users(Samikkannu	et	al.,	2014).	These	findings	point	to	D2R	signaling	as	a	key	player	in	the	

cocaine-driven	prostaglandin	production	involved	in	PPARg	activation.	

We	 next	 assessed	 the	 downstream	 effects	 of	 PPARg	 activation	 by	 analyzing	 the	

expression	of	specific	genes	from	the	list	of	PPARg	circadian	putative	targets	(Figure	3.4c).	

Among	these	genes,	Adora2a	 (Adenosine	A2a	Receptor),	Kcnd1	 (Potassium	Voltage-Gated	

Channel	Subfamily	D	Member	1),	and	Gabrd	(Gamma-Aminobutyric	Acid	Type	A	Receptor	

Delta	 Subunit)	 are	 not	 oscillatory	 under	 normal	 conditions	 in	 WT	 mice	 (Figure	 3.6c).	

However,	upon	cocaine	treatment,	their	expression	displayed	de	novo	oscillatory	profiles.	In	

contrast,	in	cocaine	treated	iMSN-D2RKO	mice,	these	genes	were	not	cyclically	expressed,	

their	 circadian	 expression	 parallels	 that	 of	 saline-control	 mice	 (Figure	 3.6c).	 Next,	 we	

analyzed	 the	 molecular	 mechanism	 of	 control	 at	 the	 promoter	 level	 by	 chromatin	
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immunoprecipitation	assays	(ChIP)	using	NAcc	nuclear	extracts	 from	both	WT	and	 iMSN-

D2RKO	cocaine-treated	mice	harvested	at	ZT7.	Using	PPARg	nuclear-specific	antibodies,	we	

show	that	PPARg	chromatin	recruitment	to	Adora2a	and	Kcnd1	promoters	was	significantly	

reduced	in	iMSN-D2RKO	animals	as	compared	to	WT	(Figure	3.6d)	(Adora2a:	p=0.0361	and	

Kcnd1:	p=0.0252).	An	analogous	trend	was	observed	for	 the	Gabrd	promoter	(p=0.1549).	

These	results	support	a	scenario	in	which	PPARg	activation	by	cocaine	leads	to	the	de	novo	

program	of	D2R	signaling-dependent	circadian	genes	in	the	NAcc.			

	

Rescue	of	PPARg	function	using	the	specific	agonist	pioglitazone	

To	 validate	 the	 critical	 role	 played	 by	 PPARg	 in	 D2R	 signaling-dependent	 circadian	

reprogramming	 upon	 cocaine,	WT	 and	 iMSN-D2RKO	mice	were	 subjected	 to	 oral	 gavage	

with	pioglitazone,	a	specific	PPARg	activator(Swanson	et	al.,	2011)	that	crosses	the	blood	

brain	barrier(Kiyota	et	al.,	1997).	Pioglitazone	or	vehicle,	were	administered	at	ZT1,	2	hours	

before	the	acute	cocaine	injection	(Figure	3.7a).	Expression	of	the	Adora2a,	Kcnd1	and	Gabrd	

genes	was	analyzed	at	ZT7	and	at	ZT19	(Figure	3.7b).	Pioglitazone	treatment	before	cocaine	

reestablished	 the	 induction	 of	 Adora2a	 (p=0.0388),	 Kcnd1	 (p<0.0001),	 and	 Gabrd	

(p=0.0019)	 gene	 expression	 in	 iMSN-D2RKO	 mice	 at	 ZT7,	 which	 nicely	 paralleled	 WT	

expression	 levels	 (Figure	3.7b).	Thus,	PPARg	 activation	operates	as	a	direct	 link	between	

cocaine,	 D2R-signaling(Kanterman	 et	 al.,	 1991;	 Neve	 et	 al.,	 2004)	 and	 downstream	 gene	

expression	(Figure	3.7c).	These	results	identify	PPARg	as	a	critical	factor	that	intervenes	in	

the	transcriptional	reprogramming	of	the	striatal	clock	upon	acute	cocaine	treatment.	
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DISCUSSION	

Drugs	 of	 abuse,	 such	 as	 cocaine,	 are	 known	 to	 alter	 human	 physiology	 and	 circadian	

rhythms(Hasler	et	al.,	2012).	While	relevant	information	about	the	molecular	mechanisms	

by	 which	 cocaine	 affects	 short	 or	 long-term	 neuronal	 plasticity	 has	 been	

accumulated(Luscher	and	Bellone,	2008),	little	is	known	about	how	it	interplays	with	the	

circadian	system.	Deciphering	how	cocaine	alters	circadian	regulation	may	provide	critical	

knowledge	to	design	strategies	aimed	at	mitigating	the	daily	dysfunctions	of	drug	addicts.	

Previous	studies	have	addressed	this	question	through	the	analysis	of	chronically	 treated	

WT	mice(Ozburn	et	al.,	2017)	or	mutant	mice	for	specific	clock	genes(Abarca	et	al.,	2002;	

Brager	et	al.,	2013;	Iijima	et	al.,	2002;	McClung	et	al.,	2005).	In	this	study,	we	first	sought	to	

decipher	how	a	single	acute	cocaine	treatment	affects	genome-wide	circadian	oscillations	

within	the	NAcc,	and	secondly	to	dissect	 the	D2R-mediated	signaling	pathways	 in	striatal	

neurons.	For	this	purpose,	we	exploited	mouse	models	in	which	genetic	ablation	of	D2R	is	

targeted	 uniquely	 to	 striatal	 iMSNs.	We	 demonstrate	 that	 cocaine	 generates	 a	 profound	

reprogramming	of	circadian	gene	expression	and	identified	PPARg	as	one	critical	player	that	

elicits	the	acute	effects	of	cocaine	through	D2R-mediated	signaling.		

D2R	 is	 essential	 for	 the	psychomotor	and	 rewarding	effects	of	psychoactive	drugs	

such	 as	 cocaine(Caine	 et	 al.,	 2002;	 Kharkwal	 et	 al.,	 2016;	 Welter	 et	 al.,	 2007).	 Indeed,	

constitutive	D2R	knockout	mice	self-administer	higher	amounts	of	cocaine	as	compared	to	

WT	littermates(Caine	et	al.,	2002).	Importantly,	lower	striatal	D2R	levels	have	been	observed	

in	cocaine	abusers	as	well	as	in	rodent	models(Czoty	et	al.,	2010;	Nader	et	al.,	2006;	Volkow	

et	al.,	2001).	Thus,	ablation	of	D2R	from	the	main	striatal	population,	as	achieved	in	iMSN-

D2RKO	mice,	represents	an	ideal	model	to	study	the	mechanisms	by	which	cocaine	affects	
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striatal	 signaling	 and	 circuitry.	 Previous	 studies	 revealed	 the	 importance	 of	 D2R	 for	

intrastriatal	 connections	 (i.e.	 collaterals	 between	 iMSN	 and	 dMSN)	 necessary	 for	 the	

psychomotor	effects	of	 cocaine(Anzalone	et	 al.,	 2012;	Dobbs	et	 al.,	 2016;	Kharkwal	et	 al.,	

2016;	Lewis	et	al.,	2020).	

Our	 findings	 place	 D2R	 in	 a	 central	 position	 in	 the	 modulation	 of	 circadian	

rhythmicity	in	the	striatum.	Indeed,	D2R	ablation	in	iMSNs	leads	to	a	significant	reduction	in	

the	number	of	oscillating	genes	in	the	NAcc.	Our	data	reinforce	emerging	evidence	suggesting	

that	cocaine-mediated	increase	of	dopamine	is	involved	in	maintaining	circadian	rhythms	in	

brain	 areas	 including	 the	 retina,	 olfactory	 bulb,	 striatum,	 midbrain	 and	

hypothalamus(Korshunov	et	al.,	2017).	Remarkably,	cocaine	administration	is	significantly	

less	effective	on	circadian	reprogramming	in	the	absence	of	D2R.	

Previous	reports	have	 indicated	that	D2R-mediated	signaling	modulates	Clock	and	

Per2	gene	expression(Hood	et	al.,	2010;	Imbesi	et	al.,	2009).	Our	results	show	that	D2R	also	

modulates	Per1	expression	 (Supplementary	Table	1).	Cocaine	 treatment	does	not	 lead	 to	

major	alterations	in	the	circadian	oscillation	of	the	core	clock	genes	Bmal1,	Cry1	and	Dbp	in	

striatal	neurons.	On	the	other	hand,	we	observe	induction	of	newly	oscillatory	genes.	This	is	

remarkable	when	considering	the	extensive	changes	in	circadian	gene	expression	observed	

between	WT	and	iMSN-D2RKO	mice.	Altogether	these	observations	point	to	a	D2R	signaling-

driven	cocaine-induced	reprogramming	of	the	NAcc.	Our	study	allows	the	identification	of	

PPARg	as	a	key	mediator	of	cocaine-induced	rhythmic	transcriptional	reprogramming.				

While	originally	characterized	 for	 its	role	 in	adipogenesis	and	glucose	metabolism,	

PPARg	has	been	recently	 linked	to	neurological	disorders	such	as	neurodegeneration	and	

neuro-inflammation(Chaturvedi	 and	Beal,	 2008;	 Jiang	 et	 al.,	 2008).	 Importantly,	we	have	
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demonstrated	 that	 D2R	 ablation	 prevents	 cocaine-driven	 PPARg	 activation	 and	 the	

consequent	 de	 novo	 oscillation	 of	 PPARg	 target	 genes.	 Dependence	 on	 D2R	 can	 be	

circumvented	by	the	administration	of	the	specific	PPARg	agonist	pioglitazone.	Our	results	

support	 recent	 findings	 suggesting	 the	 involvement	 of	 PPARg	 in	 cocaine	 use	 disorder.	

Indeed,	pioglitazone	treatment	during	abstinence	has	a	positive	effect	on	cocaine	addiction	

by	 reducing	 cocaine	 self-administration(Miller	 et	 al.,	 2018).	 GO	 analyses	 of	 the	 cocaine	

treated	 WT	 and	 iMSN-D2RKO	 NAcc	 transcriptomes	 shows	 that	 the	 most	 significant	

annotation	in	iMSN-D2RKO	is	transcription	factors	which	is	absent	in	WT	mice.	This	notion	

supports	 a	modulatory	 role	 of	D2R	 signaling	 in	NAcc-dependent	molecular	 responses	 to	

cocaine.	 Thus,	 while	 dMSNs	 have	 been	 critically	 involved	 in	 cocaine-mediated	

responses(Bateup	et	al.,	2008;	Cates	et	al.,	2019;	Hikida	et	al.,	2010;	Kelz	et	al.,	1999;	Parekh	

et	al.,	2019;	Zhang	et	al.,	2006),	 the	modulatory	role	of	D2R	signaling	needs	to	be	 further	

highlighted.	Along	these	lines,	it	is	tempting	to	speculate	that	alteration	of	cocaine-induced	

circadian	reprogramming	in	absence	of	D2R	might	also	occur	in	cocaine	abusers	where	the	

levels	of	D2R	are	dampened(Volkow	et	al.,	2001).	Notably,	the	full	D2R	knockout	mice	show	

heightened	intake	of	cocaine	as	measured	in	cocaine	self-administration	studies(Caine	et	al.,	

2002).	Since	the	iMSN-D2RKO	mice	show	multiple	features	of	the	full	D2R	knockout	mice,	it	

is	 tempting	 to	 speculate	 that	 they	might	 also	 self-administer	 higher	 amounts	 of	 cocaine.	

Future	studies	will	address	this	question.	

Our	findings	reveal	the	fundamental	role	of	D2R	in	circadian	physiology	of	the	brain’s	

reward	 system.	 D2R	 signaling	 plays	 a	 crucial	 role	 in	 the	 reprogramming	 of	 diurnal	

transcription	 driven	 by	 acute	 cocaine	 in	 the	 NAcc.	 Unsuspected	 to	 date,	 D2R-mediated	

signaling	triggers	a	regulatory	circuit	that	leads	to	PPARg	activation.	This	response	underlies	
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the	 cyclic	 activation	 of	 a	 large	 number	 of	 de	 novo	 oscillatory	 genes.	 These	 results	 well	

exemplify	the	complexity	underlying	the	effects	of	cocaine	in	the	brain	by	adding	a	member	

of	 the	 nuclear	 receptor	 family	 to	 the	 molecular	 circuitry	 previously	 implicated	 in	 the	

response	to	cocaine(Chandra	and	Lobo,	2017;	Everitt	and	Robbins,	2013;	Lobo	and	Nestler,	

2011;	Walker	et	al.,	2018;	Yager	et	al.,	2015).	Finally,	the	identification	of	the	PPARg	pathway	

as	 a	mediator	 of	D2R	 signaling	 represents	 an	 important	 promising	 target	 for	 the	 clinical	

treatment	of	drug	addiction.	

	

METHODS	

Animals	

iMSN-D2RKO	 mice	 were	 generated	 by	 mating	 D2Rflox/flox	 mice	 with	 D2Rflox/flox/D1R-CRE+/-	

mice(Anzalone	et	al.,	2012).	 In	D2Rflox/flox/D1R-CRE+/-	mice,	 the	DA	D1R	promoter	drives	the	

CRE	recombinase.	The	ability	of	this	CRE	to	eliminate	D2R	in	iMSNs(Anzalone	et	al.,	2012)	

resides	in	the	common	expression	of	D1R	and	D2R	in	embryonic	MSN	precursors(Aizman	et	

al.,	2000).	Absence	of	D2R	from	iMSNs	was	previously	shown	by	binding	analyses	on	striatal	

extracts	using	a	D2R-specific	3H-labeled	 ligand,	as	well	as	by	double	 in-situ	hybridization	

experiments	using	GAT1	as	marker	of	MSNs	and	D2R	exon	2	specific	probes(Anzalone	et	al.,	

2012).		

Mice	were	maintained	on	a	standard	12h	light/	12h	dark	cycle;	food	and	water	were	

available	ad	libitum	in	~25ºC	and	40-60%	humidity.	Animals’	care	and	use	was	in	accordance	

with	 guidelines	 of	 the	 Institutional	 Animal	 Care	 and	 Use	 Committee	 at	 the	 University	 of	

California,	Irvine.	Genotype	identification	was	performed	by	Southern	blot	and	PCR	analyses	

of	DNA	extracted	from	tails	biopsies.	
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Drugs	

Before	pharmacological	treatments,	mice	were	handled	for	at	least	3	days	for	5	min.	On	the	

day	 of	 the	 test,	 mice	 were	 habituated	 to	 the	 novel	 home	 cage	 for	 2	 hours	 and	 then	

administered	either	cocaine	or	saline.	Cocaine	(Sigma	Cat.	#C5776)	was	dissolved	in	saline	

(NaCl	 0.9%)	 and	 injected	 intraperitoneally	 (i.p.)	 at	 the	 dose	 of	 20	 mg	 kg-1.	 Pioglitazone	

(Cayman	Chemical	Cat.	#	71745)	was	dissolved	in	DMSO	to	have	a	stock	solution	of	10	mg	

mL-1.	Pioglitazone	solution	was	diluted	1:1	in	PBS	and	administered	2	hours	prior	to	either	

cocaine	or	saline	injection	by	oral	gavage	at	a	dose	of	60	mg	kg-1.	

	

Locomotor	activity	analysis	

Activity	 was	 measured	 on	 individually	 housed	 mice	 n=4-5/group	 for	 11	 days	 using	

Actimetrics	optical	beam	motion	detection	(Philips	Respironics).	Data	was	collected	using	

Minimitter	Vital	View	v5.0	data	acquisition	software	and	analyzed	through	Matlab	R2013a	

v9.7.0.1296695	software	and	Clocklab	software	v2.72.	

	

Quantitative	RT–PCR	

Striatum	 samples	 were	 homogenized	 in	 TRIzol	 lysis	 reagent	 (Thermo	 Fisher)	 following	

manufacturer’s	 instructions.	 Total	 RNA	 was	 reverse-transcribed	 using	 iScript	 Reverse	

Transcription	Supermix	(Biorad	Cat.	N.	1708840).	Gene	expression	was	analyzed	by	Real-

Time	 PCR	 (BIO-RAD	 Real-Time	 System;	 BIO-RAD	 CFX	 Manager	 Software	 v3.1)	 using	

SsoAdvanced	Universal	SYBR	Green	Supermix	(Biorad	Cat.	N.	172-5270).	The	sequences	of	

the	primers	used	for	RT-PCR	are	Kcnd1	Forward:	5’-TCCGTTTGGCAAAGAGTGGT-3’,	Kcnd1	

Reverse:	5’-AGCTCGTCTGTGAACTCGTG-3’;	Gabrd	Forward:	5’-GGCGCCAGGGCAATGAAT-3’,	
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Gabrd	 Reverse:	 5’-GTCAATGCTGGCCACCTCTA-3’;	 Adora2a	 Forward:	 5’-

TTCATCGCCTGCTTTGTCCT-3’,	 Adora2a	 Reverse:	 5’-AATGATGCCCTTCGCCTTCA-3’;	 Bmal1	

Forward:	 5’-GCAGTGCCACTGACTACCAAGA-3’,	 Bmal1	 Reverse:	 5’-

TCCTGGACATTGCATTGCAT-3’;	 Per1	 	 Forward:	 5’-ACCAGCGTGTCATGATGACATA-3’,	 Per1	

Reverse:	 5’-GTGCACAGCACCCAGTTCCC-3’;	 Dbp	 	 Forward:	 5’-

AATGACCTTTGAACCTGATCCCGCT-3’,	 Dbp	 Reverse:	 5’-GCTCCAGTACTTCTCATCCTTCTGT-

3’;	Cry1	Forward:	5’-CAGACTCACTCACTCAAGCAAGG-3’,	Cry1	Reverse	5’-

TCAGTTACTGCTCTGCCGCTGGAC-3’.	

	

RNA-seq	analysis	

RNA	 library	 preparation	 and	 sequencing	 were	 performed	 at	 the	 UCI	 Genomics	 High-

throughput	 Facility,	 University	 of	 California,	 Irvine.	 Briefly,	 total	 RNA	was	monitored	 for	

quality	 control	 using	 the	 Agilent	 Bioanalyzer	Nano	 RNA	 chip	 and	 Nanodrop	 absorbance	

ratios	for	260/280	nm	and	260/230	nm.	Library	construction	was	performed	according	to	

the	 Illumina	TruSeq®	Stranded	mRNA	Sample	Preparation	Guide.	The	 input	quantity	 for	

total	RNA	was	700	ng	and	mRNA	was	enriched	using	oligo	dT	magnetic	beads.	The	enriched	

mRNA	 was	 chemically	 fragmented	 for	 3	 minutes.	 First	 strand	 synthesis	 used	 random	

primers	and	reverse	transcriptase	to	make	cDNA.	After	second	strand	synthesis	the	ds	cDNA	

was	cleaned	using	AMPure	XP	beads	and	the	cDNA	was	end	repaired	and	then	the	3’	ends	

were	 adenylated.	 Illumina	 barcoded	 adapters	 were	 ligated	 on	 the	 ends	 and	 the	 adapter	

ligated	fragments	were	enriched	by	nine	cycles	of	PCR.	The	resulting	libraries	were	validated	

by	qPCR	and	sized	by	Agilent	Bioanalyzer	DNA	high	sensitivity	chip.	The	concentrations	for	

the	libraries	were	normalized	and	then	multiplexed	together.	The	multiplexed	libraries	were	
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sequenced	 on	 four	 lanes	 using	 single	 end	 100	 cycles	 chemistry	 on	 the	 HiSeq	 2500.	 The	

version	 of	HiSeq	 control	 software	was	HCS	 2.2.58	with	 real	 time	 analysis	 software,	 RTA	

v1.18.64.	 Sequence	 alignment	 was	 performed	 using	 TopHat	 v2.1.1	 while	 assembly	 and	

expression	estimation	was	done	using	Cufflinks	v0.12.1(Trapnell	et	al.,	2013).	Reads	were	

mapped	to	the	mouse	genome	mm10	and	expression	values	were	estimated	as	FPKM.	

DETAILS:	FASTQ	files	were	obtained	from	the	sequencing	facility	and	processed	through	the	

standard	Tuxedo	protocol(Trapnell	et	al.,	2013).	Reads	were	then	aligned	to	the	UCSC	mm10	

mouse	 reference	 genome	 using	 TopHat	 and	 Bowtie2	 v2.3.4.	 Assembled	 transcripts	were	

obtained	 via	 Cufflinks	 with	 the	 mm10	 reference	 annotation	 file.	 Genome	 assembly	 was	

obtained	 using	 Cuffmerge	 and	 expression	 levels	 (summarized	 to	 genes)	were	 calculated	

using	Cuffquant	and	then	normalized	via	Cuffnorm	to	FPKM	values.	For	each	condition,	24	

hr	time	series	data	from	six	time	points	with	three	replicates	each	were	collected.	In	total,	

expression	 levels	 of	 24138	unique	 genes	were	 considered	 for	 further	 analysis.	 Data	was	

further	split	to	pairwise	time	series	format	for	comparative	analysis	(e.g.	WT	Saline	vs	WT	

Cocaine	treatment,	KO	Saline	vs	KO	Cocaine	treatment	etc).	

	

Bioinformatics	and	pathway	analysis	

Bioinformatics	 analysis	was	 performed	 on	RNA-seq	 data	 using	 JTK_CYCLE(Hughes	 et	 al.,	

2010)	 v3.1	 and	 pipelines	 for	 CircadiOmics	 (circadiomics.ics.uci.edu)(Patel	 et	 al.,	 2012).	

Pathway	 analysis	 was	 performed	 using	 DAVID(Huang	 da	 et	 al.,	 2009)	 and	

Reactome(Fabregat	et	al.,	2017;	Sidiropoulos	et	al.,	2017)	software.		

Details:	 Statistical	 and	 bioinformatics	 analyses	 were	 performed	 based	 on	 pairwise	

comparisons,	 where	 the	 effect	 of	 cocaine	 treatment	 was	 analyzed	 while	 controlling	 the	
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genotype	or	the	difference	between	genotypes	(WT	or	KO)	were	compared	while	controlling	

the	 treatment.	Dixon’s	 test	was	performed	on	replicates	of	 transcriptomic	data	 to	reduce	

outlier	effects,	filtering	out	up	to	1	outlier	replicate	from	each	time	point.	For	transcriptomic	

data,	 genes	 with	 consistently	 low	 expression	 values	 (FPKM	 <	 1)	 were	 filtered	 out	 from	

further	 analysis	 to	 reduce	 noise.	 Time	 series	data	was	 then	 used	 to	 determine	 circadian	

behavior	 of	 genes	 using	 JTK_CYCLE,	 including	 the	 p-value	 for	whether	 the	 time	 series	 is	

considered	circadian,	 its	periodicity	(between	20-28	hrs),	amplitude	and	phase.	A	gene	 is	

considered	 circadian	 if	 its	 JTK_CYCLE	 p-value	 passed	 the	 cutoff	 of	 0.01.	 Heatmaps	 of	

circadian	transcripts	were	generated	using	the	R	package	gplots	v3.0.3,	where	the	values	on	

each	row	were	normalized	and	rows	were	sorted	by	the	JTK_CYCLE	phase.		

The	Database	for	Annotation,	Visualization	and	Integrated	Discovery	(DAVID)	pathway	and	

Reactome	analysis	tools	were	used	to	identify	enriched	KEGG	pathways	for	circadian	genes	

in	each	condition.	Pathways	were	ranked	by	the	number	of	genes	found	annotated	with	the	

pathway	 information	 or	with	 the	 negative	 natural	 log	 of	 p-values	 for	 enrichment,	which	

behave	similarly	to	z-scores	where	larger	values	indicate	higher	confidence.	

Putative	TFBS	 information	 from	MotifMap(Daily	et	al.,	2011)	were	used	to	determine	the	

enriched	 TFs	 in	 each	 condition.	 Fisher’s	 test	 was	 conducted	 comparing	 the	 relative	

abundance	 of	 binding	 sites	 in	 the	 promoter	 regions	 (-10000	 bps	 to	 +2000	 bps	 of	

transcription	 start	 site)	 of	 circadian	 genes	 in	each	 condition,	 as	 opposed	 to	 the	 genomic	

background	(defined	as	all	24138	genes	from	the	RNA-seq	data	with	FPKM	>	0	at	any	time	

point).	 In	 addition,	 a	 filtering	 parameter	 of	 BBLS>1,	 FDR<0.25	 was	 used	 to	 obtain	 high	

quality	 binding	 sites	while	 TFs	with	motifs	 that	 are	 too	 short	 or	 degenerate	 (more	 than	

50000	binding	sites	under	the	filtering	criteria)	were	removed	as	they	tend	to	be	unreliable.	
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TFs	 were	 ranked	 by	 the	 negative	 log	 of	 their	 Fisher	 p-values.	 Enrichment	 results	 from	

different	pairwise	comparisons	were	also	compared	in	a	meta-analysis	to	identify	condition-

specific	TFs,	in	particular	PPARg	which	was	found	to	be	exclusively	enriched	in	WT-Cocaine	

condition.	

PPARg	targeted	genes	were	filtered	using	a	combination	of	MotifMap	data	and	ChIP-

Seq	data	from	GSE64458(Soccio	et	al.,	2015).	Binding	sites	were	searched	within	a	smaller	

promoter	 region	 of	 -3000	 bps	 to	 +1000	 bps	 of	 the	 TSS	 while	 filtering	 parameters	 for	

MotifMap	 were	 kept	 the	 same	 as	 mentioned	 above.	 Other	 visualization	 and	 statistical	

analyses	were	performed	in	R	or	in	python	using	pandas	and	scikit-learn.	

	

Metabolomics	analysis	

Metabolomic	analyses	were	performed	using	p180	from	the	Biocrates	 facility	(Innsbruck,	

Austria).	Metabolite	levels	were	measured	at	ZT7	after	an	intraperitoneal	injection	of	saline	

or	cocaine	at	a	dose	of	20	mg	kg-1	at	ZT3,	5	replicates	each.		

Statistical	 and	 bioinformatics	 analyses	 were	 performed	 based	 on	 pairwise	

comparisons,	 where	 the	 effect	 of	 cocaine	 treatment	 was	 analyzed	 while	 controlling	 the	

genotype	or	the	difference	between	genotypes	(WT	or	KO)	were	compared	while	controlling	

the	 treatment.	Dixon’s	 test	was	 performed	 to	 reduce	 outlier	 effects,	 filtering	 out	up	 to	 1	

outlier	replicate	from	each	condition.	Heatmaps	for	the	metabolite	profiles	were	generated	

using	 the	 RStudio	 software.	 Row	 z-scores	 are	 displayed	 and	 were	 calculated	 using	 the	

‘heatmap.2’	function	of	the	gplots	package.	
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Immunohistochemistry	and	fluorescent	in	situ	hybridization	analysis	

Single	 immunostaining	 was	 performed	 on	 vibratome	 sections	 as	 described	

previously(Brami-Cherrier	 et	 al.,	 2005)	 using	 anti-	 PPARg	 antibody	 (1:1000;	 Novus	

Biotechnologies	Cat.	#NB120-19481).	Nuclei	staining	was	obtained	using	Draq7	(Biostatus,	

Cat#	DR70250).	 For	 quantifications,	 frames	of	 375x375	 µm/image	 (n=4)	were	 analyzed.	

ROIs	were	 drawn	 around	 individual	 cells	 using	 LASX	software	 v3.7.0	 (Leica);	mean	 gray	

values/cell	were	obtained	and	background	subtracted.		Double	 immunohistochemistry/in	

situ	hybridization	staining	were	obtained	using	striatal	sections	which	were	hybridized	with	

digoxigenin	 (DIG)-Enkephalin	 or	 (DIG)-D1R	 riboprobes	 (RNA	 labeling	 mix;	 Roche,	 Cat#	

11277073910)(Anzalone	et	al.,	2012).	After	incubating	the	probe	for	overnight	(ON)	at	60°C,	

sections	were	washed	with	PBS	(Phosphate	Buffered	Saline)	3	times	(5min),	permeabilized	

with	Triton	0.3%	in	PBS	(15	min),	blocked	with	normal	horse	serum	5%	for	1h	and	incubated	

ON	with	rabbit	PPARg	antibody	(1:1000)	at	4°C.	On	day	3,	after	3	washes	in	PBS,	sections	

were	incubated	for	1h	with	an	anti-rabbit	Alexa488	(1:600,	Life	technologies)	followed	by	

an	incubation	for	1h	with	anti–DIG-AP	(1:5000,	Roche)	antibody.	To	amplify	the	signal,	the	

HNPP	 (2-hydroxy-3-naphtoic	 acid-2’-phenylanilide	 phosphate)	 fluorescent	 Detection	 Set	

(Roche)	 was	 used.	 Quantifications	 were	 performed	 on	 confocal	 images	 (SP5,	 Leica)	 of	

coronal	striatal	slices	(3	slices/animal	and	3	brains/genotype/condition)	using	LASX	v3.7.0.	

The	number	of	MSNs	showing	the	induction	of	PPARg	was	quantified	in	frames	of	246x246	

µm/image	(n=3);	iMSNs	were	defined	as	the	number	of	PPARg+	and	Enkephalin+	cells	while	

dMSNs	as	PPARg+	and	D1R+	colocalizing	cells.	
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Chromatin	immunoprecipitation	

Chromatin	immunoprecipitation	(ChIP)	procedure	was	performed(Murakami	et	al.,	2016).	

Punches	of	striatum	from	frozen	brains	of	two	mice	were	pooled.	Tissue	was	minced	and	

double	crosslinked	with	DSG	for	20	min	and	1%	formaldehyde	for	10	min	followed	by	adding	

glycine	(0.125	M	final	concentration)	at	room	temperature	for	10	min.	After	homogenizing	

tissue	pellets	in	PBS,	1	ml	of	lysis	buffer	was	added.	Samples	were	sonicated	(20	cycles,	every	

cycle:	30	sec	ON	/	30	sec	OFF,	power	high)	to	generate	200-500	base	pairs	fragments	and	

centrifuged	at	14000g	at	4oC.	Supernatants	were	diluted	in	a	dilution	buffer	(1.1%	Triton	

X100,	1.2	mM	EDTA,	16.7	mM	Tris-HCl,	167	mM	NaCl).	The	diluted	chromatin	was	incubated	

with	2	mg	of	anti-	PPARg	antibody	(Abcam	Cat.	#	ab41928),	overnight	at	4oC.	To	monitor	the	

specificity	of	ChIP	assays,	samples	were	also	immunoprecipitated	with	a	specific-antibody	

isotype	matched	control	 immunoglobulin	(IgG).	10ul	of	Dynabeads	Protein	G	(Invitrogen,	

Cat.	#	10003D)	were	added	to	the	supernatant	and	incubated	for	2	hrs	at	4oC.	Beads	were	

recovered,	washed	in	low	salt	buffer,	high	salt	buffer,	LiCl	buffer,	followed	by	washing	in	TE	

for	three	times.	Elution	buffer	(300	mM	NaCl,	0.5%	SDS,	10	mM	Tris-HCl,	5mM	EDTA)	was	

added	to	the	washed	beads,	treated	with	RNase	at	37oC	for	2	hrs	and	Proteinase	K	at	65oC	

overnight.	Equal	amount	of	Phenol-Chloroform-Isoamyl	alcohol	was	added	to	the	samples	

and	 the	 aqueous	 phase	 was	 recovered.	 DNA	was	 precipitated	 by	 adding	 100%	 Ethanol,	

NaOAc	and	glycogen	and	kept	at	-20oC	overnight.	Samples	were	centrifuged	at	14000g	for	

30	min	at	4oC	and	washed	with	70%	ethanol	followed	by	centrifugation	at	14000g	for	30	min	

at	 4oC.	 Quantitative	 PCRs	 were	 performed	 using	 SsoAdvanced	 Universal	 SYBR	 Green	

Supermix	(Biorad	Cat.	N.	172-5270),	according	to	the	manufacturer’s	protocol.	Primers	used	

for	 ChIP	 analysis	 by	 RT-PCR:	 Kcnd1	 Forward:	 5’-CTCACGAGGCTAGGCAGTTC	 	 -3’,	 Kcnd1	
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Reverse:	5’-CCTTGATCGGGTGACTTGTT	-3’;	Gabrd	Forward:	5’-	CTGTTCACCTGCAATCAGGA-

3’,	 Gabrd	 Reverse:	 5’-	 	 GGTCTGCCCTTGAGAAATGA	 -3’;	 Adora2a	 Forward:	 5’-	

AAAGATGTGGGGGAGGAGTC	-3’,	Adora2a	Reverse:	5’-		TTGCCCTTTATCGGAGCTAA	-3’.	

	

Prostaglandins	PGJ2	analysis	

15-deoxy-Δ12,14-PGJ2	 Elisa	 KIT	 (Enzo	 Life	 Sciences	 Cat.	 #	 ADI-900-023)	 was	 used	 to	

determine	 striatal	 Prostaglandin	 J2	 concentration.	 ELISA	 tests	were	 performed	 following	

manufacturer’s	instructions.	Samples	were	prepared	as	follows:	striatal	punches	of	the	NAcc	

were	minced	in	Phosphate	buffer	and	the	solution	was	then	acidified	by	addition	of	HCl	(2M)	

to	pH	3.5.	Samples	were	centrifuged	and	the	supernatant	was	passed	through	a	C18	column	

(Pierce)	and	eluted	with	20µl	of	ethyl	acetate.	After	evaporation	(O/N,	RT),	samples	were	

reconstituted	in	250µl	of	Assay	Buffer	and	used	for	the	Elisa	assay.	

	

Additional	statistical	analyses	

For	all	non-circadian	statistics,	data	were	analyzed	either	by	Student’s	t-test,	or	by	two-	or	

three-way	ANOVA	(GraphPad	Prism8.3.0),	followed	by	Tukey’s	or	Bonferroni’s	post	

hoc	analyses,	as	appropriate.	Statistical	significance	was	assigned	with	p-value	<	0.05.	For	

circadian	analysis,	JTK_Cycle	was	used	with	a	p-value	<	0.01	cutoff.	

	

RESOURCE	AVAILABILITY	

The	GEO	accession	number	for	the	RNA-seq	data	set	reported	in	this	paper	is	GSE142657	

(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE142657).	 RNA-seq	 data	 was	

used	for	Figure	2,	Figure	3,	and	Figure	4,	and	Supplementary	Figures	1-4.	UCSC	mm10	mouse	
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reference	genome	was	used	for	alignment.	All	the	transcriptomic	data	associated	with	this	

work	 is	 publicly	 available	 on	 the	 resource	 circadiomics.ics.uci.edu.	 PPARg	 	 ChIP-seq	 data	

used	 for	 Figure	 4	 was	 downloaded	 from	 GEO,	 accession	 number	 GSE64458	

(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE64458)	(Soccio	et	al.,	2015).	

	

ACKNOWLEDGEMENTS	

We	 thank	 all	 the	 members	 of	 the	 Sassone-Corsi	 and	 Borrelli	 laboratories	 for	 scientific	

discussion	and	technical	assistance.	We	also	thank	Siwei	Chen	for	computational	assistance.	

We	greatly	appreciate	Melanie	Oakes,	Christophe	Magnan,	Seung-Ah	Chung	and	Valentina	

Ciobanu	 at	 the	 UCI	 Genomics	 High-Throughput	 Facility.	 R.G.L.	 was	 supported	 by	 the	

University	of	California,	Irvine	School	of	Medicine	Dean’s	Fellowship	and	the	Dr.	Lorna	Carlin	

Scholar	Award.	M.C.	was	supported	by	predoctoral	fellowships	from	the	National	Institutes	

of	Health	(NIH)	(GM117942)	and	the	American	Heart	Association	(17PRE33410952).	P.T.	by	

Human	 Frontier	 Science	 Program	LT	000576/2013.	 This	work	was	 supported	 by	 grants	

from	NIH	(DA	035600	to	E.B.	and	P.S.-C.)	and	by	the	French	Institut	National	de	la	Santé	et	

de	la	Recherche	Médicale	(INSERM).	

	

AUTHOR	CONTRIBUTIONS	

K.B.-C.,	R.G.L.,	M.C.,	and	P.T.	performed	the	experiments	and	analyzed	the	data.	Y.L.	and	P.B.	

performed	the	bioinformatics	analysis.	P.S.-C.	and	E.B.	designed	the	study,	analyzed	the	data	

and	wrote	the	manuscript.	

	

	



80	
	

DECLARATION	OF	INTERESTS	

The	authors	declare	no	conflicts	of	interests.	

	 	



81	
	

FIGURES	

 

	

Figure	2.1	Effects	of	acute	cocaine	on	circadian	clock	genes	

a,	Schematic	of	the	experimental	design	in	b.	b,	Actograms	of	24	h	locomotor	activity	in	12h-
Light/12h-Dark	 cycles	 in	 WT	 (n=5)	 and	 iMSN-D2RKO	 mice	 (n=4)	 during	 the	 4	 days	
preceding	and	following	cocaine	administration.	Cocaine	(20	mg	kg-1,	i.p.)	was	given	once	at	
ZT3	on	day	4	(red	arrowheads	in	1a	and	1b).	c,	Locomotor	activity	analyses	from	b	in	WT	
(circles)	and	iMSN-D2RKO	(squares)	mice.	Graphical	representation	of	the	number	of	beam	
breaks/min/circadian	time	(ZT)	during	the	days	preceding	(Pre-Cocaine;	left)	or	following	
cocaine	injection	(Post-Cocaine;	right).	d,	Total	beam	breaks	per	phase	in	WT	(circles)	(n=5)	
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and	iMSN-D2RKO	(squares)	(n=4);	inactive	phase	(Light),	active	phase	(Dark),	Pre-cocaine	
(two-way	 ANOVA,	 Genotype:	 F(1,	 14)	 =	 27.31,	 p=0.0001;	 Time:	 F(1,	 14)	 =	 52.41,	 p<0.0001;	
Interaction:	F(1,	14)	=	15.20,	p=0.0016)	and	Post-cocaine	(two-way	ANOVA,	Genotype:	F(1,	14)	
=	18.15,	p=0.0008;	Time:	F(1,	14)	=	31.86,	p<0.0001;	Interaction:	F(1,	14)	=	12.01,	p=0.0038).	
Tukey’s	 multiple	 comparison	 test	 p-values	 as	 indicated.	 e,	 Left:	 The	 mean	 change	 in	
counts/min	at	each	time	point	in	pre-cocaine	vs	post-cocaine	time	in	WT	(circles)	and	iMSN-
D2RKO	(squares).	Right:	same	as	e)	left,	but	represented	as	percent	change	during	the	light	
(ZT0-11)	and	dark	(ZT12-23)	phases.	f,	Schematic	of	the	circadian	experimental	design	in	g.	
Mice	were	injected	with	cocaine	(20	mg	kg-1,	 i.p)	at	ZT3	and	NAcc	samples	were	collected	
every	4	hours	following	cocaine	injection	at	ZT	3,	7,	11,	15,	19	and	23	(arrows).	g,	Expression	
of	core	clock	and	clock-controlled	genes:	Bmal1,	Cry1,	Dbp,	and	Per1	in	WT	saline	(Sal;	red	
circles)	or	cocaine	(Coc;	blue	squares)	and	iMSN-D2RKO	(Sal;	yellow	upward	triangles)	or	
(Coc;	green	downward	triangles)	analyzed	by	quantitative	real-time	PCR	(n=3/genotype).	
(three-way	ANOVA;	For	statistics	see	Table	3.S1).	Data	are	presented	as	mean	values	±	SEM.	
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Figure	3.2	Cocaine	rewires	the	striatal	circadian	transcriptome	in	WT	mice	

a,	Venn	diagram	representing	the	striatal	rhythmic	genes	in	saline	and	cocaine	treated	WT	
mice	(n	=	3,	JTK_Cycle,	cutoff	p<0.01).	b,	Radar	plots	representing	the	phase	analysis	of	genes	
whose	expression	is	circadian	in	both	saline	(Sal)	and	cocaine	(Coc)	treated	mice	(left)	and	
genes	exclusively	circadian	in	saline	or	cocaine	conditions	(right).	c,	Heat	maps	representing	
genes	 significantly	 circadian	 (n=3,	 JTK_cycle,	 cutoff	 p<0.01)	 in	 saline-	 (left),	 in	 cocaine-
treated	mice	(right)	and	commonly	circadian	in	saline	and	cocaine	treated	mice	(middle).	
White	 and	 black	 bars	 indicate	 the	 light	 (ZT3,	 7,	 11)	 and	 dark	 (ZT15,	 19,	 23)	 timepoints	
respectively.	d,	Amplitude	analysis	of	striatal	transcripts	rhythmic	in	both	saline	(Sal)	and	
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cocaine	(Coc)	injected	mice.	The	percentage	of	genes	with	amplitude	higher,	lower	or	equal	
to	 saline	 condition	 is	 reported.	 e,	 DAVID	 Gene	 Ontology	 Biological	 Process	 analysis	 of	
circadian	genes	oscillating	in	saline	only	(left),	both	(middle)	and	cocaine	only	(right).	Bar	
charts	represent	the	-Log10(p-value)	of	each	enriched	term.	The	number	of	genes	identified	
in	each	pathway	is	shown	in	parenthesis.		
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Figure	3.3	D2R	ablation	from	iMSN	reorganizes	the	striatal	circadian	transcriptome	

a,	Venn	diagram	of	striatal	oscillating	genes	in	saline	treated	WT	and	iMSN-D2RKO	mice	(n	
=	3,	JTK_Cycle,	cutoff	p<0.01).	b,	Radar	plots	displaying	the	phase	analysis	of	genes	whose	
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expression	is	exclusively	circadian	in	WT	mice	(left)	or	in	iMSN-D2RKO	saline-treated	(Sal)	
mice	(right).	 	c,	Heat	maps	of	genes	significantly	circadian	(n=3,	 JTK_Cycle,	cutoff	p<0.01)	
only	in	WT	(left)	or	in	iMSN-D2RKO	(right)	saline-treated	mice.	White	and	black	bars	indicate	
the	 light	 (ZT3,	 7,	 11)	 and	 dark	 (ZT15,	 19,	 23)	 timepoints	 respectively.	 d,	 DAVID	 Gene	
Ontology	Biological	Process	analysis	of	circadian	genes	oscillating	in	saline	WT	only	(left)	
and	 in	saline	 iMSN-D2RKO	only	(right).	Bar	charts	represent	 the	-Log10(p-value)	of	each	
enriched	term.	The	number	of	genes	identified	in	each	pathway	is	shown	in	parenthesis.	e,	
Venn	diagram	of	striatal	oscillating	genes	in	cocaine	treated	WT	and	iMSN-D2RKO	mice	(n	=	
3,	 JTK_Cycle,	 cutoff	 p<0.01).	 f,	 Radar	 plots	 displaying	 the	 phase	 analysis	 of	 genes	whose	
expression	 is	 exclusively	 circadian	 in	WT	 (left)	 or	 in	 iMSN-D2RKO	 cocaine-treated	 (Coc)	
mice	 (right).	g,	Heat	maps	of	 genes	 significantly	 circadian	 (n=3,	 JTK_Cycle,	 cutoff	p<0.01)	
only	 in	WT	 (left)	 or	 in	 iMSN-D2RKO	 (right)	 cocaine-treated	mice.	White	 and	 black	 bars	
indicate	the	light	(ZT3,	7,	11)	and	dark	(ZT15,	19,	23)	timepoints	respectively.	h,	DAVID	Gene	
Ontology	Biological	Process	analysis	of	circadian	genes	oscillating	in	cocaine	WT	only	or	in	
cocaine	iMSN-D2RKO	only.	Bar	charts	represent	the	-Log10(p-value)	of	each	enriched	term.	
The	number	of	genes	identified	in	each	pathway	is	shown	in	parenthesis.		
 

 

	  



87	
	

 

	

Figure	3.4	Cocaine-driven	de	novo	oscillation	of	PPARg	target	genes	

a,	Comparison	of	transcription	factor	binding	site	(TFBS)	analysis	between	WT	saline	(Sal),	
WT	cocaine	(Coc),	 iMSN-D2RKO	saline,	and	 iMSN-D2RKO	cocaine.	The	charts	report	 the	-
Log10(p-value).	b,	Venn	diagram	representing	the	rhythmic	PPARg	target	transcripts	after	
cocaine	treatment	in	WT	and	iIMSN-D2RKO	mice	(n	=	3,	JTK_Cycle,	cutoff	p<0.01).	c,	Heat	
map	displaying	PPARg	target	genes	oscillating	only	in	WT	cocaine-treated	mice	compared	to	
iMSN-D2RKO	 cocaine-treated	mice	 (n=3,	 JTK_Cycle,	 cutoff	 p<0.01).	White	 and	 black	 bars	
indicate	the	light	(ZT3,	7,	11)	and	dark	(ZT15,	19,	23)	timepoints	respectively.	d,	Radar	plots	
displaying	 the	 phase	 analysis	 of	 PPARg	 target	 genes	 whose	 expression	 is	 exclusively	
circadian	 in	WT	 cocaine-treated	 (Coc)	 mice.	 e,	 DAVID	 Gene	 Ontology	 Biological	 Process	
analysis	of	oscillatory	PPARg	target	genes	in	cocaine-treated	WT	mice	(n=3,	JTK_Cycle,	cutoff	
p<0.01).	Bar	 charts	 represent	 the	 -Log10(p-value)	of	 each	enriched	 term.	The	number	of	
genes	identified	in	each	pathway	is	shown	in	parenthesis.	
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Figure	3.5	Cocaine-induced	nuclear	PPARg	is	impaired	in	iMSN-D2RKO	mice	
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a,	Immunolabeling	of	PPARg	and	nuclei	on	striatal	sections	of	saline	and	cocaine	treated	WT	
and	 iMSN-D2RKO	mice.	 Scale	bar:	25	µm.	b,	Quantification	of	 the	 fluorescent	 intensity	of	
PPARg	 immunolabeling	 in	WT	 and	 iMSN-D2RKO	mice	 treated	 with	 saline	 (Sal;	 WT:	 red	
circles;	 iMSN-D2RKO:	yellow	upward	triangles)	or	cocaine	(Coc;	WT:	blue	squares;	 iMSN-
D2RKO:	green	downward	triangles).	Data	were	analyzed	by	two-way	ANOVA	using	the	mean	
±	SD	of	 intensity/cell	 for	each	biological	replicate	(n=4/group)	(Genotype:	F(1,	12)	=	8.458,	
p=0.0131;	 Treatment:	 F(1,	 12)	 =	 91.23,	 p<0.0001;	 Interaction:	 F(1,	 12)	 =	 12.81,	 p=0.0038),	
Tukey’s	 multiple	 comparison	 test.	 c,	 Quantification	 of	 PPARg	 positive	 neurons	 with	 the	
indicated	 treatment	 (n=3/group).	 Significance	 was	 calculated	 using	 two-way	 ANOVA	
(Genotype:	F(1,	8)	=	16.87,	p=0.0034;	Treatment:	F(1,	8)	=	54.77,	p<0.0001;	Interaction:	F(1,	8)	=	
3.474,	p=0.0993)	Tukey’s	multiple	comparison	test.	d,	Double	in-situ/immunofluorescence	
for	Enkephalin	 (Enk)	or	D1R	mRNA	and	PPARg	 protein	 in	 cocaine	 treated	WT	and	 iMSN-
D2RKO	mice.	Scale	bar:	50	µm.	e,	Percentage	of	PPARg-	and	Enk-	or	D1R-positive	cells	 in	
cocaine	and	saline	treated	WT	and	iMSN-D2RKO	mice	(Enk:	n=3/group;	D1R:	n=3	WT	Sal,	
n=3	 WT	 Coc,	 n=3	 iMSN-D2RKO	 Sal,	 n=4	 iMSN-D2RKO	 Coc).	 Two-way	 ANOVA	 (Enk:	
Genotype:	F(1,	8)	=	0.1782,	p=0.6841;	Treatment:	F(1,	8)	=	18.69,	p=0.0025;	Interaction:	F(1,	8)	=	
10.53,	 p=0.0118;	 D1R:	 Genotype:	 F(1,	 9)	 =	 7.117,	 p=0.0257;	 Treatment:	 F(1,	 9)	 =	 0.06215,	
p=0.8087;	Interaction:	F(1,	9)	=	0.1943,	p=0.6697).	Tukey’s	multiple	comparison	test.	Data	in	
c	and	e	are	presented	as	mean	values	±	SEM.	
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Figure	3.6	PPARg	signaling	is	altered	in	iMSN-D2RKO	mice	
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a,	Heatmap	of	the	180	metabolites	analyzed	in	WT	and	iMSN-D2RKO	mice,	either	saline	or	
cocaine-treated	(n=5/group).	Metabolites	were	measured	at	ZT7	after	saline	or	cocaine	was	
injected	at	ZT3.	Classes	of	metabolites	measured	are	indicated	on	the	right.	b,	Prostaglandin	
PGJ2-type	(15-deoxy-Δ12,14-PGJ2)	concentration	assessed	by	enzyme-linked	immunosorbent	
assay	(ELISA)	at	ZT7	in	WT	and	iMSN-D2RKO	mice	treated	with	saline	(Sal:	WT,	red	circles;	
iMSN-D2RKO,	yellow	upward	triangles)	or	cocaine	(Coc:	WT,	blue	squares;	 iMSN-D2RKO,	
green	downward	 triangles)	 (n=5/group/genotype).	Two-way	ANOVA	(Genotype:	F(1,	16)	=	
0.1696,	 p=0.0008;	 Treatment:	 F(1,	 16)	 =	 7.719,	 p=0.0134;	 Interaction:	 F(1,	 16)	 =	 0.6034,	
p=0.4486).	Tukey’s	multiple	comparison	test	p-values	as	indicated.	c,	Circadian	expression	
of	selected	PPARg	 target	genes	Adora2a,	Kcnd1,	Gabrd	as	determined	by	quantitative	real	
time	PCR	(n=3/group).	WT	Sal	(red	circles),	WT	Coc	(blue	squares),	iMSN-D2RKO	Coc	(green	
downward	 triangles).	 	Two-way	ANOVA	Adora2a	WT	Sal	 vs	WT	Coc:	Treatment:	F(1,	24)	=	
4.372,	 p=0.0473;	 Time:	 F(5,	 24)	 =	 4.253,	 p=0.0065;	 Interaction:	 F(5,	 24)	 =	 3.983,	 p=0.0090;	
Adora2a	WT	Coc	vs	iMSN-D2RKO	Coc:	Genotype:	F(1,	24)	=	0.4260,	p=0.5201;	Time:	F(5,	24)	=	
7.429,	p=0.0002;	Interaction:	F(5,	24)	=	4.363,	p=0.0058;	Kcnd1	WT	Sal	vs	WT	Coc:	Treatment:	
F(1,	 24)	 =	 10.98,	 p=0.0029;	 Time:	 F(5,	 24)	 =	 6.118,	 p=0.0009;	 Interaction:	 F(5,	 24)	 =	 1.640,	
p=0.1878;	Kcnd1	WT	Coc	vs	iMSN-D2RKO	Coc:	Genotype:	F(1,	24)	=	5.302,	p=0.0303;	Time:	F(5,	
24)	 =	 4.360,	 p=0.0058;	 Interaction:	 F(5,	 24)	 =	 2.743,	 p=0.0426;	Gabrd	 	WT	 Sal	 vs	WT	 Coc:	
Treatment:	F(1,	24)	=	2.940,	p=0.0993;	Time:	F(5,	24)	=	2.690,	p=0.0456;	Interaction:	F(5,	24)	=	
2.124,	p=0.0972;	Gabrd		WT	Coc	vs	iMSN-D2RKO	Coc:	Genotype:	F(1,	24)	=	15.59,	p=0.0006;	
Time:	F(5,	24)	=	5.308,	p=0.0020;	Interaction:	F(5,	24)	=	3.961,	p=0.0092.	Bonferroni’s	multiple	
comparison	test	p-values	as	indicated.	d,	Chromatin	recruitment	of	PPARg	at	PPAR	response	
element	(PPRE)	binding	site	contained	in	Adora2a	(p=0.0361;	WT	Coc	(blue	squares)	n=5,	
iMSN-D2RKO	Coc	(green	downward	triangles)	n=5,	IgG	(grey	X’s)	n=2),	Kcnd1	(p=0.0252;	
WT	Coc	n=5,	n=4	iMSN-D2RKO	Coc,	IgG	n=2)	and	Gabrd	promoters	(p=0.1549;	WT	Coc	n=5,	
iMSN-D2RKO	Coc	n=4,	IgG		n=2.	unpaired	Student’s	t-test.	Data	are	presented	as	mean	values	
±	SEM.		
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Figure	3.7	Pharmacological	activation	of	PPARg	restores	PPARg	signaling	iMSN-
D2RKO	mice	
	
a,	Schematic	representation	of	the	experimental	design,	arrowheads	indicate	the	time	and	
treatment	 of	 Pioglitazone	 (blue)	 and	 Cocaine	 treatments	 (red).	b,	 Expression	of	 selected	
PPARg	target	genes	Adora2a,	Kcnd1,	and	Gabrd	as	determined	by	quantitative	real	time	PCR	
at	ZT7	and	ZT19	in	presence	or	absence	of	Pioglitazone	(60	mg	kg-1)	prior	to	saline	or	cocaine	
(20	mg	kg-1)	(Adora2a	ZT7:	Genotype:	F(1,	25)	=	2.003,	p=0.1693;	Treatment:	F(3,	25)	=	4.682,	
p=0.0099;	Interaction:	F(3,	25)	=	2.479,	p=0.0845	(Vehicle	and	Saline:	WT	n=6,	iMSN-D2RKO	
n=5;	 Vehicle	 and	 Cocaine:	WT	 n=5,	 iMSN-D2RKO	 n=4;	 Pioglitazone	 and	 Saline:	WT	 n=3,	
iMSN-D2RKO	 n=3;	 Pioglitazone	 and	 Cocaine:	 WT	 n=3,	 iMSN-D2RKO	 n=4);	 Kcnd1	 ZT7:	
Genotype:	F(1,	34)	=	26.20,	p<0.0001;	Treatment:	F(3,	34)	=	20.05,	p<0.0001;	Interaction:	F(3,	34)	
=	3.130,	p=0.0383	(Vehicle	and	Saline:	WT	n=6,	iMSN-D2RKO	n=7,	Vehicle	and	Cocaine	WT	
n=7,	iMSN-D2RKO	n=7;	Pioglitazone	and	Saline:	WT	n=3,	iMSN-D2RKO	n=4,	Pioglitazone	and	
Cocaine	 WT	 n=4,	 iMSN-D2RKO	 n=4);	 Gabrd	 ZT7	 Genotype:	 F(1,	 29)	 =	 7.445,	 p=0.0107;	
Treatment:	 F(3,	 29)	 =	 11.26,	 p<0.0001;	 Interaction:	 F(3,	 29)	 =	 3.378,	 p=0.0315	 (Vehicle	 and	
Saline:	 WT	 n=6,	 iMSN-D2RKO	 n=5,	 Vehicle	 and	 Cocaine:	 WT	 n=6,	 iMSN-D2RKO	 n=6;	
Pioglitazone	 and	 Saline:	WT	 n=4,	 iMSN-D2RKO	 n=4;	 Pioglitazone	 and	 Cocaine:	WT	 n=3,	
iMSN-D2RKO	n=3);	Adora2a	ZT19:	Genotype:	F(1,30)	=	1.352,	p=0.2540;	Treatment:	F(3,	30)	=	
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2.071,	p=0.1250;	Interaction:	F(3,	30)	=	1.406,	p=0.2603	(Vehicle	and	Saline:	WT	n=6,	iMSN-
D2RKO	n=6;	Vehicle	and	Cocaine:	WT	n=5,	iMSN-D2RKO	n=7;	Pioglitazone	and	Saline:	WT	
n=3,	iMSN-D2RKO	n=3;	Pioglitazone	and	Cocaine	WT	n=4,	iMSN-D2RKO	n=4);	Kcnd1	ZT19:	
Genotype:	F(1,	34)	=	1.903,	p=0.1767;	Treatment:	F(3,	34)	=	0.7013,	p=0.5578;	Interaction:	F(3,	
34)	=	0.3919,	p=0.7596	(Vehicle	and	Saline:	WT	n=6,	iMSN-D2RKO	n=7;	Vehicle	and	Cocaine	
WT	n=7,	iMSN-D2RKO	n=7;	Pioglitazone	and	Saline:	WT	n=4,	iMSN-D2RKO	n=3;	Pioglitazone	
and	Cocaine:	WT	n=4,	iMSN-D2RKO	n=4);	Gabrd	ZT19	Genotype:	F(1,	32)	=	0.09598,	p=0.7587;	
Treatment:	F(3,	32)	=	0.8134,	p=0.4959;	Interaction:	F(3,	32)	=	0.8259,	p=0.4893	(Vehicle	and	
Saline:	 WT	 n=6,	 iMSN-D2RKO	 n=7;	 Vehicle	 and	 Cocaine	 WT	 n=6,	 iMSN-D2RKO	 n=6;	
Pioglitazone	and	Saline	WT	n=3,	iMSN-D2RKO	n=4;	Pioglitazone	and	Cocaine:	WT	n=4,	iMSN-
D2RKO	n=4)).	Tukey’s	multiple	comparison	test	p-values	as	indicated.	Data	are	presented	as	
mean	 values	 ±	 SEM.	 c,	 Simplified	 overview	 depicting	 D2R-mediated	 cocaine	 effect	 on	
circadian	transcription	of	PPARg	target	genes	through	PPARg	activation	by	prostaglandins	
(PGJ2).	Dopamine	(DA)	activation	of	D2R	stimulates	Phospholipase	A2	(PLA2)	converting	
phosphatidylcholine	(PC)	to	lysophosphatidylcholine	(Lyso	PC)	and	arachidonic	acid	(AA);	
AA	is	later	converted	into	Prostaglandin	(PGJ2).	PGJ2	induces	PPARg	nuclear	translocation	
and	transcriptional	activation.	
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Figure	3.S1	Pathway	analyses	in	WT	and	iMSN-D2RKO	mice	

a-c,	Reactome	Pathway	analysis	of	circadian	genes	oscillating	in	saline	only	a,	cocaine	only	
b,	and	both	c.	Bar	charts	represent	the	-Log10(p-value)	of	each	enriched	term.	The	number	
of	genes	identified	in	each	pathway	is	shown	in	parenthesis.		
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Figure	3.S2	Phase	and	pathway	analyses	in	WT	and	iMSN-D2RKO	saline-treated	mice	
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a,	Radar	plots	representing	the	phase	analysis	of	genes	whose	expression	is	circadian	in	both	
WT	 and	 iMSN-D2RKO	 saline-treated	 (Sal)	 mice.	 b,	 Heat	 maps	 representing	 genes	
significantly	circadian	(n=3,	JTK_cycle,	cutoff	p<0.01)	in	both	WT	and	iMSN-D2RKO	saline-
treated	mice.	White	and	black	bars	indicate	the	light	(ZT3,	7,	11)	and	dark	(ZT15,	19,	23)	
timepoints	respectively.	c,	Amplitude	analysis	of	NAcc	transcripts	rhythmic	in	“both”	WT	and	
iMSN-D2RKO	saline-treated	mice.	The	percentage	of	genes	with	amplitude	higher,	lower	or	
equal	to	WT	is	reported.	d	and	e,	Reactome	Pathway	analysis	of	circadian	genes	oscillating	
in	 WT	 only	 d,	 and	 iMSN-D2RKO	 only	 e,	 saline-treated	 mice.	 Bar	 charts	 represent	 the	 -
Log10(p-value)	of	each	enriched	term.	The	number	of	genes	identified	in	each	pathway	is	
shown	in	parenthesis.	f,	DAVID	Gene	Ontology	Biological	Process	analysis	of	circadian	genes	
oscillating	 in	 both	WT	 and	 iMSN-D2RKO	 saline-treated	 mice.	 Bar	 charts	 represent	 the	 -
Log10(p-value)	 of	 each	 enriched	 term.	 g,	 Reactome	 Pathway	 analysis	 of	 circadian	 genes	
oscillating	 in	 both	WT	 and	 iMSN-D2RKO	 saline-treated	 mice.	 Bar	 charts	 represent	 the	 -
Log10(p-value)	of	each	enriched	term.	The	number	of	genes	identified	in	each	pathway	is	
shown	in	parenthesis.		
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Figure	3.S3	Phase	and	pathway	analyses	in	WT	and	iMSN-D2RKO	cocaine-treated	mice	
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a,	Radar	plots	representing	the	phase	analysis	of	genes	whose	expression	is	circadian	in	
both	WT	and	iMSN-D2RKO	cocaine-treated	(Coc)	mice.	b,	Heat	maps	representing	genes	
significantly	circadian	(n=3,	JTK_cycle,	cutoff	p<0.01)	in	both	WT	and	iMSN-D2RKO	
cocaine-treated	mice.	White	and	black	bars	indicate	the	light	(ZT3,	7,	11)	and	dark	(ZT15,	
19,	23)	timepoints	respectively.	c,	Amplitude	analysis	of	striatal	transcripts	rhythmic	in	
“both”	WT	and	iMSN-D2RKO	cocaine-treated	mice.	The	percentage	of	genes	with	amplitude	
higher,	lower	or	equal	to	WT	is	reported.	d	and	e,	Reactome	Pathway	analysis	of	circadian	
genes	oscillating	in	WT	only	d,	and	iMSN-D2RKO	only	e,	cocaine-treated	mice.	Bar	charts	
represent	the	-Log10(p-value)	of	each	enriched	term.	The	number	of	genes	identified	in	
each	pathway	is	shown	in	parenthesis.	f,	DAVID	Gene	Ontology	Biological	Process	analysis	
of	circadian	genes	oscillating	in	both	WT	and	iMSN-D2RKO	cocaine-treated	mice.	Bar	charts	
represent	the	-Log10(p-value)	of	each	enriched	term.	g,	Reactome	Pathway	analysis	of	
circadian	genes	oscillating	in	both	WT	and	iMSN-D2RKO	cocaine-treated	mice.	Bar	charts	
represent	the	-Log10(p-value)	of	each	enriched	term.	The	number	of	genes	identified	in	
each	pathway	is	shown	in	parenthesis.		
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Figure	3.S4	Pathway	analysis	of	PPARg	target	genes	in	WT	cocaine-treated	mice	

Reactome	pathway	analysis	of	oscillatory	PPARg	 target	genes	 in	cocaine-treated	WT	mice	
(n=3,	JTK_Cycle,	cutoff	p	<	0.01).	Bar	charts	represent	the	-Log10(p-value)	of	each	enriched	
term.	The	number	of	genes	identified	in	each	pathway	is	shown	in	parenthesis.		
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TABLE	

Table	3.S1	Statistics	for	Figure	3.1g		

Bmal1 SS DF MS F (DFn, DFd) P value 

Time 1.811 5 0.3622 F (5, 48) = 6.805 P<0.0001 

Treatment 0.1942 1 0.1942 F (1, 48) = 3.649 P=0.0621 

Genotype 0.2022 1 0.2022 F (1, 48) = 3.798 P=0.0572 

Time x Treatment 0.4559 5 0.09119 F (5, 48) = 1.713 P=0.1497 

Time x Genotype 0.2632 5 0.05264 F (5, 48) = 0.9889 P=0.4345 

Treatment x Genotype 0.1025 1 0.1025 F (1, 48) = 1.926 P=0.1716 

Time x Treatment x Genotype 0.1459 5 0.02917 F (5, 48) = 0.5481 P=0.7389 

Cry1 SS DF MS F (DFn, DFd) P value 

Time 1.743 5 0.3487 F (5, 48) = 5.429 P=0.0005 

Treatment 0.006013 1 0.006013 F (1, 48) = 0.09362 P=0.7609 

Genotype 0.1796 1 0.1796 F (1, 48) = 2.796 P=0.1010 

Time x Treatment 0.3174 5 0.06349 F (5, 48) = 0.9885 P=0.4346 

Time x Genotype 0.08598 5 0.0172 F (5, 48) = 0.2678 P=0.9285 

Treatment x Genotype 0.1282 1 0.1282 F (1, 48) = 1.996 P=0.1641 

Time x Treatment x Genotype 0.17 5 0.034 F (5, 48) = 0.5294 P=0.7529 

Per1 SS DF MS F (DFn, DFd) P value 

Time 0.9461 5 0.1892 F (5, 48) = 6.215 P=0.0002 

Treatment 0.005365 1 0.005365 F (1, 48) = 0.1762 P=0.6765 

Genotype 0.3202 1 0.3202 F (1, 48) = 10.52 P=0.0022 

Time x Treatment 0.685 5 0.137 F (5, 48) = 4.500 P=0.0019 

Time x Genotype 0.1803 5 0.03607 F (5, 48) = 1.185 P=0.3307 

Treatment x Genotype 0.0006089 1 0.0006089 F (1, 48) = 0.02000 P=0.8881 

Time x Treatment x Genotype 0.08812 5 0.01762 F (5, 48) = 0.5789 P=0.7159 

Dbp SS DF MS F (DFn, DFd) P value 

Time 7.595 5 1.519 F (5, 48) = 6.853 P<0.0001 

Treatment 0.7277 1 0.7277 F (1, 48) = 3.283 P=0.0762 

Genotype 0.002965 1 0.002965 F (1, 48) = 0.01338 P=0.9084 

Time x Treatment 0.9625 5 0.1925 F (5, 48) = 0.8685 P=0.5092 

Time x Genotype 0.364 5 0.07281 F (5, 48) = 0.3285 P=0.8933 

Treatment x Genotype 0.0834 1 0.0834 F (1, 48) = 0.3763 P=0.5425 

Time x Treatment x Genotype 1.899 5 0.3799 F (5, 48) = 1.714 P=0.1495 
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Chapter	4	

	

Summary	and	Conclusions	

	

The	molecular	circadian	clock	is	a	complex	set	of	proteins	that	act	in	synchrony	to	regulate	

clock-controlled	gene	expression.	Recent	studies	have	provided	evidence	that	the	canonical	

clock	function	is	one	of	many	functions	provided	by	the	core	clock	proteins.	The	study	we	

have	 presented	 in	 Chapter	 2	 elucidates	 an	 unappreciated	 role	 for	 BMAL1	 in	 pre-rRNA	

processing.	In	a	multilevel	discovery,	we	have	found	that	BMAL1	holds	a	non-canonical,	non-

circadian	role.		Our	data	illustrates	BMAL1	localizes	to	the	nucleolus	and	its	absence	results	

in	 altered	 nucleolar	 structure	 displaying	 a	 larger	morphology	 and	 a	 reduced	 nucleoli-to-

nucleus	ratio.	Additionally,	we	have	identified	the	endogenous	BMAL1	nucleolar	interactome	

and	 characterize	 the	 specific	 interaction	 with	 the	 snoRNP	 nucleolar	 protein,	 NOP58.	 In	

association	with	 the	 snoRNP	 complex,	 BMAL1	 is	 required	 for	 the	 proper	 recruitment	 of	
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snoRNA,	Snord118,	to	regulate	proper	processing	of	the	36S	pre-rRNA	species.	Finally,	the	

misregulation	 of	 pre-rRNA	 maturation	 in	 the	 BMAL1-deficient	 cells	 results	 in	 reduced	

ribosome	biogenesis.		

Based	on	our	findings	it	is	tempting	to	propose	the	biological	significance	of	BMAL1	

in	 the	 nucleolus.	 Given	 the	 robust	 premature	 aging	 phenotype	 attributed	 to	 BMAL1	

(Kondratov	 et	 al.,	 2003),	 we	 believe	 a	 link	 can	 be	 made	 between	 the	 altered	 nucleolar	

structure	 we	 observe	 in	 our	 clock-deficient	 models	 to	 that	 of	 the	 enlarged	 nucleolar	

phenotype	observed	in	aging	models	(Tiku	and	Antebi,	2018).	Moreover,	we	define	a	BMAL1	

function	 that	 is	 non-circadian.	 Is	 this	 a	 function	 retained	 in	 the	 nucleolus	 from	 early	

developmental	 stages?	 The	 role	 of	 the	 circadian	 clock	 in	 embryonic	 stem	 cells	 remains	

elusive,	ESC	express	core	clock	proteins	but	lack	rhythmicity	and	circadian	activity	(Yagita	

et	al.,	2010).	Future	studies	are	required	to	address	these	proposals,	but	our	data	provide	

the	first	strong	evidence	of	novel	links	to	other	vital,	non-circadian,	non-canonical	roles	of	

circadian	clock	factors.		

In	Chapter	3	we	took	an	alternative	strategy	and	studied	the	effects	of	cocaine	on	the	

circadian	 clock	 in	 the	 brain’s	 reward	 system.	 We	 used	 mice	 lacking	 the	 dopamine	 D2	

receptor	 in	the	specific	D2R-expressing	medium	spiny	neurons	of	 the	nucleus	accumbens	

(iMSN-D2RKO).	WT	mice	and	littermate	iMSN-D2RKO	mice	were	treated	with	a	single	dose	

of	cocaine	at	 the	beginning	of	 the	 light	phase	(ZT3).	Cocaine	had	a	marginal	effect	on	the	

intensity	of	 locomotor	activity	 in	both	 the	WT	and	 iMSN-D2RKO	mice,	however	 the	mice	

maintained	a	circadian	rhythmic	behavior.	Similarly,	circadian	striatal	gene	expression	of	the	

core	clock	genes	was	virtually	unaltered	with	the	exception	of	Per2.	However,	global	RNA	

sequencing	analysis	in	the	NAcc	of	these	mice	revealed	substantially	greater	differences	in	
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the	circadian	transcriptome.	Only	20%	of	 the	WT	saline	oscillating	genes	were	conserved	

after	 cocaine	 treatment.	 On	 the	 other	 hand,	 about	 4%	 of	WT	 rhythmic	 genes	 were	 also	

rhythmic	in	the	saline	treated	iMSN-D2RKO	mice.	By	contrast,	in	the	cocaine	treated	mice,	

only	about	2%	of	genes	were	rhythmically	preserved	between	the	WT	and	 iMSN-D2RKO.	

Furthermore,	 this	 analysis	 compared	 the	 uniquely	 oscillating	 genes	 in	 each	 treatment-

genotype	condition	and	detected	genes	that	became	newly	oscillating	either	after	cocaine	

treatment	or	in	the	absence	of	D2R.	Motif	analysis	of	the	known	promoters	of	these	de	novo	

rhythmic	genes	uncovered	PPARg	as	a	key	transcription	factor	involved	in	cocaine-mediated	

gene	 rhythmicity	 with	 limited	 activation	 on	 the	 iMSN-D2RKO	 transcripts.	 Indeed,	 we	

visualized	the	nuclear	translocation	of	PPARg	in	iMSNs	of	cocaine	treated	WT	mice,	but	not	

in	the	iMSN-D2RKO	mice.	We	measured	the	activation	of	PPARg	first,	through	the	levels	of	

its	natural	ligand,	prostaglandin	(PGJ2).	Cocaine	increased	the	levels	of	PGJ2	in	the	WT	mice	

but	did	not	 increase	 the	abundance	of	 the	 ligand	 in	 the	 iMSN-D2RKO	mice.	 Secondly,	we	

measured	the	activation	and	expression	of	PPARg	target	genes,	we	found	cocaine	induced	

rhythmic	 gene	 expression	 only	 in	WT	mice	 and	 not	 in	 the	mice	 lacking	D2R.	 These	 data	

highlighted	the	role	of	D2R	in	the	circadian	reprogramming	response	to	cocaine.	To	bypass	

the	dopamine	receptor,	we	pharmacologically	activated	PPARg	with	pioglitazone	and	were	

able	to	rescue	the	response	to	cocaine	in	the	iMSN-D2RKO	mice.		

Our	 understanding	 of	 the	 detrimental	 consequences	 of	 drugs	 of	 abuse	 in	 various	

brain	 regions	 are	 extensively	 defined	 based	 on	 decades	 of	 research.	 However,	 the	 vast	

majority	 of	 the	 studies	 are	 limited	 to	 a	 single	 snapshot	 in	 time.	 In	 our	 study,	 we	 have	

extended	 our	 knowledge	 to	 encompass	 the	 effects	 of	 cocaine	 on	 multiple	 time	 points	

consisting	of	a	full	circadian	cycle,	allowing	us	to	distinguish	day	and	night	differences	in	the	
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NAcc.	 Still,	 many	 unanswered	 questions	 remain	 and	 will	 require	 follow-up	 studies.	 For	

example,	how	does	the	time	of	day	a	user	engages	in	drug	use	change	the	molecular	effects	

we	see	on	the	circadian	clock?	Treating	mice	with	cocaine	during	their	active	versus	rest	

phases	 are	 likely	 to	 elicit	 separate	 stressors	with	 differential	 response	 mechanisms.	 An	

epidemiological	study	also	indicates	the	timing	effects	can	differ	based	on	the	drug	of	abuse,	

caffeine,	 alcohol,	 cannabis,	 or	 cocaine	 (Gordon,	 2019).	 Furthermore,	 how	different	 is	 the	

rhythmic	 response	 in	 first	 time	 users	 compared	 to	 addicts?	 And	 how	 reversible	 is	 the	

reprogramming	we	 identified	 on	 the	 clock?	 Future	 studies	 are	 essential	 to	 untangle	 the	

complex	web	linking	drugs	of	abuse	and	the	circadian	clock.	Identifying	the	central	molecular	

mechanisms	will	 allow	 for	more	 targeted	 approaches	 to	 combating	 perturbations	 to	 the	

clock	in	drug	abuse	and	addition.	 	
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