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Abstract

This paper presents a theory of motivational anal-
ysis, the construction of volitional explanations to
describe the planning behavior of agents. We dis-
cuss both the content of such explanations, as well
as the process by which an understander builds the
explanations. Explanations are constructed from
decision models, which describe the planning pro-
cess that an agent goes through when considering
whether to perform an action. Decision models
are represented as erplanation patterns, which are
standard patterns of causality based on previous
experiences of the understander. We discuss the
nature of explanation patterns, their use in repre-
senting decision models, and the process by which
they are retrieved, used and evaluated.

1

In order to learn from experience, a reasoner must
be able to ezrplain what it does not understand.
When a novel or poorly understood situation is pro-
cessed, it is interpreted in terms of knowledge struc-
tures already in memory. As long as these struc-
tures provide expectations that allow the reasoner
to function effectively in the new situation, there is
no problem. However, if these expectations fail, the
reasoner is faced with an anomaly. The world is dif-
ferent from its expectations. In order to learn from
this experience, the reasoner needs to know why it
made those predictions. It also needs to explain why
the failure occurred, i.e., to identify the knowledge
structures that gave rise to the faulty expectations,
and to understand why its domain model was vio-
lated in this situation. Finally, it must store the new
experience in memory for future use. Explanation

Issues in explanation

*The research described was conducted while the
author was at Yale University, and supported by the
Defense Advanced Research Projects Agency and the
Office of Naval Research under contract N00014-85-
K-0108, and by the Air Force Office of Scientific Re-
search under contracts F49620-88-C-0058 and AFOSR-
85-0343.
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is a central issue in this process of understanding
and learning.

The construction of explanations is also known as
abduction, or inference to the best ezplanation. This
process is usually viewed as the chaining together
of causal inference rules in order to create a causal
chain, in which a proposed set of premises is shown
to be causally responsible for the event or fact being
explained. However, there are two problems with
this view.

The first problem is the familiar one of combi-
natorial explosion of inferences. Most explanation
programs create explanations by chaining together
inference rules that describe the causality of the do-
main. For example, PAM [Wilensky, 1978] used
a set of planning rules connecting together typi-
cal goals and plans of people, and chained them
together to form motivational explanations for ac-
tions observed in a story. However, this process
is very inefficient in complex domains, where the
causal chains may be several steps long.

The second problem is the evaluation of explana-
tions. Since the chaining process is seeking a con-
nection between two concepts, most theories use an
evaluation criterion based on the structural proper-
ties of this connection. For example, marker pass-
ing and spreading activation techniques (which are
often proposed as a solution to the combinatorial
explosion problem) usually judge the goodness of
an explanation by the length of the causal chain.
The shortest correct explanation is assumed to be
the “best” one. However, the definition of “best” is
dependent on the goals of the reasoner in forming
the explanation and not just on the length or cor-
rectness of the causal chain underlying the expla-
nation. In situations where there is no one “right”
explanation, the “best” explanation must be more
than a causal chain that describes the events in the
domain; it must also address the reason that an ex-
planation was required in the first place. This in
turn determines what the reasoner can learn from
the explanation.
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In addition to processing issues, a theory of expla-
nation must also address the content issues of the
nature and representation of explanations. What is
an explanation, and what kinds of knowledge does
it provide? What is the nature of the causal knowl-
edge that underlies volitional explanations? The an-
swers to these questions depend both on the expla-
nations that we desire to build, as well as on the
process that i1s used to build them.

This paper presents a theory of explanation based
on the claim that new explanations are built, not
by chaining inference rules together, but rather by
reusing explanations that have been encountered in
previous situations and are already known to the
system [Schank, 1986]. Our view raises several ques-
tions:

Content and representation: What kinds of
knowledge must an explanation provide? How
do we represent this knowledge? What kinds of
structures are used to represent explanations in
memory? What is the vocabulary out of which
these structures are built?

Retrieval: How do we find pre-stored explana-
tions in memory without having to try each one?

FEvaluation: How do we determine what kind of
explanation is needed, and which explanation is
the “best” one in a particular situation?

e Learning: How are explanations learned so that
they can be reused in the future? What happens
when pre-stored explanations don’t apply to the
current situation??

The theory presented here has been implemented
in the AQUA program, a story understanding pro-
gram which learns about terrorism by reading news-
paper stories about unusual terrorist incidents in
the Middle East. We will illustrate our ideas with
examples taken from this program. Further details
may be found in [Ram, 1987; Schank and Ram,
1988; Ram, 1989].

2 What is an explanation?

The need for an explanation arises when some ob-
served fact doesn’t quite fit into the reasoner’s world
model, i.e., the reasoner detects an anomaly. An ex-
planation is a knowledge structure that makes the
anomaly go away. To illustrate the nature of such a
structure, let us consider some candidate explana-
tions for the following story (New York Times, Nov
27, 1985, page A9) from the domain of the AQUA
program:

S-1: Suicide bomber strikes Israeli post in
Lebanon.

SIDON, Lebanon, November 26 — A teenage
girl exploded a car bomb at a joint post of Is-
raeli troops and pro-Israeli militiamen in southern

!These issues are beyond the scope of this paper.
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Lebanon today, killing herself and causing a num-
ber of casualties, Lebanese security sources said.

A statement by the pro-Syrian Arab Baath
Part named the bomber as Hamida Mustafa al-
Taher, born in Syria in 1968. The statement said
she had detonated a car rigged with 660 points of
explosives in a military base for 50 South Lebanon
Army men and Israeli intelligence and their vehi-
cles.

Why did Hamida go on the bombing mission?
(1) Because Lebanon is a Middle Eastern coun-
try.
(2) To destroy the Israeli military base.
(3) Because she was a religious fanatic.
(4) Because she didn’t realize she was going to
die during the mission.

Consider (1). This does not seem like an explana-
tion for S-1. The reason isn’t that (1) is false, but
rather that there seems to be no causal connection
between (1) and S-1. Thus it is not sufficient for
a proposed explanation to be true; an ezplanation
must be causally connected to the anomaly. It must
contain a set of premises and a causal chain link-
ing those premises to the anomalous proposition. If
the reasoner believes the premises, the proposition
ceases to be anomalous since the causal interactions
underlying the situation can now be understood.

However, not all causal structures are explana-
tions. For example, (2) is causally relevant to S-1,
but it still doesn’t feel like an explanation. To un-
derstand why, let us make the anomaly in S-1 ex-
plicit. The real question isn’t “Why did Hamida
go on the bombing mission?”, but rather one of the
following:

S-2: Why was Hamida willing to sacrifice her life
in order to destroy the Israeli military base?

S-3: Why did Hamida go on a mission that would
result in her own death?

The reason that explanation (2) feels strange is
that it misses the point of the question. If the point
is made explicit as in S-2, (3) is a possible expla-
nation for the anomaly. Alternatively, if the real
question is intended to be S-3, (4) is a possible ex-
planation. The point is that, in order to qualify as
an explanation, a causal description must address
the underlying anomaly.

To state this another way, an ezplanation must
address the failure of the reasoner to model the sit-
uation correctly. In addition to resolving the incor-
rect predictions, it must also point to the erroneous
aspect of the chain of reasoning that led to the in-
correct predictions. An explanation is useful if it
allows the reasoner to learn and to improve its per-
formance at its task; the claim here is that an ez-
planation must be both causal and relevant in order
to be useful. This is important in evaluating expla-
nations to determine the best one for a particular
situation.



3 Explanation patterns

An explanation is a causal chain that demonstrates
why the anomalous proposition might have occurred
by introducing a set of premises that causally lead
up to that proposition. There may be more than
one explanation for a situation, depending on the
question that the reasoner is interested in. For ex-
ample, if the system needs to explain the motiva-
tions behind the girl’s actions in story S-1, it may
build what we think of as the religious fanatic ezpla-
nation: The girl was a Moslem fanatic; she was so
determined to further the cause of her religion that
she was willing to die for it; and she believed that
destroying the military base would help her religious
cause.

The premise of this explanation is that the girl
was a religious fanatic. If the reasoner believes or
can verify the premises of an explanation, the con-
clusion is said to be explained. Explanations are
often verbalized using their premises. Thus in nor-
mal conversation this explanation would be stated
succinctly as “Because she was a religious fanatic.”
However, the real explanation includes the premises,
the causal chain, and any intermediate assertions
(such as the girl’s belief that the bombing would
help her religious cause) that are part of the causal
chain.

How might a reasoner construct such an expla-
nation? PAM [Wilensky, 1978] used a set of plan-
ning rules connecting typical goals and plans of peo-
ple, and chained them together to form explana-
tions such as the above. However, this is too inef-
ficient in complicated situations, where the causal
chains could be several steps long. To get around
this problem, AQUA uses pre-stored explanations
for stereotypical situations. These explanations rep-
resent standard patterns that are observed in these
situations, and hence are called ezplanation patterns
[Schank, 1986].

An explanation pattern (XP) is a stock expla-
nation for a stereotypical situation. For example,
religious fanatic does terrorist act is a standard XP
many people have about the Middle East terrorism
problem. One might think of them as the “scripts”
of the explanation domain.? When a reasoner en-
counters a situation for which it has a canned XP,
it tries to apply the XP to avoid detailed analysis
of the situation from scratch.

This approach is known as case-based ezplana-
tion, since previous cases or explanations known to
the reasoner are used to help in the construction

2Unlike scripts, however, XPs are flexible since they
contain a description of the causality underlying a sit-
uation in addition to a description of the situation it-
self. This allows XPs to be useful in novel situations,
while retaining the advantages of pre-stored structures
in stereotypical situations. The incremental elaboration
of XPs in novel situations is discussed in [Ram, 1989;
Ram, 1990b).
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of new explanations. Explanatory cases in AQUA
are based on the theory of explanation patterns de-
scribed by [Schank, 1986], to which we add a theory
of the representational structure and content of the
XPs used in story understanding.

Explanations can be divided into two broad cat-
egories, physical and volitional.

3.1

Physical explanations link events with the states
that result from them, and further events that
they enable, using causal chains similar to those
of [Rieger, 1975] and [Schank and Abelson, 1977].
Physical explanations answer questions about the
physical causality of the domain. For example, if the
system had never read a story about a car bombing
before, it might encounter an anomaly: “How can a
car be used to blow up a building?” The answer to
this question is a physical explanation:

Physical explanations

(1) A caris a physical object.

(2) A car can contain explosives.

(3) A car can be propelled by driving it.

(4) Explosives can be blown up by the sudden impact
of a car colliding with a building.

(5) A building can be blown up by blowing up explo-
sives in its immediate vicinity.

Thus the explanation is that the bomber drove
an explosive-laden car into the building, the impact
caused the explosives to detonate, which caused the
building to blow up.

3.2 Volitional explanations

Volitional explanations link actions that people per-
form to their goals and beliefs, yielding an un-
derstanding of the motivations of the characters.
For example, the system might detect a different
anomaly on reading story S-1, such as “Why would
someone commit suicide if they are not depressed?”
An explanation for this question, such as the reli-
gious fanatic explanation, must provide a motiva-
tional analysis of the reasons for committing sui-
cide. For this reason, volitional explanations are
also called motivational explanations. Although the
basic structure of volitional explanations is the same
as that of physical explanations, the vocabulary
used to represent the causal chain is very different.

Volitional explanations fall into two broad cate-
gories:

1. Abstract explanation patterns for why peo-
ple do things. These are standard high-level ex-
planations for actions, such as “Actor does action
because the outcome of action satisfies a goal of
the actor.”

2. Stereotypical explanation patterns. These
are specific explanations for particular situation,
such as “Shiite Moslem religious fanatic goes on
suicide bombing mission.”



For example, an explanation of type 1 for the sui-
cide bombing story could be “Because she wanted
to destroy the Israeli base more than she wanted
to stay alive.” An explanation of type 2 would be
simply “Because she was a religious fanatic.” The
internal causal structure of the latter explanation
could then be elaborated to provide a detailed mo-
tivational analysis in terms of explanations of the
first type if necessary.

Volitional explanations thus correspond to the
filling out of the “belief-goal-plan-action” chain
[Schank and Abelson, 1977; Wilks, 1977, Wilensky,
1978; Schank, 1986], although we need to expand
the vocabulary of this chain in order to model such
explanations adequately [Ram, 1989]. A volitional
explanation relates the actions in which the charac-
ters in the story are involved to the outcomes that
those actions had for them, the goals, beliefs, emo-
tional states and social states of the characters as
well as priorities or orderings among the goals, and
the decision process that the characters go through
in constdering their goals, goal-orderings and likely
outcomes of the actions before deciding whether to
do those actions. A detailed volitional explanation
involving the planning decisions of a character is
called a decision model, and is illustrated in figure 1.

Decision models provide a theory of motivational
coherence for stories involving volitional agents.
When a decision model is applied to the actions of
a given character in a story, it focusses attention on
faulty assumptions or inconsistencies identified in
the application of the decision model to the story.
These inconsistencies signal anomalies, which must
be explained by determining whether different parts
of the decision model (e.g., the goals of the agent,
his beliefs about the outcome, or his volition in de-
ciding to perform the action) are actually present
as assumed.

For example, the religious fanatic explanation is
based on the following decision model:3

1. Explains: Why volitional-agent A did a
suicide-bombing M, with results =

(1) death-state of A

(2) destroyed-state of target, a physical-

object whose owner is an opponent religious group.
2. Premises:

(1) A believes in the religion R.
(2) A is a religious-fanatic, i.e., A has high-
religious-zeal.
3. Internals:

(1) A is religious and believes in the religion R (an
emotional-state, perhaps caused by a social-
state, such as upbringing).

3Typewriter font represents actual vocabulary
items used by the AQUA program. Further details of
the representation may be found in [Ram, 1989].
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(2) A is strongly zealous about R (an emotional-
state).

(3) A wants to spread his religion R (a goal, initi-
ated by (1) and (2)).

(4) A places a high priority on his goal in (3), and
is willing to sacrifice other goals which we would
normally place above the religion goal (a goal-
ordering, initiated by (1) and (2)).

(5) A believes that performing a suicide bombing
against opponent religious groups will help him
achieve his goal in (3) (a belief or expected-
outcome).

(6) A knows that the performance of a suicide
bombing may result in a negative outcome for him
(an expected-outcome).

(7) A weighs his goals (3), goal-orderings (4), and
likely outcomes (5) and (6) (a consideration).

(8) A decides to do the suicide bombing M (a
decision, based on the considerations in (7)).

(9) A does the suicide bombing M (an action or mop,
whose actor is A).

(10) The suicide bombing has some outcome for A,
which is either positive or negative as viewed from
the point of view of A’s goals and goal-orderings (a
self-outcome).

The representation of the religious fanatic expla-
nation is shown in figure 2. The decision model has
the following components:

The outcome of an action: Every action results
in some set of states that may or may not be benefi-
cial to the people involved in that action, depending
on their goals at that time. The outcome of an ac-
tion, therefore, must be modelled from the point of
view of a particular volitional agent involved in that
action. The most common volitional participants
are actor and planner, but any role involving a
volitional agent must potentially be explained.

The decision process: Every agent involved in
an action makes a decision about whether to par-
ticipate in that particular volitional role (actor,
planner, object, etc.) in the action. Such deci-
sions represent the planning process that the agent
underwent prior to the action. A complete model
of this process requires a sophisticated vocabulary
of goals, goal interactions, and plans, such as that
of [Wilensky, 1983] or [Hammond, 1986]. There are
three basic kinds of decisions:

1. Choice: The agent chooses to participate or not
to participate in a given volitional role in some
action. The explanation must describe why he
made this choice.

2. Agency: The agent is :nduced to participate or
not to participate in a given volitional role in an
action. This i1s similar to the previous case in
that the agent “enters” the action of his own vo-
lition. The difference is that here the agent is act-
ing under the agency of another agent. Thus the
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Figure 1: The structure of volitional explanations.
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[
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A volitional-agent participates in some volitional-role

in a mop, which then results in an outcome (a collection of states). Prior to this, the volitional-agent un-
dergoes a decision process in which he considers his goals, goal-orderings and expected-outcome, which then
mentally-results in the volitional-role-relation being considered being true (in) or false (out) depending on

the outcome of the decision.

explainer must be able to model inter-agent in-
teractions [Schank and Abelson, 1977; Wilensky,
1983; Ram, 1984].

. Coercion: The agent is forced to participate
or not to participate in a given volitional role
in an action. This case arises when an agent
is physically coerced into participation or non-
participation.

Considerations in decisions: The system also
needs to reason about what an agent was consider-
ing as he made a particular decision. Considerations
model the goals and beliefs of an agent, along with
orderings among these goals and expected outcome
of the action being considered. Considerations are
composed of three constituents: (1) goals consid-
ered by the agent while deciding whether or not
to participate in an action, (2) goal-orderings,
the agent’s prioritization of these goals, and (3) the
expected-outcome: the agent’s beliefs about what
the outcome of the action is likely to be. This is
represented by the consider node in figure 1.
Each of these constituents may itself need to be
explained further. For example, the system might
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question the social or mental (e.g., emotional) states
that initiated a particular goal or goal-ordering
in an agent, or how a particular belief about the
outcome of an action came about. Explanations,
therefore, may need to be elaborated according to
the demands of the story and the goals of the sys-
tem.

4 Structure of explanation patterns

AQUA has several XPs indexed in memory, repre-
senting its causal knowledge of the terrorism do-
main. These XPs are represented as graph struc-
tures (as illustrated above) with four main compo-
nents:

1. PRE-XP-NODES: Nodes that represent what
is known before the XP is applied. One of these
nodes, the EXPLAINS node, represents the par-
ticular action being explained.

2. XP-ASSERTED-NODES: Nodes asserted by
the XP as the explanation for the EXPLAINS
node. These comprise the premises of the expla-
nation.

3. INTERNAL-XP-NODES: Internal nodes as-
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Figure 2: The religious fanatic explanation pattern. A is the agent, R his religion, M the action he chooses to do,
and GS and BS the good and bad outcomes for A as a result of doing that action. A volitionally chooses to perform
M knowing both outcomes, the death-state of A and the destroyed-state of the target.

serted by the XP in order to link the XP-
ASSERTED-NODES to the EXPLAINS node.

4. LINKS: Causal links asserted by the XP. These
taken together with the INTERNAL-XP-NODES
are also called the internals of the XP.

An explanation pattern states that the XP-
ASSERTED-NODES lead to the EXPLAINS node
(which is part of a particular configuration of PRE-
XP-NODES) via a set of INTERNAL-XP-NODES,
the nodes being causally linked together via the
LINKS (which in turn could invoke further XPs).
In other words, an XP represents a causal chain
composed of a set of nodes connected together us-
ing a set of LINKS (causal rules or XPs). The
“antecedent” (or premise) of this causal chain is
the set of XP-ASSERTED-NODES, the “internal
nodes” of the causal chain are the INTERNAL-
XP-NODES of the XP, and the “consequent” is
the EXPLAINS node. The difference between XP-
ASSERTED-NODES and INTERNAL-XP-NODES
is that the former are merely asserted by the XP
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without further explanation, whereas the latter have
causal antecedents within the XP itself.

5 The explanation cycle

An explanation-based understander must be able
to detect anomalies in the input, and resolve them
by building motivational and causal explanations
for the events in the story in order to understand
why the characters acted as they did, or why cer-
tain events occurred or did not occur. This pro-
cess characterizes both “story understanders” that
try to achieve a deep understanding of the stories
that they read, as well as programs that need to un-
derstand their domains in service of other problem-
solving tasks. Explanations are constructed by re-
trieving XPs from memory, applying them to the
situation at hand, and verifying or evaluating the
resulting hypotheses.

5.1 Anomaly detection

Anomaly detection refers to the process of identi-
fying an unusual fact that needs explanation. The



anomalous fact may be unusual in the sense that
it violates or contradicts some piece of information
in memory. Alternatively, the fact may be unusual
because, while there is no explicit contradiction, the
reasoner fails to integrate the fact satisfactorily in
its memory.

5.2 Explanation pattern retrieval

When faced with an anomalous situation, the rea-
soner tries to retrieve one or more explanation pat-
terns that would explain the situation. Ideally, an
XP should be indexed in memory such that it is re-
trieved only in those situations in which it is appli-
cable. But this is impossible in practice. For exam-
ple, consider the applicability conditions for “black-
mail.” In general, blackmail is a possible explana-
tion whenever “someone does something he doesn’t
want to do because not doing it results in something
worse for him.” But trying to show this in general
is very hard. Thus, in addition to general appli-
cability conditions, a reasoner must learn specific,
sometimes superficial, features that suggest possibly
relevant XPs even though they may not completely
determine the applicability of the XP to the situa-
tion. For example, a classic blackmail situation is
one where a rich businessman who 1s cheating on his
wife is blackmailed for money using the threat of ex-
posure. If one read about a rich businessman who
suddenly began to withdraw large sums of money
from his bank account, one would expect to think
of the possibility of blackmail. However, one does
not normally think of blackmail when one reads a
story about suicide bombing, although theoretically
it is a possible explanation.

AQUA indexes motivational XPs in memory us-
ing typical contexts in which the XPs might be en-
countered (situation indices), as well as character
stereotypes representing typical categories of peo-
ple to whom the XPs might be applicable (stereo-
type indices) [Ram, 1989]. The third type of index is
known as the anomaly indez or category indez. Re-
call that in addition to explaining the occurrence of
the event, it is important for the XP to address the
anomaly which arose from the failure of the reasoner
to model the situation correctly. Thus the type of
the anomaly provides an index to the type of XP
required to build an explanation. For example, if
the anomaly was one where an actor performed an
action that violated one of the actor’s own goals,
the reasoner might look for a “goal sacrifice” XP
(such as a religious fanatic sacrificing her life for
the cause of her religion), or an “actor didn’t know
outcome” XP (such as a gullible teenager not re-
alizing what the outcome of her action was going
to be). However, the category of goal sacrifice XPs
would be inappropriate for an anomaly in which the
actor failed to perform an action which only had a
good outcome for the actor; in this case, a “missed
opportunity” XP might be chosen.
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5.3 Explanation pattern application

Once a set of potentially applicable XPs is re-
trieved, the reasoner tries to use them to resolve
the anomaly. This involves instantiating the XPs,
filling in the details through elaboration and spec-
ification, and checking the validity of the final ex-
planations. An XP is instantiated by unifying the
EXPLAINS node of the XP with the description
of the situation being explained, and instantiating
the INTERNAL-XP-NODES and LINKS. If all the
PRE-XP-NODES and INTERNAL-XP-NODES of
the XP fit the situation, the hypothesis is appli-
cable. If the unification fails, the hypothesis is
rejected.*

5.4 Hypothesis verification and
evaluation

The final step in the explanation process is the con-
firmation or refutation of possible explanations, or,
if there is more than one hypothesis, discrimina-
tion between the alternatives. A hypothesis is a
causal graph that connects the premises of the ex-
planation to the conclusions via a set of interme-
diate assertions. At the end of this step, the rea-
soner is left with one or more alternative hypothe-
ses. Partially confirmed hypotheses are maintained
in a data dependency network called a hypothe-
sis tree, along with questions (unconfirmed XP-
ASSERTED-NODES) representing what is required
to verify these hypotheses.

There are five criteria for evaluating the goodness
of an explanation:

1. Believability: Does the system believe the XP
from which the hypothesis was derived? This is
not an issue when all XPs in memory are believed,
but for a program that learns new XPs, some of
which may be incomplete, the believability of the
XP is an important criterion in deciding whether
to believe the resulting hypothesis.

. Applicability: How well does the XP apply to
this situation? Did it fit the situation without
any modifications?

. Relevance: Does the XP address the underly-
ing anomaly? Does it address the knowledge goals
of the reasoner (i.e., does it allow the reasoner to
learn)?

. Verification: How definitely was the explana-
tion confirmed or refuted?

. Specificity: How specific is the XP? Is it ab-
stract and very general (e.g., a proverb), or is it
detailed and specific?

Intuitively, a “good” explanation is not necessar-
ily one that can be proven to be “true” (criterion

*There is also the possibility of modifying the hy-
pothesis to fit the situation [Schank, 1986; Kass et al.,
1986).



4), but also one that seems plausible (1 and 2), fits
the situation well (2 and 5), and is relevant to the
goals of the reasoner (criterion 3).

The relevance criterion is important if the expla-
nation is created for some purpose (and not as an
end in itself). The fact that the reasoner encoun-
tered an anomaly indicates a need to learn, which
could arise in several ways. The reasoner may not
have the knowledge structures to deal with a novel
situation, or the knowledge structures that the rea-
soner applies to the situation may be incomplete
or incorrect. The domain knowledge may be mis-
indexed in memory, i.e., the reasoner may have the
knowledge structures to deal with the situation, but
it may be unable to retrieve them since they are not
indexed under the cues that the situation provides.

When an explanation is built, the reasoner needs
to be able to identify the kind of processing error
that occurred and invoke the appropriate learning
strategy. For example, if an incomplete knowledge
structure is applied to a situation, the resulting pro-
cessing error represents both the knowledge that is
missing, as well as the fact that this piece of knowl-
edge, when it comes in, should be used to fill in the
gap in the original knowledge structure. Similarly,
if an error arose due to a mis-indexed knowledge
structure, the explanation, when available, should
be used to re-index the knowledge structure appro-
priately. The explanation is therefore constrained
by the needs of the learning process [Ram, 1990a).

6 Conclusion

Abduction, or inference to the best explanation, is a
central component of the reasoning process. Abduc-
tion is viewed, not as a process of chaining together
inference rules to produce causal chains, but rather
one of case-based reasoning from pre-stored causal
chains, known as explanation patterns, associated
with prior experiences in memory. This provides
a way to control the combinatorial explosion of in-
ferences, but introduces a new set of issues: the
content and representation of explanation patterns,
the types of indices used to retrieve XPs from mem-
ory, the evaluation of candidate hypotheses, and the
learning of new XPs.

Evaluation is facilitated by using anomaly charac-
terizations as retrieval indices for XPs. The “best”
explanation is not one that is the most “correct,”
if correctness is even measurable in the domain of
interest, but one that is most useful to the process
that is seeking the explanation. The anomaly de-
tection process provides retrieval cues that are used
to find explanation patterns that are likely to be
relevant to the anomaly.

These ideas have been explored in the AQUA pro-
gram, a computer model of the theory of question-
driven understanding. AQUA learns about terror-
ism by reading newspaper stories about terrorist in-
cidents in the Middle East. The requirements of this

205

task provided constraints on the theory of explana-
tion presented here.
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