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Atmospheric aerosols reduce visibility, adversely affect human health, and influence the cli-

mate. However, modeling the evolution of these systems is complicated by the large number

of species involved and their complex interactions in both the gas and particle phase. To

reduce this complexity, key species and generalized mechanisms of particle formation, growth

and evolution are sought to aid development of computationally-feasible regional and global

atmospheric models. These models, alongside simple, accurate measurement techniques for

particles and key gas-phase precursors, will improve predictions of the effects of changing

emissions on visibility, climate and human health.

This dissertation reports work identifying a new source of particles in the atmosphere, those

formed from methanesulfonic acid (MSA), amines and water. Experiments performed in an

aerosol flow reactor with MSA, water vapor, and dimethylamine or trimethylamine demon-

strate that this system rapidly forms particles, and that all three species (MSA, water and

amine) are required for significant particle formation. A simplified kinetics mechanism for

particle formation from this system was developed based on these experiments and theoret-

ical calculations of small clusters of these species, performed by the Gerber group. Predic-

tions of particle formation from this mechanism agree well with our measurements, making
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this computationally inexpensive calculation useful for large-scale atmospheric models. A

more comprehensive aerosol model is under development to test this mechanism while in-

corporating the effects of wall losses, coagulation between particles, and growth based on

particle-phase activity.

Predicting particle formation in the laboratory and the real atmosphere requires accurate

measurement techniques for the gas-phase precursors. A major limitation to many existing

techniques for measuring gas-phase amines is rapid loss of the analyte to instrument surfaces,

such as inlet tubing. A new technique for measuring gas-phase ammonia and amines was

developed that involves collection of the sample on weak ion-exchange resin in a cartridge

designed to minimize the exposure of the incoming sample to surfaces prior to uptake on the

resin. These cartridges are simultaneously extracted and analyzed by ion chromatography,

using a novel instrument configuration designed to lower the detection limit of this method

to the parts-per-trillion level in air for a 60 min sample. This technique using inexpensive,

reusable cartridges is shown to efficiently measure ammonia and three aliphatic amines.

Unlike MSA, ammonia and amines have high vapor pressures and must be neutralized to

remain in the particle phase. This opens the possibility of complex displacement reac-

tions between gas- and particle-phase ammonia and amine species. Experiments were per-

formed in collaboration with scientists at PNNL’s EMSL User Facility using the SPLAT-II

single-particle mass spectrometer to investigate the displacement of ammonia and amines

in ammonium- and aminium-methanesulfonate particles on addition of a different gas-phase

amine. The results suggest a complex system where the effects of particle-phase ammonium

or aminium on hygroscopicity and particle phase result in different degrees of displacement

by gas-phase amines.

The work presented here will aid in the development and evaluation of regional and global

atmospheric models, by identifying and quantifying new sources of particles, understanding
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complex reactions affecting particle growth, and facilitating simple, accurate measurements

of gas-phase particle precursors in the field.
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Chapter 1

Introduction

Particulate matter is ubiquitous in the atmosphere and has a variety of natural and anthro-

pogenic sources. These particles reduce visibility1, have be shown to adversely affect human

health,2–6 and influence the climate through their ability to scatter and absorb radiation and

act as cloud condensation nucleii (CCN).7–9

In regard to human health effects, ambient particulate matter has been linked to increased

mortality rates,10 cardiovascular disease,4 pulmonary function problems (especially among

asthmatics),2 and increases the risk of lung cancer.3 There is evidence that even short term

exposure to elevated levels of particulate matter carries significant health risks.2 Quantifying

the impact of particulate matter on human health is an open area of research as adverse

health effects have been shown to depend not just on particle size, but also on particle

composition.11,12

The effects of aerosol particles on climate are equally complex. The extent to which particles

scatter and absorb radiation and their ability to act as CCN are dependent on their num-

ber, size and composition,7,9,13 making this a difficult system to model.14 Indeed, the effect
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of aerosol particles on radiative forcing remains the largest uncertainty in global climate

models.8

Detailed understanding of the formation, growth, composition and physical properties of

particulate matter is therefore essential to determining their effects on human health and

understanding the trajectory of climate change. However, modeling the evolution of atmo-

spheric aerosol systems is complicated by the large number of species involved and their

complex interactions in both the gas and particle phase. To reduce this complexity, key

species and generalized mechanisms of particle formation and growth are sought to aid in

the development of computationally-feasible regional and global atmospheric models. The

goal of this work is to characterize an as-yet unexplored source of atmospheric aerosol par-

ticles, those formed from the gas-phase reaction of methanesulfonic acid (MSA, CH3SO3H),

amines and water, to develop a simple model for particle formation from this system, and

to determine the effects of these species on further particle growth.

1.1 New Particle Formation

Aerosol particles are emitted directly (primary sources) and are formed in the atmosphere

by condensation of gas-phase species (secondary sources). In fact, 30-50% of particles that

act as CCN are thought to form from these secondary sources.15,16 However, few gas-phase

species have sufficiently low vapor pressure to react to form a stable cluster.15,17,18 Sulfuric

acid has long been recognized as a key species in the initial formation of particles in the

atmosphere, and gas-phase sulfuric acid concentrations are generally well-correlated with

new particle formation events19–31, with temperature and relative humidity (RH) having

important affects on particle formation.30,32 Despite its key role, models of new particle

formation based solely on binary nucleation of sulfuric acid and water often under-predict the
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number of particles formed in the atmosphere.30,33,34 This suggests a role for co-condensing

species and/or alternate sources of new particles.

Ammonia and more recently amines have been identified as potentially important co-con-

densing species with sulfuric acid. Ammonia, with concentrations that can reach the ppm

level in the atmosphere,35 has been shown to enhance particle formation from sulfuric

acid.36–39 Amines, despite much lower atmospheric concentrations than ammonia, have a

greater enhancing effect on sulfuric acid nucleation,34,37,40–42 and are present along with sul-

fate in ambient particles during nucleation events.43 Amines have been shown to contribute

to particle formation and growth through both acid-base reaction as well as by forming low-

volatility oxidation products when reacted with atmospheric oxidants.44,45 As such, they are

increasingly being seen as important contributors to new particle formation, and inclusion

of amines in models of new particle formation brings results closer in line with atmospheric

observations.40 Other co-condensing species, such as several atmospherically relevant organic

compounds, have been investigated and shown to enhance particle formation from sulfuric

acid,46 while others have been shown to not lead to such an enhancement.47

MSA is routinely detected in the particle phase,48–57 and has been identified as an important

species in particle growth.58 There are indications that the role of MSA in particle growth

is particularly important for small newly-formed particles, as particle-phase MSA has been

observed to be enhanced relative to sulfate in particles < 100 nm in diameter in field mea-

surements.48,55,56 While uptake of MSA onto particles is rapid,59 its contribution to further

growth may involve complicated interfacial reactions.58

In contrast to sulfuric acid, much less is known about the contribution of MSA to new particle

formation, despite its role in particle growth and the fact that it has similar sources and

ambient concentrations as sulfuric acid,51,60 as will be discussed in more detail below. While

particle nucleation from MSA and water vapor has been previously studied and shown to not

be significant compared to the sulfuric acid/water system,29,61 an investigation of nucleation
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rates for MSA with ammonia and amines had not previously been carried out. Field studies

have shown, however, a moderate correlation between methanesulfonate and diethylamine

in the particle phase over the ocean53 and amines are known to react with other gas-phase

acids, such as nitric and sulfuric acids, to form particles.34,37,40,44

1.1.1 Gas-Phase Precursor Sources

1.1.1.1 MSA

MSA is formed alongside sulfuric acid in the oxidation of organosulfur compounds such as

dimethyl sulfide (DMS) and methyl mercaptan and is widespread in the atmosphere.7,59,62–68

These reduced-sulfur species are emitted primarily from biological activity in the oceans

in large quantities,69–74 with DMS alone accounting for about half of the natural sulfur

emissions globally.73,74 There are also inland sources of these reduced sulfur species,75–80 and

indications of unidentified MSA sources, possibly including animal sources.52

Organosulfur compounds such as DMS are oxidized in the atmosphere by a variety of at-

mopsheric oxidants including OH and NO3, among others in both the gas and particle

phase.59,62–68,81–84 The competition between OH oxidation during the day and NO3 oxida-

tion at night affects both average DMS concentrations and the time of day when peak daily

DMS concentrations are observed in going from clean to more polluted environments.50,73,74

In clean environments, the oxidation by OH during the day is rapid enough to lead to large

diurnal variations in DMS concentrations which peak in the early morning and reach a mini-

mum by mid-afternoon.73,74 However in more polluted areas, NO3 night-time oxidation shifts

these diurnal variations such that DMS concentrations peak at noon and reach a minimum

at night.50
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Gas-phase concentrations of MSA in the atmosphere have been measured from < 104 up

to 107 molecules cm-3.50,51,60,85,86 The yield of MSA from organosulfur oxidation varies with

a variety of factors including oxidizing species and the presence of organics,59,62,68,82,87 and

has been reported to be many times that of sulfuric acid under certain conditions.82 MSA

concentrations have been observed to range from 6-100% relative to sulfuric acid in the

marine coastal environment.51 The MSA/sulfate ratio in particles has been measured to be

between 0.02 and 0.93, with the lowest ratios near the equator and the highest off the coast of

Antarctica.52 In polluted areas, oxidation of DMS by NO3 at night becomes more important,

for which MSA/sufuric acid yields have been measured at 1.2 – 3.0.59

1.1.1.2 Ammonia and Amines

Ammonia and amines are ubiquitous in the atmosphere and have a wide variety of both

biogenic and anthropogenic sources.35,77,88–99 Relative concentrations of gas- and particle-

phase ammonia and amines vary with season,89,100 temperature,89,100 and molecular mass

of the amine species.100 The largest source of atmospheric ammonia in the U.S. is livestock

emissions, but industrial sources, fertilizers, soil and vehicle emissions also contribute.89

For amines, important sources include agricultural operations,101–105 coal combustion,100

ocean biota,88,90 biomass burning,88,106 and release from carbon capture and storage devices

that use amines to trap CO2, which could become a more important source of atmospheric

amines and ammonia as the technology becomes more widely adopted.88,107–111 Methylamine

(MA; CH3NH2), dimethylamine (DMA; (CH3)2NH) and trimethylamine (TMA; (CH3)3N)

are among the most prevalent amines in the atmosphere, with estimated global emission

rates of 285± 78 Gg N a-1 for the three amines combined, while annual emissions of NH3 are

(5±3)×104 Gg N a-1.88,105 However amine concentrations vary widely in the atmosphere, with

background concentrations of several ppt or lower, but reaching > 100 ppb near sources.88
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In addition to their ability to contribute to new particle formation through acid-base reac-

tions, amines react rapidly with atmospheric oxidants such as OH, NO3 and O3.44,88,107,111–114

These oxidation reactions along with gas-to-particle conversion result in short atmospheric

lifetimes for gas-phase amines,88 which when coupled with variations in source strength,

windspeed and direction leads to widely variable atmospheric amine concentrations.88,115

1.1.2 Experimental Techniques

Potential sources of new particles have been investigated by field measurement and laboratory

experiments. In both cases, measurement of gas-phase precursor concentrations as well as

particle number, size and composition are often required and a variety of techniques are

employed to accomplish this challenging set of measurements.

Particle concentrations are measured by scanning mobility particle sizers (SMPS) and/or

condensation particle counters (CPC) and used to determine particle formation rates for a

certain set of experimental or ambient conditions.20,32,116–119 Detection limits of CPC sys-

tems can be lowered by optimizing conditions and choosing an approriate working fluid.120–122

And, some commericially available ‘booster’ CPCs have recently become available, including

a particle size magnifier (PSM) which is used to lower the detection limit of the CPC to ∼1.5

nm and has been used in several nucleation studies.32,41 Particle composition measurements

have been made using particle-into-liquid samplers (PILS) coupled with ion chromatography

(IC),68, ambient-ion-monitor ion chromatography (AIM-IC)123, aerosol time-of-flight mass

spectrometry (ATOFMS),43,57 and single particle laser ablation time-of-flight mass spectrom-

etry (SPLAT-II).124,125 However, composition measurements of ambient particles are not well

suited for investigating particle formation as they typically measure particles >50-100 nm

in diameter,43 where the contribution to particle mass by species involved in forming the

initial cluster are dwarfed by the subsequently condensing species. Recently, techniques have
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been developed that are capable of sampling small clusters containing only a few molecules

and measuring their composition by mass spectrometry in an effort to learn more about

the earliest steps in particle formation. These include the cluster chemical ionization mass

spectrometer (cluster CIMS),122,126,127 and fourier transform ion cyclotron resonance mass

spectrometry (FTICR-MS) with surface-induced dissociation.128

In the atmosphere, particle formation from gas-phase precursors usually occurs in bursts,

often associated with low temperature, high RH and low background aerosol concentration.30

In field measurements, new particle formation events are identified based on particle number

concentration measurements. Correlations between gas-phase species concentrations and

these events are used to identify important precursor species and quantify particle formation

from these sources.43 31 Composition measurements of small (< 10 nm) ambient particles

have also been successfully used to identify key precursor species.42 This approach has led to

the development of several parameterizations of particle formation in the atmosphere, based

on, e.g., nucleation theory or the kinetics of cluster formation.20,126,129

In the laboratory, many studies of particle formation and growth involve either static cham-

ber39,40,44,68,118,130–132 or flow-reactor26,29,32,37,61,117,119,133–135 experiments. In static chamber

experiments, gas-phase species are introduced into a large Teflon68 or stainless steel118 cham-

ber and allowed to react to form particles. These experiments require measurement tech-

niques with fast time resolution as the system evolves quickly once the gas-phase species are

introduced. Flow reactors are less demanding with respect to fast time resolution. In these

systems, measurements made at a fixed distance from where the gas-phase species are intro-

duced correspond to a specific reaction time after the system reaches a steady state.134 While

wall-losses are a concern in both chamber and flow reactor experiments,136,137 decreasing the

surface-to-volume ratio has been used to reduce the effects of wall loss in both systems.118,134

Theoretical calculations of the energetics and dynamics of formation of small clusters as

well as their structures have proven indispensable in understanding the formation of small
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clusters in the atmosphere.40,128,138–148 These calculations have been performed for a variety

of charged and neutral clusters of sufuric acid or MSA with ammonia, amines and water,

and have provided insight into both cluster formation processes and ammonium-aminium

exchange in small clusters.128,138,149 These techniques are capable of exploring important

processes that are beyond the scope of measurement techniques, such as identifying when

proton transfer occurs, and how structure, especially near the interface, may affect further

cluster growth.138,149 Their results are integral to several models of particle formation, in-

cluding the one presented in this work.149

1.2 Ammonia and Amine Measurement Techniques

The relatively recent identification of amines as important species in new particle formation

has highlighted the need for quantitative data on amine sources and ambient concentrations.

Even ammonia concentrations, for which more data are available, are difficult to accurately

predict due to the multiple factors influencing emissions from any particular source.89 A

variety of techniques for measuring atmospheric ammonia and amines have been described in

the literature. These include both on-line mass spectrometric techniques for gas- or particle-

phase samples as well as off-line techniques. Off-line measurement typically involves: (1)

collection of the gas- and/or particle-phase ammonia and amines, (2) extraction, sometimes

followed by derivatization, (3) separation by chromatography and (4) detection. In some

cases, these steps are automated (e.g., in the PILS technique150–152 and in the AIM-IC123).

Several on-line particle mass spectrometers have been developed capable of measuring par-

ticle composition (including ammonium and aminium species) along with physical parti-

cle properties (e.g. size, morphology, density).44,153–155 These include ATOFMS,44,153,154

SPLAT-II-MS,125,156–158 cluster CIMS,126,127 and FTICR-MS with surface-induced dissoci-

ation,128 as mentioned previously. On-line gas-phase ammonia and amine measurements
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have been performed by chemical ionization mass spectrometry,159,160 ambient pressure pro-

ton transfer MS,161 and proton-transfer-reaction mass spectrometry (PTR-MS)75,107,162–164

among others.115,165

In off-line techniques, particle-phase ammonium and aminium can be collected on a Teflon

filter100 or by condensational growth in a chamber supersaturated with water followed by

impaction.150–152 Filter samples are typically extracted with an acidic solution.100 An impor-

tant limitation to the filter technique for separating gas- and particle-phase amines involves

the equilibrium often established between gas- and particle-phase ammonia and amines (e.g.,

in NH4NO3 particles(7 which may act to alter the composition of particles collected on the

filter as the samples are collected.166

Off-line gas-phase measurements of ammonia and amines typically involve collection onto

a substrate (e.g., activated charcoal167 or an acid-impregnated glass fiber filter168). Alter-

nately, pure gas-phase samples or those that have been filtered to remove particulates can

be bubbled through an acidic solution,100,101,105,169 or a whetted glass frit170 to collect the re-

maining gas-phase ammonia and amines. Diffusion based techniques for sampling gas-phase

ammonia have also been developed.171

Samples in solution are often derivatized to aid detection.100,101,170,172,173 For example, sam-

ples in aqueous solution can be extracted with chloroform and bis-2-ethylhexylphosphate

followed by reaction with isobutylchloroformate to form the isobutyloxycarbonyl amine

derivatives100. Formation of an indophenol complex which is measured spectrometrically

has been developed for NH3,174,175 as have various techniques involving the formation of

1-sulfonatoisoindole followed by fluorescence measurement.176,177

Separation and detection of ammonia and amine samples or their derivatives are performed

by gas chromatography (GC)100,101,105,169,178,179 coupled with mass spectrometry,100 flame

ionization,167,178 high-pressure liquid chromatography (HPLC) with fluorescence170,172 or
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electrochemical detection173 or IC with conductivity detection.35,90,150–152,171,180,181 Deriva-

tized amines have also be detected using UV-VIS spectrometry.101 At higher concentrations

(>ppm), gas-phase amines have been detected using metalloporphyrin foils and UV-VIS

spectroscopy.182 Other techniques exist for more exotic environments.183 For atmospheric

ammonia measurement techniques, several inter-comparison studies, in both field and labo-

ratory settings, have been reported in the literature.92,184–189

An important limitation to many existing techniques for measuring ammonia and amines is

deposition of the gas-phase analyte onto instrument surfaces prior to measurement, which

varies with the compound.190 Also, it has recently been shown that amines are irreversibly

taken up onto surfaces that have been exposed to a gas-phase acid, forming a non-volatile

salt.191 As a variety of acids and acid precursors are present in the atmosphere, this loss may

have a significant effect on measurement efficiency for instrumentation where the gas-phase

sample is in contact with surfaces such as tubing prior to measurement, even when these

surfaces are heated.

1.3 Amine Displacement and Particle Growth

Relative to most atmospheric species, sulfuric acid and MSA have low vapor pressures and

have both been predicted to displace other acids, such as HCl, in aerosol particles.192,193 In

contrast, ammonia and amines have relatively high vapor pressures and need to be neutral-

ized by acids to remain in the particle phase.34 It has been shown that this neutralization of

acidic particles, especially at small sizes, has large effects on further particle growth.194 The

requirement that ammonia and amines must be neutraliezd by acid to remain condensed

opens the possibility for competition between ammonia and amine species for limited ‘space’

in the particle phase. Thus, MA, DMA and TMA have been shown to displace NH3 in

small (1-2 nm) charged clusters of ammonium sulfate and ammonium nitrate at near the
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kinetic limit, however the reverse reaction (NH3 displacement of amines) does not occur.195

Similarly, DMA displaces ammonia in small ammonium methanesulfonate clusters.196

Interestingly, even in small (several molecules) clusters, displacement of ammonia by DMA

is size dependent, indicating that the salt core is more difficult for incoming DMA to pene-

trate.196,197 These experiments were carried out for dry, charged salt clusters. However, in the

atmosphere, water vapor is always present and is likely incorporated into small acid-amine

clusters. Chan and Chan198 examined displacement of NH3 by triethylamine (TEA) in larger

(15-35 µm) particles of a variety of ammonium salts including the sulfate and bisulfate salts

under different RH conditions. They found that particle phase had a dramatic effect on the

extent of displacement. Dry solid salt particles allowed minimal displacement while the same

salt under higher RH conditions underwent complete displacement. A similar dependence on

particle phase was found for displacement of NH3 in ammonium sulfate particles by a vari-

ety of alkyl amines as well as the complementary reaction (amine displacement by NH3).199

Their experiments indicate that properties of the bulk salt such as phase (amorphous vs.

crystalline solid), deliquescence and efflorescence points are key determinants of expected

displacement by gas-phase amines.

1.4 Modeling Aerosol Systems

Due to the complexity of aerosol systems, a variety of modeling approaches have been ap-

plied depending on the nature of the desired predictions and the complexity of the system

under investigation.27,30,129,200–202,202–210 To model the time evolution of aerosol systems, the

general dynamic equation (GDE, eq. 1.1) is typically used, where p(r, t) is the particle size

distribution.200,201
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d

dt
p(r, t) =

(
∂p(r, t)

∂t

)
nucleation

+

(
∂p(r, t)

∂t

)
growth

+

(
∂p(r, t)

∂t

)
coagulation

+

(
∂p(r, t)

∂t

)
wall loss

(1.1)

Solving the four components of the GDE and integrating over the desired reaction time yields

the time-resolved aerosol size distribution, that can include particle composition. Each of

the four components of the GDE are discussed below in the context of modeling particle

formation from MSA, amines and water in the flow reactor experiments presented here.

1.4.1 Nucleation Schemes

Several mechanisms for particle formation have been proposed such as ion-induced nucle-

ation,211,212 binary and ternary homogeneous nucleation,23,29,36,61 and activated complex the-

ory.15,17,18,213 In laboratory and field studies of particle formation, variations of the nucleation

theorem originally proposed by Kaschiev214 have been used to relate the observed rate of

particle formation and gas-phase precursor concentration to the number of molecules in the

“critical cluster,” i.e. the cluster corresponding to a maximum on a plot of free energy vs.

cluster size (curve ‘a’ in Fig. 1.1).215–217 The typical formulation216 of the nucleation theorem

is,

[
∂W (n∗)

∂µ

]
V,T

= −(n∗ − n̄) (1.2)

Here, W (n∗) is the work in forming the critical cluster of size n∗ at constant volume, V

and temperature, T , which can be related to the particle formation rate J , such that J =

Ae
−W (n∗)

kT , where k is the Boltzmann constant. The gas-phase precursor concentration can be

12
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Figure 1.1: Free energy profiles for systems (a) described by the nucleation theorem, (b)
with stable, pre-nucleation clusters, and (c) with barrierless nucleation

related to the chemical potential µ, and n̄ is the number of gas-phase molecules that would

occupy the same volume as the cluster, and is typically small (1–2).218 For a single component

system, a log-log plot of observed particle formation rate vs. precursor concentration is then

able to give an indication of n∗.

The nucleation theorem has been derived using both thermodynamic214,218 and kinetic216 ap-

proaches, and has proven useful in interpreting laboratory and field data. However, several

assumptions made in its derivation begin to lose validity for certain cases, such as non-ideal

systems or those that have minima in their free energy profile prior to the critical clus-

ter maximum,216,219 and in multicomponent systems its application is limited to examining

systems where all but one gas-phase precursor are held constant.218,219 This makes formula-
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tions of the particle formation rate J based on precursor concentrations in multicomponent

systems complicated or unworkable using only the nucleation theorem.

More importantly, some atmospherically relevant systems have free energy profiles that are

thought to deviate from those shown in Fig. 1.1a, for which nucleation theorem is derived.

These include, for example, systems where no free energy barrier exists (Fig. 1.1c) and

systems with stable, pre-nucleation clusters (Fig. 1.1b) which significantly change predictions

based on the nucleation theorem.33,219 In the latter case, cluster-cluster reactions, which are

not addressed in the nucleation theorem become non-negligible and must be included.219

For these reasons, and to reduce computational burden, semi-empirical kinetics models for

nucleation in acid-base systems have been proposed, including the one developed as part of

this work.126,149,220 These simple, semi-empirical models are based on parameterizations of

the kinetics equations involved in forming key intermediate clusters and are designed to be

easily implemented in regional and global models due to their minimal computational cost.

1.4.2 Particle Growth

Particle growth is the most complicated component of the GDE. In the simplest approx-

imations, a rate of growth (e.g., in nm/hr) is determined by gas-phase concentrations of

condensing species. However, many factors are thought to affect growth of aerosol particles.

These include: enhanced evaporation as a function of particle size due to the Kelvin effect,7

evaporation of particle-phase species based on their activity in liquid particles,194,221–223

particle phase effects224 including multi-phase internally or externally mixed particles, and

surface-specific effects on growth,58 among others.

Several thermodynamic models have been developed to predict growth-related properties

such as deliquescence RH and surface tension for both purely inorganic221,225,226 or inor-

14



ganic/organic aerosols. Uptake of gas-phase species onto particles is often calculated at the

kinetic limit, sometimes modulated by an species-specific uptake coefficient. Evaporation

from particles typically requires knowledge of the activity of the particle-phase species, for

which several models have been developed.222,223,227–232 Dutcher et al.231,232 described an

activity model with an adjustable number of parameters based on variable layers of ion

solvation in electrolytic solutions, which is used in this work to calculate water activity in

MSA-amine-water particles. Typically, the parameters of these activity models are set by

comparison with experimentally determined water activity. While the activities of water

in several atmospherically relevant salt solutions have been reported over a range of con-

centrations and temperatures, those for MSA-amine and MSA-ammonia solutions have not.

Highly accurate techniques for measurement of water activity have been developed,233 and

an experimental study of the MSA-amine and MSA-ammonia salt solutions would prove

valuable for modeling aerosol systems that include these species.

1.4.3 Coagulation and Wall Losses

Long-range forces lead to an enhancement in coagulation (the collision of two particles re-

sulting in the formation of one larger particle) over what would be expected from hard-sphere

collision theory.234,235 Thus, coagulation has been explored theoretically236 and experimen-

tally.234 The enhancement due to these long range forces has been reported between 1 and

3 for sulfuric acid aerosol, but can reach higher values in other systems.234

Several analytical expressions have been derived to calculate particle wall losses in a variety of

situations237–239 including laminar flows in a cylinder, such as in the flow reactor used in this

study.240–243 These sometimes include the combined effects of diffusion and sedimentation,241

although sedimentation losses are thought to be negligible over the timescales used here for

the small particles observed (<< 1 µm in diameter).
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Chapter 2

Flow Reactor Studies

2.1 Research Goals

The goal of this study is to characterize new particle formation from MSA, amines and

water. Specifically, DMA and TMA, two of the most prevalent amines in the atmosphere,

are investigated to determine what, if any, enhancement to particle formation they induce

over the MSA and water system. This is accomplished through laboratory experiments using

a unique large-volume slow-flow aerosol flow tube reactor. The results of this study and a

discussion of their importance in the atmosphere are presented in this chapter.

2.2 Experimental

2.2.1 Flow Reactor System

Laboratory studies of new particle formation from MSA, amines and water were carried

out using a unique large-volume, slow-flow aerosol flow reactor (Figs. 2.1, 2.2) described in

16



Table 2.1: Reaction times and distances at each sampling and inlet port in the flow tube re-
actor for 40 L min-1 total flow. Inlet labels in parentheses refer to those shown in Figure 2.1a.
Reaction times and distances are measured relative to addition of MSA in the downstream
inlet as shown in Figure 2.1a.

Port Distance Reaction Time
(m) (min)

peripheral inlet (RH) -1.12 -4.5
1st spoked inlet (amine) -1.05 -4.3
2nd spoked inlet (MSA) 0.0 0.0
sample port P0 0.02 0.07
sample port P1 1.04 4.2
sample port P2 2.26 9.2
sample port P3 3.48 14
sample port P4 4.70 19
sample port P5 5.92 24

detail elsewhere.134 The flow reactor is designed for laminar flow and to have a low (10 m-1)

surface-to-volume ratio to minimize the effects of wall losses. A constant flow of clean, dry

air from a purge gas generator (Parker Balston; model 75-62) was introduced along with

gas-phase precursors into the initial ‘mixing’ section through several inlets (Fig. 2.1a). Two

‘showerhead’ discs134 were used to provide additional mixing and ensure laminar flow, and

are indicated by dashed lines in Figure 2.1. The total flow through the reactor was 40 L

min-1. Individual flows of air and precursor gases were maintained using five mass flow

controllers (Alicat) labeled ‘FC A’–‘FC E’ in Figure 2.1. Five sampling ports for particle

measurements equally spaced down the length of the reactor correspond to between 4 and

24 min reaction time at 40 L min-1, from the point of addition of MSA at the downstream

inlet (Fig. 2.1a) and are labeled P1–P5. The distances and reaction times between inlets

and sampling ports are given in Table 2.1. An additional sampling port (P0) corresponding

to ∼4 s reaction time was used for gas-phase MSA sampling. Port P0 had been modified

by fitting a length of 1/4” stainless steel tubing to the inside of the port, and positioning

the tubing (blue line in Figure 2.1a) such that the effective reaction time from the MSA

spoked-hub inlet was ∼4 s.
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b) 
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purge air 
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amine 
cylinder 

RH	
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FC	
  C	
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FC	
  E	
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(~4 s) 

Figure 2.1: a) Schematic of the flow reactor system and b) detailed diagram of the gas-
phase precursor introduction system. Black dashed lines indicate ‘showerhead’ discs, inlets
labeled amine and MSA are spoked-hub inlets, and that labeled RH is the peripheral inlet as
described in Ezell et al. 2010.134 Sampling ports are labeled P0–P5, with their corresponding
reaction times in parentheses. The blue line in (a) indicates the position of the 1/4” stainless
steel tubing fitted to the inside of port P0. Circles labeled MB are 5 L glass mixing bulbs.
Black boxes labeled FC are flow controllers whose letter corresponds to the flows listed in
Table 2.3. Blue box marked RH is either a bubbler filled with nanopure water or a humidifer.
Dashed orange lines indicate connection for two MSA traps in parallel.

2.2.2 Gas-Phase Precursor Generation

Water vapor was generated as shown in Figure 2.1b, where 3.0 – 18.5 L min-1 of clean dry

from the purge gas generator was introduced into a mixing bulb (‘MB #2’ in Fig. 2.1b) along

with 2.0 – 6.0 L min-1 of air from the purge gas generator that had been diverted through

either a water bubbler filled with nanopure water or a humidifier (Perma Pure, LLC; model

FC125-240-5MP). Flows of dry and humid air flowing into the mixing bulb were maintained
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Figure 2.2: Photo of the flow reactor system.134

by flow controllers ‘A’ and ‘B’ (Fig. 2.1b). Water vapor concentrations were varied between

0.5 and 38.3 % RH by adjusting the fraction of air flowing through the bubbler or humidifier.

In experiments performed under ‘dry’ conditions, no humidifer or bubbler was present, and

clean dry air from the purge gas generator flowed into mixing bulb 2 from both inlets.

Clean dry air (18.0 – 20.5 L min-1) from the purge gas generator was flowed through the

mixing bulb labeled ‘MB #1’ in Figure 2.1a before being introduced into the first spoked

hub inlet and was maintained using flow controller ‘FC D’ (Fig. 2.1b). To this flow of air,

gas-phase DMA (1.0 ppm in N2; Airgas) or TMA (13.4 ppm in N2; Matheson) was added at

7.5 – 800 cm3 min-1. Amine concentrations in the flow tube were varied by adjusting the flow

controller labeled ‘FC C’ in Figure 2.1b. It should be noted that these amine concentrations

are based on the manufacturer stated concentrations, which may not be entirely accurate as

discussed in section 3.3.1.

Gas-phase MSA was generated by passing 1.5 – 3.0 L min-1 of air from the purge gas generator

through a glass trap containing ∼10 mL liquid MSA (99%, Aldrich) before introduction

into the flow reactor through the most downstream inlet, the second spoked-hub inlet, as

indicated in Fig. 2.1a. MSA concentrations in the flow reactor were varied by adjusting
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the flow through the glass trap using flow controller ‘FC E’ (Fig. 2.1b). When higher MSA

concentrations were required, a second trap containing liquid MSA was connected in parallel

to the first trap, as shown by the orange dashed lines in Figure 2.1b.

2.2.3 Gas-Phase Precursor and Particle Measurement

MSA concentrations in the flow tube were measured prior to introduction of amines by

pumping a gas-phase sample from the flow reactor through a Durapore filter (25 mm x 0.45

μm; Millex HV) for 30 min at 1 L min-1. Samples were taken from sampling ports P0 and

P1. Samples were also taken directly from the outlet of the trap(s) containing MSA. Filters

were then extracted in Nanopure water (Thermo Scientific; model 7146) and analyzed by

UPLC-ESI-MS. Water vapor concentrations in the flow tube were measured using a RH

probe (Vaisala; model HMP238) positioned in the flow reactor at a distance corresponding

to a reaction time of 4.3 min after the introduction of MSA.

As discussed in the introduction, methods for measuring gas-phase amines are complicated by

the rapid uptake of the analyte onto instrument surfaces, such as inlet tubing. A method for

measuring gas-phase amines that minimizes wall loss effects was developed and is discussed

below. However, for the results from the flow reactor experiments presented here, the amine

concentrations were calculated based on the manufacturer labeled concentrations in the gas-

cylinders and the known dilution in air from the purge gas generator. A summary of the

experimental conditions explored are presented in Table 2.2.

Particle measurements were made using a SMPS, composed of a classifier (TSI; model 3080),

a differential mobility analyzer (TSI; model 3081), and an ultra-fine CPC (TSI; model 3776).

For all sets of experimental conditions, particle measurements were performed at sampling

port P1 (Fig. 2.1a). For some sets of conditions, particle measurements were also taken at

sampling ports P2–P5.
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Table 2.2: Experimental conditions for flow tube experiments exploring particle formation
from MSA, amines and water.

[MSA] Amine [Amine] RH
(ppb) (ppb) (%)
10 TMA 2.5 0.5
34 TMA 2.5 3.2, 8.4, 19.1, 29.3
5.3 TMA 7.3 0.5, 3.5, 8.7, 19.5
2.7 TMA 7.3 0.5, 3.7, 8.9, 20
6.2 TMA 2.5 0.5, 3.6, 8.8, 20
3.4 DMA 2.5 0.5
1.7 DMA 7.5 0.4, 3.0, 8.1, 18.4, 28.4
8.8 DMA 2.5 8.4, 19.3, 28.6
6.5 DMA 2.5 2.9, 7.8, 18.2, 27.9
2.1 DMA 2.5 3.0, 7.8, 12.8, 18.1, 27.7, 34.9
8.5 DMA 2.5 7.8, 11.6, 21.4
8.5 DMA 2.5, 5.0, 7.5, 10 7.5
8.5 DMA 20 7.8
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2.3 Results and Discussion

Experimental conditions including calculated amine concentrations and measured MSA and

water vapor concentrations are given in Table 2.2. These are included in Table 2.3 along

with the flow rates, measured total particle concentrations and geometric mean diameters

(GMD) at 4.2 min reaction time for each set of experimental conditions. The measured RH

in experiments performed without a water bubbler or humidifier (i.e. under ‘dry’ conditions)

was consistently 0.5% (Table 2.3). The RH probes used have a manufacturer stated accu-

racy of ±1% at 0–90% RH, which means 0% RH is within the uncertainty for experiments

performed without added water vapor, however some water vapor likely makes it through

the driers on the purge gas generator and is present in the flow tube under ‘dry’ conditions.

The presence of water in ‘dry’ experiments will be discussed in more detail in section 2.3.4.

Size distributions at 4.2, 9.2, 14, 19 and 24 min reaction time were measured for each set of

conditions for TMA experiments and for many of the DMA experiments. The total particle

concentrations and GMD at each reaction time for these experiments are given in Table 2.4.
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Figure 2.3: A typical particle size distribution measured at 4.2 min reaction time.

A typical particle size distribution measured at 4.2 min reaction time is shown in Figure 2.3.

The CPC used in these experiments has a manufacturer stated cutoff at 2.5 nm but, the

DMA and sheath and sample flows used result in a minimum detectable particle diameter

of 5.8 nm. As can be seen in Figure 2.3, the size distributions measured are well above

this lower limit, indicating that the majority of particles were being measured. It should be

noted however that a bimodal distribution with a large number of small particles below the

detection limit would not be measured under these conditions.

The majority of particle formation occurred prior to the first measured reaction time under

all sets of experimental conditions. Some general observations about particle formation from

this system can be made by comparison of the particle number concentrations measured at

4.2 min under different sets of experimental conditions. However, this requires that loss of

gas- and particle-phase species to the walls and the decrease in particle number concentration

due to coagulation between particles have negligible effects on the particle size distributions

measured at 4.2 min compared to the effects of particle formation. This is found to be the

case, as described in section 2.3.4. A rough approximation of particle formation rates can

then be made based on measured particle concentrations at 4.2 min. These can be compared

to previous work and used to make some general observations about this system, as described
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in sections 2.3.1 and 2.3.2. A more rigorous approach to describing particle formation in this

system is described in section 2.3.4.

2.3.1 MSA and Water

Seinfeld, Kreidenweis, Wyslouzil and coworkers studied particle formation from MSA and

water, and found it to be considerably lower than that from sulfuric acid and water.21,61,135

Their experiments were performed with higher initial gas-phase acid concentrations, but a

comparison can be made to the results presented here. Figure 2.4a presents the particle

size distribution reported by Wyslouzil et al. for [MSA] = 224 ppb and RH = 46 % at 18 s

reaction time (blue trace) compared to that reported here for [MSA] = 8.5 and RH = 15.6 %

at 4.2 min reaction time (red trace). Interestingly, the peak at lower particle diameter in the

bimodal distribution from Wyslouzil et al. lines up with the trailing edge of the distribution

reported here. In the time since their work, CPC detection limits have been lowered from

tens of nm (for the TSI model 3760 CPC)244 to only several nm (for the TSI model 3776

CPC used in this work)245 and lower.121,245 If a large number of small particles were present,

it is likely that they would not be detected using the older CPC technology.

Figure 2.4b presents the calculated particle formation rates from Wyslouzil et al.29 for sulfuric

acid (blue triangles) and MSA (blue squares). Their results indicate that several orders of

magnitude higher MSA concentrations are required to form particles at the same rate as

an equivalent concentration of sulfuric acid. However, if small MSA+water particles were

present but unaccounted for, these particle formation rates for MSA and water may be an

underestimate. Taking results from this work for MSA under similar RH conditions ( 15%),

a rough estimate of particle formation rates can be made by dividing the measured particle

concentration at 4.2 min (252 s) reaction time by 252 s (red diamonds). This gives a particle

formation rate in # cm-3 s-1, which can be compared to the values obtained by Wyslouzil et
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Figure 2.4: A comparison of a) typical size distributions and b) particle formation rates
from MSA or sulfuric acid at 15% RH from this work (red) and Kreidenweis et al.135 and
Wyslouzil et al.29,61 (blue). Data points in b) were calculated from particle formation rates
and relative acidities reported by Wyslouzil et al.29,61 along with vapor pressures (V P ):
V PSA = 1.3× 10−8 atm246 and V PMSA = 7.4× 10−7 atm.247

al.29. These estimates suggest that the rate of particle formation from MSA and water may

be more comparable to that of sulfuric acid and water than previously thought (Fig. 2.4b).

According to nucleation theory, the slope of a log-log plot of particle formation rate vs.

precursor concentration is approximately equal to the number of precursor molecules in the

‘critical cluster.’ As discussed in section 1.4.1, many systems, such as those of more than

two components or no free energy barrier to particle formation, are difficult to interpret in

this manner. But, the simple two component MSA-water system may lend itself to this type

of analysis. Figure 2.5 shows such a plot for experiments involving only MSA and water.

Interpretation of the slope of the least-squares fit line using nucleation theory suggests that

there are about 5 molecules of water in the critical cluster under these conditions ([MSA] =

1.8, 8.1 or 8.5 ppb). As this was not the primary system of interest of this work, insufficient

data at constant RH conditions and varying [MSA] exist for a similar evaluation of the

number of MSA molecules in the ‘critical cluster.’ A further exploration of the MSA-water

system may be warranted given these results.

33



10-1

100

101

102

103

104

105

106

P
ar

tic
le

 C
on

ce
nt

ra
tio

n 
(#

 c
m

-3
)

1
2 3 4 5 6 7

10
2 3 4 5 6 7

100
RH (%)
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2.3.2 Enhancement of Particle Formation from Amines

Particle concentrations measured at 4.2 min reaction time are presented in Figure 2.6 as

a function of precursor concentrations. Several general observations may be made about

these results. First, a significant enhancement (several orders of magnitude) in particle

concentration is observed upon addition of amine to the MSA/water system. These results

are similar to those reported for amine enhancement in the sulfuric acid/water system.41

Second, water is observed to be necessary for significant particle formation. Under dry

conditions, particle concentrations for the MSA/amine system are comparable to those of

MSA and water alone, and several orders of magnitude lower than when all three species are
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Figure 2.6: Total particle concentrations measured at 4.2 min reaction time for a variety of
initial gas-phase concentrations and experiments with MSA, water and a) DMA or b) TMA.
Numbers shown above histogram bars are percent RH.

present. Finally, in the TMA system, when excess amine is present, little if any dependence

of measured particle concentration on initial water concentration is observed, although water

is necessary. In contrast, the DMA system shows a strong water dependence in both the

excess amine and excess MSA cases.

2.3.3 Computational Results

To aid in identification of the underlying physical processes involved in forming particles

in the MSA/amine/water system, theoretical calculations were made on the structure and

energies of formation of several small clusters of these species. This work was performed by

Dr. Mychel Varner of the Gerber group at UCI and is presented in Figures 2.7, 2.8 and 2.9.

In contrast to MSA-water complexes, which are predicted to require three148 or four248 water

molecules for proton transfer, or MSA-NH3-water which requires two water molecules,249 the

most energetically favorable structures of MSA-DMA and MSA-TMA clusters (Fig. 2.7) are

those which have undergone proton transfer, even in the absence of water. The experimental

observation of the necessity of water vapor for significant particle formation cannot then be

explained simply by the need for water in order to form a stable, ionic cluster.
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Figure 2.7: Calculated structures for A) MSA-H2O, B) MSA-TMA-H2O, C) MSA-TMA-
2H2O, D) MSA-TMA, E) MSA-DMA-H2O, E) MSA-DMA-2H2O and F) MSA-DMA. MSA
is shown in red, amines in green and transferred protons in pink. (Calculated by Dr. Mychel
Varner of the Gerber Group, UCI)149

Based on the experimental observations and theoretical calculations, an attempt was made

to identify clusters that act as key intermediates in the formation of particles. Clusters were

evaluated based on energetic stability and structural elements. These include whether a clus-

ter has accessible hydrogen-bond acceptor or donor sites available that could provide a site for

the addition of incoming gas-phase species. For example, two MSA and two amine molecules

form a very stable tetramer ((MSA)2−(DMA)2 ∆G=-64 kcal mol-1; (MSA)2−(TMA)2 ∆G=-

50 kcal mol-1, relative to the gas-phase species). However, the closed ring structure (Fig. 2.8)

does not present accessible donor or acceptor sites to which incoming gas-phase species could

hydrogen bond, and would not then be expected to play a key role in particle formation, but

may result in a pool of unreactive clusters.

Using the theoretical calculations and experimental data, the following pathway to particle

formation is proposed. Particle formation begins with the formation of the MSA-water com-

plex. Both MSA and methylamines are present as hydrates in the atmosphere,29,61,135,147,250

but MSA-water complexes are more energetically favorable than are those of MSA-amines

(Fig. 2.9)144,148,251 and so were chosen as the starting complex in this scheme. From there,

addition of an amime yields a stable trimer for both the DMA and TMA systems (Fig. 2.9).
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Figure 2.8: Calculated structures of a) (MSA)2−(DMA)2 and b) (MSA)2−(TMA)2 showing
the closed ring formation. (Calculated by Dr. Mychel Varner of the Gerber Group, UCI)

Further addition of MSA, amine or water to the trimer results in a still-more stable tetramer.

Besides the addition reactions, loss of water from the MSA-amine-water trimer is accessible,

though not favorable. From the dry MSA-amine cluster, addition of MSA or amine forms a

lower energy trimer, while addition of water reforms the MSA-amine-water trimer.

2.3.4 Kinetics Mechanism

A simplified, semi-empirical mechanism for particle formation from this system was devel-

oped based on the pathway described above and is shown in Figure 2.10. Reaction to form

the MSA hydrate and MSA-amine-H2O trimer from either the MSA hydrate or MSA-amine

dimer are assumed to be collision limited. The second-order rate constants for these reactions

are calculated according to equation 2.1,7

kf = π (ri + rj)
2

√
8kBT

πµ
(2.1)
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Figure 2.9: Enthalpies of formation for clusters of A) MSA, TMA and H2O and B) MSA,
DMA and H2O. Arrows indicate addition of MSA (red), amine (green) and water (blue).
(Calculated by Dr. Mychel Varner of the Gerber Group, UCI)149

where µ is the reduced mass of these species, kB is the Boltzmann constant and T is temper-

ature. The hard sphere collision radii of the reacting species, ri and rj, are estimated as the

largest interatomic distance in gas-phase molecules and clusters shown in Figure 2.7. While

these are only approximations, results from kinetics based particle formation mechanisms

have been shown to not depend significantly on hard sphere collision radii approximations.143

The forward and reverse rate constants based on unitless partial pressures (k
′

f and k
′
r, respec-

tively) are related by the theoretical energies of formation, ∆E, and are calculated according

to equation 2.2.7

k
′

r = k
′

fe

(
∆E
kBT

)
(2.2)

Addition of MSA, amine or water to either the MSA-amine-H2O trimer or MSA-amine

dimer could also be assumed to be collision limited. However, to reduce the complexity and

computational cost of the mechanism, these reactions (k4–k8) are parameterized based on the

experimental results under the assumption that the dependence of particle formation on gas-

phase precursor concentrations can be captured without the inclusion of further intermediates
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Figure 2.10: Proposed mechanism for particle formation from MSA, DMA or TMA, and
water. Species labeled ‘particle’ are assumed to grow to detectable sizes.

into the mechanism. In this scheme, species labeled ‘particle’ are not the clusters expected

from the addition of a single gas-phase molecule, but rather particles of a size detectable by

the experimental system (>∼ 5.8 nm). The theoretical and experimentally fit rate constants

used in the mechanism are presented in Table 2.5.

The kinetics mechanism was integrated using the commercially available kinetics software

Acuchem for each set of experimental conditions.252 Acuchem uses an integration method

that is suitable for stiff equations, such as is expected in these types of kinetics equations.

Varying the user-defined integration tolerance from 10−3 (the recommended value) to 10−6

changed the results by less than 0.2% under all experimental conditions.

A comparison of the modeled particle concentrations to those measured experimentally is

presented in Figure 2.11. Error bars are calculated based on ±25% variability in the initial

MSA and amine concentrations. As can be seen, the kinetics mechanism is able to reproduce

well the experimental flow reactor data.

The inclusion of the energetically-unfavorable loss of water reaction in the particle forma-

tion scheme is in large part due to the experimentally observed dependence of water. As
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Table 2.5: Rate constants used in kinetics model for particle formation from the MSA-amine-
H2O system shown in Figure 2.10.149

TMA ∆G (kcal mol-1) DMA ∆G (kcal mol-1)
k1 6.58 (-10)a k1 6.58 (-10)a

k−1 5.53 (8)b 2.0 k−1 5.53 (8)b 2.0
k2 1.32 (-9)a k2 1.44 (-9)a

k−2 3.09 (1)b 12.3 k−2 5.29 (0)b 13.4
k3 9.96 (8)b 2.2 k3 7.91 (6)b 5.0
k−3 1.66 (-9)a k−3 1.49 (-9)a

k4 6.00 (-19)a k4 3.00 (-20)c

k5 5.00 (-19)a k5 1.00 (-20)c

k6 2.00 (-25)a k6 3.00 (-25)c

k7 5.00 (-20)a k7 1.00 (-20)c

k8 4.00 (-19)a k8 7.00 (-20)c

aAssumed to be collision limited with zero activation energy. Calculated using equation 2.1.
bCalculated based on theoretical energies of formation using equation 2.2.
cEmpirically fit.

mentioned above, water is always necessary to form significant numbers of particles, but in

the case of excess TMA, no water dependence on the final particle concentration was seen

between 4 and 20% RH. The formation of the MSA hydrate as the first step in the mecha-

nism satisfies the requirement that water must be present to form particles and leads to a

dependence on water in the number of particles formed. However, inclusion of the loss of

water reaction (k3 and k−3) reduces the dependence of particle formation on gas-phase water

concentration when particles are formed primarily through reactions 7 and 8, while particles

formed through reactions 4–6 continue to depend on water. The experimentally observed

dependence on water could then be modeled if particles formed under conditions of excess

TMA go through reactions 7 and 8, while for excess DMA or MSA (in both the DMA and

TMA systems), they are formed through reactions 4–6.

The way this is accomplished in the kinetics mechanism serves as an example of the benefits

of an approach that combines theoretical and experimental results. While the rate constants

k4–k8 are fit to the experimental results, it is the theoretical calculations that result in

modeled particle formation going through reactions 7 and 8 for excess TMA and through
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Figure 2.11: Comparison of modeled and measured particle concentrations for the MSA,
H2O and A) TMA or B) DMA systems. Error bars indicate the variability in the measured
results based on ±25% initial gas-phase MSA and amine concentrations. The dashed line is
a 1:1 line for reference.149

reactions 4-6 for excess DMA. As seen in the free energy diagrams (Fig. 2.9) and as listed in

Table 2.5, more energy is required to remove water from MSA-DMA-H2O to form MSA-DMA

(∆G = 5.0 kcal mol-1) than to go from MSA-TMA-H2O to MSA-TMA (∆G = 2.2 kcal mol-1)

under standard conditions. This results in more particles being formed through reactions 7

and 8 for the excess TMA case, while reactions 4–6 play a greater role in the excess DMA

case, reproducing the experimentally observed water dependence seen in Figure 2.6.

It is not the purpose of this work to develop a particle formation mechanism composed of

an exhaustive list of intermediate clusters, as has been the focus of some purely theoretical

approaches.143,146,253 Indeed, in the real atmosphere, clusters not included in this mechanism

(e.g., the amine hydrate) exist and contribute in some way to the formation of larger clusters

and particles. For example, in the absence of amines, MSA will form particles with water
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(Fig. 2.6), and the mechanism proposed here would not capture this. However, when MSA

amines and water are present, this mechanism is able to accurately predict the number of

particles formed (Fig. 2.11). The inclusion of experimental results in the development of

this model avoids one of the main limitations of a purely theoretically-based kinetics model

for particle formation, i.e. that for clusters of more than just a few molecules, performing

theoretical calculations of all possible clusters becomes unfeasible and their inclusion in

a kinetics mechanism greatly increases its computational cost.143 At the same time, the

approach presented here has the advantage of being based on the fundamental physical

processes at work, as opposed to a simple parameterization of experimental results. In

addition, a similar mechanism starting from field measurement data and a parameterization

of the most likely initial steps in particle formation, has successfully been implemented for

the sulfuric acid/amine system.126

In relating measured particle concentrations directly to particle formation, it must be as-

sumed that particle coagulation, growth and the wall loss of gas- and particle-phase species

has a minimal effect on particle concentrations measured at 4.2 min reaction time. A jus-

tification for these assumptions is presented below. A more comprehensive approach to

assessing the impact of these competing processes is described in section 5, where the ki-

netics mechanism described above is integrated while taking into account these associated

processes.

2.3.4.1 Wall Loss of Particles

Most particle formation was observed to take place in less than 4.2 min and little if any

increase in particle concentration was observed after 14 min reaction time. The effect of

deposition loss of particles to the wall of the flow tube can be inferred from the measurements

of particle concentration after particle formation has effectively ceased (i.e. after 14 min).

Figure 2.12 shows the average normalized particle concentration between 9.2 and 24 min
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relative to the measured concentrations at 9.2 min for each set of experimental conditions.

These data indicate little change in particle concentration occurs between 14 and 24 min.

The black line in Figure 2.12 is a weighted least squares fit of the data between 14 and 24

min to the following equation:

[P ] = [P ]0e
−kwlt (2.3)

Here, [P ] is the particle concentration at time t, [P ]0 is the particle concentration at 14

min reaction time and kwl is the particle wall loss rate constant. The slight decrease in

concentration observed corresponds to an effective loss rate of kwl ≤ (7 ± 7) × 10−4 s-1

for particles whose GMD was 36 ± 24 nm (2s). This value represents an upper limit as

coagulation of existing particles would also serve to decrease particle concentration, although

this is expected to play a minor role as discussed in detail below. This low value for kwl

suggests particle wall loss will have a minor effect on measured size distributions compared

to the effects of particle formation and growth, especially over the initial reaction times (0.0

– 9.2 min) where the largest changes in particle number concentration and size are observed.

2.3.4.2 Wall Loss of Gas-Phase Species

An estimate of wall loss of gas-phase MSA was determined by UPLC-ESI-MS from filter

samples collected at various ports (i.e., reaction times) in the flow tube in the absence of

amines and at various RH (0 – 30%). The first-order rate constant for wall loss of MSA was

found to be (1− 3) · 10−3 s-1. Using the largest value, the lifetime for MSA with respect to

wall loss is approximately 6 min. This is much longer than the lifetime for the MSA forward

reactions with water and the amines, which under our reaction conditions are milliseconds

or less. To further assess the potential impacts, the model was run assuming that both MSA

and the amines had wall-loss rate constants of 3× 10−3 s-1. Although the modeled particle
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Figure 2.12: Average normalized particle concentrations for experimental conditions shown
in Table 2.4 relative to the concentration measured at 9.2 min reaction time. Error bars
are ±2s. Wall loss rate constant kwl is calculated by a weighted least-squares fit of the data
between 14 and 24 min reaction time to equation 2.3.

concentrations were reduced on average by 23%, the new values were still well within the

error bars shown in Fig. 2.12.

2.3.4.3 Coagulation

To confirm that total particle concentration measurements at 4.2 min reaction time are an

adequate indicator of the initial number of new particles formed, the reduction in number

concentration from coagulation between particles must be small. Some flow reactor mea-

surements were taken simultaneously at approximately 4 s reaction time as well as 4.2 min.

Although the signal was less stable at 4 s, these measurements provide a means to determine

the contribution from coagulation. The particle size distribution did not change significantly
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between these two reaction times. Thus, if coagulation alters the measured particle number

concentrations, it does so before 4 s reaction time.

An upper limit to coagulation was determined in the following manner. Using the formulation

of Chan and Mozurkewich,234 the maximum rate constant for coagulation corresponds to that

between the smallest and largest particles in any given range. The range of particle sizes was

taken to be 1 to 100 nm. (The geometric mean diameter for all experiments was well below

100 nm, and on average approximately 30 nm.) Because no bimodal peaks were observed,

the maximum rate of coagulation would occur when particles were evenly distributed across

the range of sizes. In this scenario, the rate of coagulation can be described by equation 2.4.

d[P ]

dt
= −0.5 ∗ kavg[P ]2 (2.4)

Here, [P ] is the particle concentration and kavg is the average coagulation rate constant for

combinations of particles in this range, which is calculated to be 1.1×10−8 cm3 particle-1 s-1

according to the formulation of Chan and Mozurkewich.234 The 0.5 factor is to avoid double

counting particles.

The maximum effect of coagulation would occur: (i) for the highest measured particle con-

centration and (ii) if all particles were formed immediately (i.e., at reaction time t0). As-

suming these conditions, the maximum possible reduction in particle number concentration

from coagulation can be determined by integrating equation 2.4 over reaction time t to yield

equation 2.5.

[P ]0 =
1

1
[P ]f
− 0.5 ∗ kavgtf (2.5)
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Here, [P ]f is the measured particle concentration at time tf = 4 s. The maximum measured

[P ]f under any set of conditions was 1.6 × 106 particles cm-3. Using this value, the initial

particle concentration, [P ]0 is calculated to be 1.7 × 106 particles cm-3. This represents a

reduction in particle concentration of 6% from coagulation. In no experiments was a flat par-

ticle size distribution observed that would have led to this maximum estimated coagulation

rate described in equation 2.5. In addition, some finite time to form particles is required,

further reducing the effect of coagulation. For these reasons, coagulation between particles

is expected to be small enough that the total measured particle concentration at 4.2 min

reaction time will be proportional to the new particles formed.

2.3.5 Atmospheric Implications

As mentioned in the introduction, MSA yields from DMS oxidation can be up to 3 times that

of sulfuric acid,59 and gas-phase MSA concentrations have been measured from 6 – 100%

relative to gas-phase sulfuric acid concentrations (which are generally 105 − 107 molecules

cm-3)7 in the coastal marine environment.51 Amines are typically at the ppt level in air, but

can reach several ppb or higher near sources.88 To evaluate the impact of particle formation

from MSA, amines and water in the atmosphere, the kinetics model described here was run

at the atmopsherically relevent concentrations of: [MSA] = 106 molecules cm-3, [DMA] or

[TMA] = 500 ppt, and 30% RH. This results in particle formation at the rate of 0.004 –

0.02 particles cm-3 s-1. For a comparison to the expected contribution from sulfuric acid

under similar conditions, the parameterization of Kuang et al. of particle formation from

sulfuric acid was calculated for [sulfuric acid] = 106 molecules cm-3. (It should be noted

that as this parameterization was based on field measurements, it would include the effect

of ambient amine concentrations on particles formed from sulfuric acid.) The predicted rate

of particle formation for this system is 0.01 – 10 particles cm-3 s-1, indicating that under
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some conditions the contribution of particle formation from MSA, amines and water could

be comparable to that from sulfuric acid.

In addition to identifying an important source of new particles in the atmosphere, we believe

this approach to modeling particle formation based on a combination of experiment and

theory will prove useful for other systems as well. It avoids the computational limitations

to a purely theoretical approach to modeling particle formation, while having the benfit

of being based on the fundamental chemical processes at work, as opposed to a simple

parameterization of experimental data.
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Chapter 3

Gas-Phase Amine Measurements

3.1 Research Goals

As discussed in section 1.2, an important limitation to many existing techniques for mea-

suring gas-phase amines is sample loss to instrument surfaces. This work aims to develop a

simple, reliable method for measuring gas-phase ammonia and amines at typical atmospheric

concentrations (ppt – ppm in air) by collection on an ion exchange resin and subsequent anal-

ysis by IC. In this work, two approaches were developed. The first is applicable to higher

(ppb) concentrations while the second, for which a custom high-pressure resin holder car-

tridge was designed for in-line extraction on an IC system, has detection limits in the tens

of ppt range for a 60 min sample. Loss to instrument surfaces is reduced by minimizing

exposure of the sample to surfaces prior to measurement. This technique is shown to be

accurate and reproducible, involve minimal sample preparation, and have relatively short

sampling time, making it suitable for both laboratory and field studies. The evaluation of

this technique is discussed in this chapter.
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3.2 Experimental

3.2.1 Liquid-Phase Standards

Standard solutions for ammonia, MA, DMA, and TMA were prepared from their chloride

salts in 0.1 M oxalic acid (Fluka). These include NH4Cl (Sigma, 99.5%), CH3NH3Cl (Aldrich,

98.0%), (CH3)2NH2Cl (Aldrich, 99.0%), and (CH3)3NHCl (Aldrich, 98.0%).

In the course of developing this method, there was some indication that amines and/or

aminium ions in aqueous solution were being taken up in the walls of glass containers. To

test whether, and to what extent, this was occurring, a standard solution containing between

10 and 30 ng/mL of the ammonium and aminium species in nanopure water was prepared

and stored in plastic containers. A portion of this solution was placed in three 20 mL glass

scintillation vials half filled with clean, dry borosilicate glass beads (Chemglass; P/N CG-

1101-02) and allowed to sit for 60 min. The original standard solution (stored only in plastic)

and those from the glass vials were then analyzed by IC. The peaks in the samples from

the glass vials corresponding to ammonia and the amines were reduced, on average, by 13

– 23% compared to the original standard solution, indicating that amines are taken up by

glass surfaces under neutral conditions. However, it should be noted that if the standard

solution was acidic, no uptake on glass was observed. To avoid any potential wall loss, no

glass was used in the preparation or storage of standards and samples used in this study.

3.2.2 Gas-Phase Standards

Mixtures of ammonia (Airgas; 0.812 ppm in N2), MA (Airgas; 10 ppm in N2), DMA (Airgas;

1.0 ppm in N2), and TMA (Airgas; 1.0 ppm in N2) in nitrogen were used to test the collection

efficiency of the WCE resin (stated concentrations were those provided by the manufacturer
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but as discussed in section 3.3.1, have considerable uncertainties associated with them).

Gas-phase ammonia and amines from the gas cylinders were diluted with clean, dry air from

an FTIR purge gas generator (Parker-Balston; model 75-62) for a total flow of 4.0 L min-1

and analyte concentrations of approximately 2 – 1000 ppb. Gas cylinder and purge-air flows

were maintained using mass flow controllers (Alicat).

3.2.3 Cartridge preparation and analysis for higher (ppb) concen-

trations

Sampling cartridges were prepared by filling 2.5 mL non-fluorous polypropylene cartridges

(Supelco; model 57602-U) with WCE resin (Resintech, model WACG) between two polyethy-

lene frits (Supelco) as shown in Figure 3.1 (inset). WCE resin consists of acrylic/divinylbenzene

beads terminated with carboxylic acid groups. The design of the cartridges minimizes the

surfaces in contact with the sample prior to adsorption on the WCE resin, and those that

are exposed are subsequently extracted with the resin. These cartridges were used to sam-

ple gas-phase standards in the ppb - ppm range in air to characterize the collection and

extraction efficiency of WCE resin, and will be referred to as ‘high-concentration cartridges’.

Samples were collected for 20 minutes at 1 – 2 L min-1 maintained using a mass flow controller

(Alicat). Two cartridges in series (Fig. 3.1, hereafter referred as “primary” and “backup”

cartridges) were used in all experiments to determine collection efficiency. Cartridges were

extracted and regenerated by flushing five times with 10.0 mL 0.1 M oxalic acid (Fluka) to

remove the collected ammonia and amines and return the resin to its protonated (-R-COOH)

form. The first 10.0 mL extract was used as the sample. For the primary cartridge, the first

two 10.0 mL extractions were analyzed to determine extraction efficiency. The cartridge

was flushed another 3 times with 10.0 mL 0.1 M oxalic acid and the final rinse was used
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Figure 3.1: Schematic of experimental system used to determine cartridge measurement
efficiency. MFC = mass flow controller. Inset shows a detailed view of the ‘high-concentration
cartridge.

as a blank for the subsequent sample. Samples were stored in 11 mL polypropylene vials

(Metrohm, KITIC0008) prior to measurement.

Samples were analyzed by IC (Metrohm, model 850) with a Metrosep C4 250/4.0 cation

column and equipped with a conductivity detector. The IC eluent was 0.00375 M oxalic acid

and the flow rate was 0.9 mL/min. The IC column temperature was maintained at 30 C.

The sample loop was 20 μL, and the total elution time was 24 minutes.
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Figure 3.2: Schematic of ‘low-concentration cartridge.

3.2.4 Cartridge preparation and analysis for lower (ppt) concen-

trations by in-line extraction and analysis

For ambient sampling, modified cartridges (Fig. 3.2) that could be used under the high-

pressure conditions of the IC were designed for gas-phase collection and in-line extraction

(vide infra). It should be noted that ‘in-line’ here refers to the method of extraction on

the IC column and does not indicate that this is an on-line measurement technique. These

cartridges were prepared using a PEEK analytical guard cartridge holder (Hamilton; model

79477) designed for use on high-pressure liquid chromatography systems and a custom-

built stainless-steel insert containing WCE resin (Resintech, model WACG) between two

polyethylene frits (Supelco). These are referred to as ‘low-concentration cartridges’ in the

subsequent discussion. As for the ‘high-concentration’ cartridge, this design minimizes the

amount of surface area that gas-phase samples are in contact with prior to adsorption on the

WCE resin to ∼1 cm2 of stainless steel and one of the polyethylene frits; however, adsorbates

on both the frit and stainless steel are extracted along with those on the resin.
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Prior to sampling, the low-concentration cartridges were flushed three times with 10.0 mL

0.1 M oxalic acid followed by clean, dry air for 20 min at 150 cm3 min-1 to remove residual

water from the last rinse. Gas-phase samples were pumped through the cartridge at 150 cm3

min-1 for 45–50 min in the direction indicated in Figure 3.2. After sampling, the cartridge

was filled with 60–80 μL 0.00375 M oxalic acid (IC eluent) using a syringe pump (New Era

Pump Systems; model #NE-1000) in the same direction as the gas-phase sample (Fig. 3.2),

to avoid injecting air into the IC system. The volume of eluent used to fill the cartridges was

∼5–10 μL lower than their predetermined capacity to prevent overfilling and loss of analyte.

Any residual air left in the cartridges was not sufficient to cause problems during the IC

runs.

Extraction and analysis were performed in-line on the IC by using two injectors in series,

as shown in Figure 3.3. This procedure eliminates the separate extraction step and allows

the entire collected sample to be injected onto the IC column, as opposed to extracting the

cartridge with 10 mL of 0.1 M oxalic acid and then injecting only a 20 μL portion of the

extract on the IC. Having the entire collected sample injected onto the IC column lowers

the detection limit to a range suitable for atmospheric concentrations (Table 3.1). The first

injector sample loop was loaded with 20 μL 0.1 M oxalic acid and the second injector was

fitted with the low-concentration cartridge in place of a sample loop, oriented so the IC

eluent flow will be in the direction indicated in Figure 3.2. All other IC conditions were as

described in section 3.2.3.

At the beginning of the run, the sample loop containing the acid and the low-concentration

cartridge were simultaneously injected. This allows the concentrated oxalic acid plug to

extract the cartridge and push the analyte onto the column. After 0.25 min, the cartridge

injector was returned to fill mode. Three to five sequential extractions of the cartridge were

performed for each sample, depending on the measured ammonia and/or amine concentra-

tions.
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Figure 3.3: Schematic of the in-line system for simultaneous extraction and analysis of
ammonia and amine samples by IC (shown immediately prior to injection). At the beginning
of the IC run, both injectors are actuated, allowing the 0.1 M oxalic acid plug to extract the
cartridge and push the amine/ammonia onto the IC column.

A series of experiments was performed to determine if breakthrough occurs in the low-

concentration cartridges under conditions of high ammonia concentration as is often seen in

the field samples.88,254 Three low-concentration cartridges were prepared as described above,

and one was kept as a blank. Gas-phase ammonia in N2 from a gas cylinder (Airgas; 0.812

ppm in N2) was then flowed through the remaining two cartridges in series for 50 min at 150

cm3 min-1. Three sets of samples were taken. After background subtraction, the measured

NH3 concentration on the backup cartridge was less than 7% of the total measured NH3

(primary + backup) in all three cases, and was 4% of the total measured NH3 on average.

These results suggest minimal breakthrough occurs, even with high ammonia concentrations.

3.2.5 Field measurements in an agricultural area

Several field measurements using the low-concentration cartridges were performed in Chino,

CA, USA. A 40 L steel chamber under vacuum was used as the pump. It was evacuated,
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Table 3.1: Retention times and calculated detection limits for ammonia and amines. Errors
shown are ±2s.

Species Retention Liquid-Phase Gas-Phase Detection Limita,b

time Detection Limit High- Low-
(min) (mol L-1 ×10−7) Concentration Concentration

Cartridge Cartridge
(ppt in air) (ppt in air)

Ammonia 7.5 2.3 ± 1.6 (2.8 ± 1.9) ×103 12 ± 8
Methylamine 8.8 2.6 ± 1.7 (3.1 ± 2.1) ×103 14 ± 9
Dimethylamine 11.8 3.5 ± 2.4 (4.3 ± 3.0) ×103 19 ± 13
Trimethylamine 20.7 8.2 ± 5.6 (1.0 ± 0.7) ×104 45 ± 31
aDetection limits are calculated from the average of the signal corresponding to 3/5 peak-to-peak
noise from 10 cartridge samples.
bGas-phase detection limits for the high-concentration cartridge samples are based on 1 L min-1

sampling for 20 min, extraction in 10 mL oxalic acid, and injection of 20 μL of the solution. For
the low-concentration cartridge, detection limits are based on 150 cm3 min-1 sampling for 60 min
and in-line extraction on the IC.

fitted with a battery-powered mass flow controller (Alicat) and used to maintain a constant

sample flow through the cartridges. This allowed sampling to be performed away from a

power source without the need for a generator, which could have introduced exhaust-related

artifacts. Samples were taken approximately 50 m away from cattle pens between 4 am and

6 am (before sunrise) between 28 August and 12 September 2013. On each day, one cartridge

was prepared as described in section 3.2.4 and kept as a blank. These blanks were used for

background subtraction of the sample chromatograms.
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3.3 Results and Discussion

A typical chromatogram for the liquid standards used in the IC is shown in Figure 3.4. Peaks

corresponding to NH+
4 , MA−H+, DMA−H+, TMA−H+ and a small amount of Na+ are

present. Table 3.1 summarizes retention times and liquid-phase detection limits for ammonia,

MA, DMA and TMA. These were calculated as the average concentration whose signal

corresponds to 3/5 of the peak-to-peak noise from 10 typical cartridge measurements.255

The standard deviation of this value is a measure of reproducibility. Errors in the estimated

detection limits shown in Table 3.1 are ± two sample standard deviations. For the high-

concentration cartridges, gas-phase detection limits were calculated for 20 min samples at

1.0 L min-1 sample flow followed by extraction in 10 mL 0.1 M oxalic acid. For the low-

concentration cartridges, gas-phase detection limits were calculated for 60 min samples at

150 cm3 min-1 sample flow followed by in-line extraction on the IC. Detection limits for

the high- and low-concentration cartridges were in the low ppb and ppt range, respectively

(see Table 3.1). It should be noted that with the current design of the low-concentration

cartridges, 150 cm3 min-1 is the maximum sample flow possible, however redesigning the

cartridge to allow higher sampling flow would further lower the detection limits for this

method.

3.3.1 Gas-phase standards using the high-concentration cartridges

with off-line extraction

Oxalic acid is not retained by the cation column used in the IC and elutes at ∼2.5 min. The

high concentration (0.1 M) of oxalic acid in the cartridge extracts compared to that of the IC

eluent (0.00375 M) results in a characteristic negative broad signal initially as can be seen in

a typical cartridge blank (Fig. 3.5a). For this reason, blanks are subtracted from cartridge

samples before the peaks are integrated. A typical background-subtracted chromatogram for
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Figure 3.4: A typical ion chromatogram for the amine/ammonia standards in 0.1 M oxalic
acid. Standards also included sodium methanesulfonate (NaCH3SO3; Aldrich; 98%) because
of the nature of ongoing laboratory experiments at the time so that Na+ was also present.

a DMA sample is shown in Figure 3.5b. Results from the gas-phase standard measurements

are presented in Figure 3.6 and show measured ammonia and amine concentrations for the

first and second extract of the primary cartridge, the first extract of the backup cartridge, as

well as the total measured concentration (first and second extract of the primary cartridge

plus the first extract of the backup cartridge).

WCE resin was originally designed to remove alkaline components from liquid solutions by

reaction with the surface carboxylic acid groups.256 To the best of our knowledge, its ability

to take up gas-phase species has not been reported. For the three amines, the measured

concentration from the backup cartridge was less than 5% of that of the primary cartridge

(Fig. 3.6). This small amount of breakthrough indicates that WCE resin efficiently takes up

gas-phase amines even at the relatively high flow rate of 1.0 L min-1. For ammonia, this value

is slightly higher (but still <10% of the primary cartridge), suggesting that the less-basic,

more-volatile ammonia is trapped less efficiently than the amine species.
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Figure 3.5: a) Chromatogram for a typical blank using high-concentration cartridges showing
the characteristic baseline due to the high oxalic acid concentration in the cartridge extracts
and b) a background subtracted ion chromatogram for a DMA sample (nominally 1.0 ppm
in N2; see section 3.3.1).

For cartridge extraction, an appropriate solvent must be able to efficiently extract the am-

monia and amines, and be low enough in concentration to minimize effects on the baseline

in the ion chromatogram (Fig. 3.5a). For regeneration of the WCE resin, the manufacturer

recommends dilute hydrochloric or sulfuric acids. In our experiments, we chose oxalic acid

as the extraction solvent due to its weak acidity [pKa1 = 1.25; pKa2 = 3.81]257 and its use

as the IC eluent. As seen in Figure 3.6, the second extract of the primary cartridge using

10.0 mL of 0.1 M oxalic acid contains less than 15% of the analyte compared to that of the

first extraction, indicating this method efficiently extracts the collected species. However,

oxalic acid concentrations lower than 0.1 M were shown not to be sufficient. For DMA and

TMA, a slight trend of increasing concentration of amine measured from the second extrac-

tion of the primary cartridge is evident, suggesting that at higher gas-phase concentrations,

a shorter sample time, lower flow rate or multiple extractions may be required. However,

such high concentrations of the amines (>0.5 ppm) have not been reported in air and hence

are unlikely to present an analytical limitation for this technique as an ambient sampling

method.
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Figure 3.6: Results for measurements of gas-phase standards of a) ammonia, b) MA, c) DMA,
and d) TMA using high-concentration cartridges, including the first and second extract of
the primary cartridge and the first extract of the backup cartridge, as well as the total
measured concentrations. The dilution factor for ammonia or amine from the gas cylinders
diluted in air is shown on the x-axis, where 1.0 is the undiluted standard and 0.1 is a 10%
mixture. Data points marked with an asterisk (*) do not have sufficient replicates to include
error bars. The green lines are weighted least-squares fits, where the weights for each point
are given by w = (1/s2) and s is the sample standard deviation of the measurements at
each dilution. Slopes of fitted lines are shown in green (±2s), and represent the measured
undiluted standard concentrations. Labeled concentrations for the undiluted standards were:
0.812 ppm NH3, 10 ppm MA, 1.0 ppm DMA, and 1.0 ppm TMA.

Figure 3.6 shows weighted least-squares fits (green lines) forced through (0,0) of the total

measured concentrations of ammonia and the amines. These data indicate a linear trend

of measured concentration with dilution and suggest good measurement efficiency for each

of the gas-phase amines and ammonia. Error bars shown for individual data points are ±

two sample standard deviations, and are based on at least three individual measurements.

These values are used to calculate the errors in the weighted least-squares slopes shown
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in Figure 3.6, which are a measure of the precision of this technique and are 2 – 15 %

for ammonia, MA, DMA and TMA. These values are similar to those obtained for other

techniques that have used gas-phase amine standards for characterization.168 In addition,

they likely represent an upper limit to the error associated with this technique as the system

used to generate the gas-phase standards (Fig. 3.1) involves carefully regulated flow rates

and many hours of conditioning. Some of the variability in the measurements, no doubt,

reflects variability in the actual gas-phase concentrations and therefore is not intrinsic to the

measurement technique.

As can be seen in Figure 3.6, the measured concentrations without dilution are lower than

the manufacturer-provided concentrations of the gas cylinders (see section 3.2.2). While this

could potentially be due to uptake of the amines on tubing walls prior to measurement, this

seems unlikely as the system was conditioned for several hours at each concentration prior

to sampling and no trend of increasing concentration was observed after conditioning. It is

possible that the labeled concentrations of the cylinders are artificially high, as the manufac-

turer has expressed difficulty in preparing such low concentrations of these sticky compounds.

However, the linear trend with dilution along with the negligible amounts measured in the

backup cartridge and second extract of the primary cartridge indicate efficient measurement

for this technique. To explore this further, two of the gas cylinders (NH3 and MA) were

analyzed by a different technique. Samples from the cylinders were bubbled through a 0.1

M oxalic acid solution at 30 cm3 min-1 for 60 min, which was then analyzed by IC. These

measured concentrations were within experimental error of those measured by cartridge col-

lection ([NH3] = 575 ± 128 ppb; [MA] = 4.40 ± 0.58 ppm). This comparison of measured

to nominal concentrations also provides a cautionary note in terms of using commercially

supplied amine or ammonia gas mixtures as calibration standards.

All the samples for the gas-phase standard measurements (both primary and backup) were

collected on four high-concentration cartridges. These cartridges showed no noticeable degra-
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dation in collection or extraction efficiency, even after hundreds of extractions without re-

placing the WCE resin. For example, on one day of sampling, measurements were made on

TMA standards at 0.25, 0.5 and 1.0 dilution factor using two cartridges that had been used

to different degrees. Cartridge A had seen ∼120 extractions and cartridge B ∼40 at the start

of the day. Three measurements were made at each dilution, and each cartridge was used

at least once at each dilution. The relative deviation from the mean was calculated for each

measurement as:

d =
(x− µ)

µ
(3.1)

where x is the measured concentration and µ is the mean value of the three replicate mea-

surements at that dilution. The average of these deviations for each cartridge were, A:

d = +0.01± 0.09(1s) and B: d = −0.01± 0.06(1s). Despite the small sample set, the devia-

tions are very small and the cartridge that had seen more extractions (A) actually measured

(very slightly) higher on average.

3.3.2 Results for field measurements using low-concentration car-

tridges

A typical chromatogram from an air sample taken in Chino, CA, on 28 August 2013 is shown

in Figure 3.7. On each of the three days of sampling (28 August, 04 and 12 September 2013),

two 45 – 50 min samples were taken. The results from all field measurements are presented

in Table 3.2. Also included in Table 3.2 are the temperature, RH and weather conditions

for each sample as reported by NOAA for the Chino Airport, which is <1 mile away from

the sampling site.258
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Figure 3.7: The background-subtracted chromatogram from the first extract of the cartridge
for the sample taken 28 August 2013 at 4:22 AM in Chino, CA. Inset: same chromatogram
magnified to show peaks for MA and TMA.

In all samples, peaks corresponding to NH3 and TMA were observed, and in several samples a

peak for MA and/or a peak at ∼14 min were present. In addition to the standards described

in section 3.2.1, those for isopropylamine, ethylamine, diethylamine, butylamine and aniline

were obtained and analyzed by IC, however their retention times did not correspond to

the peak at ∼14 min, which remains unidentified. Also, diethylamine has been reported

to coelute with TMA in some Dionex IC columns.181,259,260 However, using the Metrohm

column and IC conditions described in section 3.2.3, these two species were sufficiently well

resolved to be distinguished.

Each sample cartridge was extracted in-line and analyzed by IC five times. The TMA peaks

for the five extracts from a sample take on 28 August 2013 are shown in Figure 3.8. The trend

in integrated peak areas with extraction for TMA (shown in boxes in Figure 3.8) indicates

that five extractions are necessary to measure >97% of the collected species. Results for
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Table 3.2: Results of field measurements taken in Chino, CA along with weather data from
NOAAa for the Chino Airport

Date Start Time Duration [NH3] [TMA] Temperature RH
(2013) (min) (ppm) (ppb) (◦C) (%)
28 Aug. 4:22 AM 45 0.90 6.8 21.1 57
28 Aug. 5:08 AM 45 1.5 6.7 20.6 57b

4 Sep. 3:55 AM 50 0.75 4.0 21.1 71
4 Sep. 4:47 AM 50 0.75 3.3 20.6 79
12 Sep. 3:53 AM 50 0.19 1.3 15.0 93c

12 Sep. 4:45 AM 50 0.49 4.5 14.4 90c

aAvailable at http://cdo.ncdc.noaa.gov/qclcd/QCLCD
bHaze
cMist

ammonia show the same trend. While ammonia and TMA peaks were usually still present

in the fifth extract, they represented 3 ± 2% (2s) for NH3 and 1 ± 3% (2s) for TMA of

the total over five extractions. However, the need for five extractions (∼2.5 hrs IC run

time) is a limitation of this method over existing on-line techniques. Optimization of this

method (e.g. modifying cartridge dimensions, extraction solvent, IC parameters, etc.) may

be able to reduce the number of required extractions, thereby improving the efficiency of

this technique.

The laboratory characterization of this technique was performed under dry conditions and

showed near 100% collection efficiency as indicated by the small amount of analyte collected

on the backup cartridges (Fig. 3.6). It is possible that ambient sampling at higher RH would

reduce this efficiency, although this seems unlikely as WCE resin is designed and primarily

used for extracting ions from liquid samples. Also, though the cartridges are flushed with

clean, dry air prior to use, some residual water remains, which would exceed any water vapor

in the gas-phase samples. For these reasons, the RH of the ambient samples is expected to

have little affect on the measurement efficiency.

The first measurement on 12 September 2013 showed noticeably lower ammonia and TMA

concentrations compared to the previous sampling periods. Several factors may contribute

63



Figure 3.8: The background-subtracted chromatograms from all five extracts of the cartridge
for the sample taken 28 August 2013 at 5:08 AM in Chino, CA. Image is magnified to show
TMA peak. Integrated peak areas in (μS min) cm-1 are shown in parentheses. The slight
shift in retention time at lower peak size was typical for TMA in both standards and samples.

to this difference. The temperature was lower and the RH higher on 12 September compared

to the two previous sampling days. Also, mist was reported by the Chino Airport weather

station on 12 September that had completely cleared up sometime between 5:38 and 5:53 am.

Ammonia has been observed to be efficiently scavenged by water droplets during precipitation

events.123 Wet deposition onto mist droplets could account for the lower NH3 and TMA

concentrations on this day and also explain the increase in concentration between the first

and second sample as the mist evaporated.

3.3.2.1 Agreement with Literature

The results of these field measurements are consistent with the range of published data on

ammonia and amine concentrations in agricultural areas. Concentrations of ammonia and
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TMA near cattle feedlots and enclosures in the range of 0.7 – 34 ppm NH3
35,170,261 and 0 –

400 ppt TMA261–263 have been reported. Inside cattle enclosures, TMA concentrations up

to 0.6 – 7.6 ppb have been measured.102,262,264 The ratio of TMA to NH3 in this study, (4

– 9)×10−3, is similar to that reported for indoor cattle enclosures as well as emissions from

hay and silage.102
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Chapter 4

Amine-Amine Displacement

4.1 Amine-Amine Displacement

Amine-amine displacement experiments were performed using the SPLAT-II mass spectrom-

eter in collaboration with Dr. Alla Zelenyuk at Pacific Northwest National Lab’s EMSL User

Facility to explore the kinetics and extent of displacement of aminium species in MSA-amine

particles by a different gas-phase amine. As discussed in chapter 1, MSA and amines are

routinely detected in the particle phase, and while measurements of ammonia-amine dis-

placement in sulfate salts have been performed under various RH conditions,198,199 those for

methanesulfonate salt have not. In addition, to our knowledge, an exploration of amine-

amine (as opposed to ammonia-amine) exchange has not been reported in the literature for

any salts. If there are species-specific effects of condensed-phase amines on the physical prop-

erties of particles, these will have implications for further growth, and make amine-amine

exchange reactions a potentially important atmospheric process. Results from this study

and a discussion of their impact on the atmosphere are presented in this chapter.
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4.2 Experimental

Amine-amine displacement experiments were performed in Pacific Northwest National Lab’s

EMSL User Facility using the SPLAT-II mass spectrometer, in collaboration with Dr. Alla

Zelenyuk. All experiments were performed in 100 L Teflon chambers with gas- and particle-

phase species diluted with zero Air (OXARC). Particle size distributions were monitored

using a SMPS consisting of a classifier (TSI; model 3080) and a differential mobility analyzer

(TSI; model 3081) operated with 0.3 L min-1 sample flow and 3.0 L min-1 sheath flow.

Two types of experiments were performed that differed only in the source of aerosol particles.

In the first type, gas-phase amine was added to a Teflon chamber containing particles formed

from a nebulized salt solution of MSA and a different amine. In the second, gas-phase amine

was added to a Teflon chamber containing particles formed from the gas-phase reaction of

MSA and a different amine. The details of each type of experiment are described below.

4.2.1 SPLAT-II Mass Spectrometer

SPLAT-II is a single particle, laser ablation time-of-flight mass spectrometer described in

detail elsewhere.125 Briefly, particles entering SPLAT-II are focused with an aerodynamic

lens that imparts the particles with a velocity proportional to their vacuum aerodynamic

diameter. Particles are then detected by two optical detectors in series (spaced 10.5 cm

apart) and sized according to the time between detection events. This delay time is then

used to time two laser pulses 10.5 cm further down stream. The first (IR) pulse causes

semi-volatile compounds to evaporate from the particle, while the second (UV) pulse, a few

microseconds later, ionizes the evaporated compounds and ablates and ionizes the remaining

nonvolatile species. Ionized species then enter a time-of-flight region before being detected.
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SPLAT-II is capable of detecting particles down to ∼80 nm and can provide information on

particle size, composition, density and morphology.125,156–158

4.2.2 Salt Standards Preparation

Standards of the MSA-amine/ammonia salts were individually prepared by mixing MSA

(99.0%; Aldrich) with excess 28.7% NH3 in H2O (Aldrich), 40% MA in H2O (Aldrich), 40%

DMA in H2O (Aldrich), or 40% TMA in H2O (Aldrich) by adding the basic solution dropwise

into a 20 mL glass scintillation vial containing ∼ 5 mL of the acid in an ice bath. These

solutions were then dried under vacuum (Spin-Vap; Wheaton) to remove water and excess

ammonia or amine. After re-exposure to lab air, some of the salts rapidly and visibly took up

water to varying degrees, with MSA-NH3 taking up the least water and MSA-TMA taking up

the most. (Salts are referred to as, e.g. MSA-TMA for trimethylaminium methanesulfonate

for clarity.) Uptake of water in the case of the MSA-TMA salt was sufficient to yield a

viscous brine as can be seen in Figure 4.1. These results are consistent with the reported

increase in hygroscopicity in going from ammonium to alkylaminium sulfate salts.265

4.2.3 Nebulized Salt Experiments

Salt standards described in Section 4.2.2 were dissolved in 100 mL Nanopure water (18.1 M,

US Filter, model UHP-10) to make 3-4 mM salt solutions. Note that these concentrations

are approximate because the salts had taken up water prior to being weighed as described in

section 4.2.2. Particles of MSA-NH3, MSA-MA, MSA-DMA and MSA-TMA were generated

by flowing zero air through a nebulizer (Salter Labs; model 8913) filled with one of the salt

solutions. Teflon chambers (∼100 L) were filled with zero air until they were ∼9 L from being

full. The nebulized particles then were added at 3.0 L min-1 for ∼3 min resulting in ∼10:1

dilution of the nebulizer output in the chamber. Assuming the output of the nebulizer to
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(c)	
   (d)	
  

Figure 4.1: Image of prepared salts of a) MSA-NH3, b) MSA-MA, c) MSA-DMA and d)
MSA-TMA showing uptake of water when exposed to room air.

be 100% RH, this yields ∼10% RH in the chambers. Conditions for each of the experiments

are given in Table 4.1.

4.2.4 Gas-Phase MSA Generation and Measurement

Gas-phase MSA was generated by flowing zero air through two traps in parallel containing

liquid MSA (99.0%; Aldrich) at 3 L min-1. Periodically, samples of gas-phase MSA exiting the

traps were measured by collection on 0.45 μm Millipore filters followed by extraction in 20.0

mL nanopure H2O and analysis by ultra performance liquid chromatography electrospray

ionization mass spectrometry (UPLC-ESI-MS; Waters). These values were used to calculate

the concentration of MSA in the Teflon chambers based on their known dilution in zero air.
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Table 4.1: Conditions for nebulized salt experiments.

Salt Nebulizer Chamber Dilution RH
Flow Time Volume in Air (%)

(min) (L)
MSA-NH3 3:20 112 10.2:1 8.9
MSA-MA 3:20 108 9.8:1 9.3
MSA-DMA 3:20 102 9.2:1 9.8
MSA-TMA 3:00 98 9.9:1 9.2

4.2.5 Particle Formation from Gas-Phase Precursors Experiments

In experiments on particles formed from the gas-phase reaction of MSA and ammonia or an

amine, Teflon chambers were filled (fully or partially) with gas-phase MSA from the traps,

followed by zero air to fill the chamber to near capacity. Gas-phase NH3 (0.812 ppm in N2;

Airgas), MA (10 ppm in N2; Airgas), DMA (1.4 ppm in N2; Airgas), or TMA (13.4 ppm

in N2; Matheson) were then added such that the final ammonia/amine concentration in the

chambers were between 2 and 200 ppb. It should be noted that these amine concentrations

are based on the manufacturer stated concentrations, which may not be entirely accurate as

discussed in section 3.3.1. It should also be noted that these experiments were all performed

under nominally ‘dry’ conditions, although some water will be present.

4.2.6 Displacement Experiments

Displacement experiments were performed in which chambers prepared as described in sec-

tions 4.2.3 and 4.2.5 were subsequently exposed to a different gas-phase amine by flowing one

of the gas-phase standards into the chamber in the same manner as described in section 4.2.5.

The species involved along with their initial concentrations and other experimental condi-

tions are given in Table 4.2.
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Table 4.2: Conditions for amine-amine displacement experiments.

Nebulized Salt + Gas-Phase Amine
Salt Dilution RH Displacing [Displacing Amine]

in Air (%) Amine (ppb)

MSA-NH3 9.2:1 8.9 TMA 470
MSA-MA 9.1:1 9.3 TMA 9.7
MSA-MA 9.1:1 9.3 TMA 500
MSA-DMA 9.0:1 9.8 TMA 510
MSA-TMA 9.0:1 9.9 MA 500
MSA-TMA 9.0:1 10.2 DMA 350

Gas-Phase Particle Formation + Gas-Phase Amine
Initial [MSA] [Amine] Displacing [Displacing Amine]
Amine (ppb) (ppb) Amine (ppb)
MA 8.3 11 TMA 8.2
DMA 3.8 5.4 TMA 4.3
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4.3 Results and Discussion

4.3.1 Particles Prior to Displacement

Shown in Figure 4.2 are average mass spectra normalized to the total SPLAT-II MS signal for

both the nebulized salt particles (black lines) and those formed in the gas phase (red lines).

The signal from nebulized salt particles (black lines) are shown as negative values for clarity.

While mass spectra are presented for nebulized MSA-NH3 salt particles and those formed

from the gas-phase reaction with MSA (Fig. 4.2), their low ionization efficiency compared

to the amine-containing particles precludes quantification in any displacement experiments.

4.3.1.1 SPLAT-II Mass Spectra

In nebulized salt particles of MSA and the three amines, the dominant peak corresponds to

[M−H]+ for the amines (MA: m/z 30; DMA: m/z 44; TMA: m/z 58). This is consistent

with reported electron ionization spectra266 and well as typical UV ionization MS for alky-

lamines.267–270 This peak is likely due to formation of the amine radical cation followed by loss

of •H to yield [R2N−−CH2]+, as has been shown for the UV ionization of MA and DMA.267,270

MSA-TMA particles give a strong peak at m/z 42 which may correspond to further loss of

•CH3 from the [R2N−−CH2]+ complex followed by loss of •H yielding [H2C−−N−−CH2]+, as has

been shown for electron ionization.271

Interestingly, for MSA-NH3, -MA and -DMA salt particles, a large peak corresponding to

[M+CH2−H]+ is also present. As this peak occurs for MSA-NH3 particles (and is the domi-

nant peak in this case), it is likely due to abstraction of CH2 from MSA by the amine cation

radical followed by loss of •H. This peak exists for MSA-TMA salt particles as well, but is

quite small. This could indicate a role for –NH in the abstraction process, or may be a result

of steric crowding. Similarly, Angelino and coworkers report mass spectra of particles con-
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Figure 4.2: Average mass spectra normalized to the total SPLAT-II MS signal for both
nebulized salt particles (black lines) and those formed by gas-phase reaction (red lines) for
MSA and a) NH3, b) MA, c) DMA and d) TMA. The signal from nebulized salt particles
(black lines) are shown as negative values for clarity.

taining diethylamine (DEA) and TMA.44 In DEA-water particles, a strong [M+CH2−H]+

was present, while for TMA-water particles, none was observed. In particles containing only

amines and water, abstraction of CH2 could only occur between amine molecules. For DEA-

nitrate and TMA-nitrate particles, where amines could be expected to be coordinated with

nitrate molecules with no available alkyl groups, no [M+CH2−H]+ were observed for either

amine.44

Compared to particles nebulized from a salt solution, those formed by the gas-phase reaction

of MSA with NH3, MA and DMA showed increased fragmentation, with the dominant peak

corresponding to C+. In the case of MSA-TMA particles however, little difference in the
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spectra is observed between the nebulized particles and those from the gas-phase reaction.

One explanation for this could be water uptake on the particles. In the nebulized salt

experiments the RH is ∼10%, while the gas-phase reactions of MSA and ammonia/amine

were performed under dry conditions. Fragmentation of amine species from UV ionization is

dependent on the ionizing conditions, including RH.268,269,272 It could be expected that the

particles formed from the gas-phase reaction under dry conditions would fragment differently

than nebulized salt particles which would have taken up water, as is seen in the case of NH3,

MA and DMA. Of the four salts, TMA is the most hygroscopic, as can be seen in Figure 4.1.

Even under the dry conditions of the gas-phase reaction to form particles, there may be

sufficient water vapor available to adsorb to the MSA-TMA particles, reduce fragmentation,

and result in little difference in the mass spectra between the nebulized MSA-TMA particles

and those formed in the gas-phase reaction of MSA and TMA.

4.3.1.2 Particle Size Distributions

Size distributions determined by SMPS of the nebulized salt particles prior to displacement

are shown in Figure 4.3a. SPLAT-II has a 50% cutoff efficiency for particles with dp ∼80

nm.125,157 Shown in the insets of Figure 4.3 are particles with dp >80 nm, which should

be accessible to SPLAT-II. (SPLAT-II size distributions for the nebulized salts are shown

in Fig. 4.3c for comparison.) For particles formed from the nebulized salt solutions, little

difference is seen between particles of different composition, with the bulk of the distributions

being <80 nm, but having ∼500 particles cm-3 above 80 nm. Particles formed from the gas-

phase reaction of MSA with ammonia or amine show more variability in size, especially in

the case of MSA-NH3 particles (Fig. 4.3b).
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Figure 4.3: Particle size distributions for a) nebulized salt particles and b) particles formed
from gas-phase reaction, prior to displacement experiments. Insets show particles with dp >
80 nm, corresponding to approximate distribution accessible to SPLAT-II. Shown in c) are
the corresponding SPLAT-II size distributions for the nebulized salt particles, normalized to
the peak concentrations for each distribution.

4.3.2 Amine-Amine Displacement

4.3.2.1 Particle Size Distributions

For nebulized MSA-NH3 particles, size distributions were measured before and after addition

of 500 ppb TMA (Fig. 4.4a). While number concentration decreases for particles <80 nm

upon addition of the gas-phase amine, the size distribution visible to SPLAT-II remains rela-

tively unchanged. The corresponding SPLAT-II size distributions show no significant change

upon addition of gas-phase TMA (Fig. 4.4b). Thus, displacement rather than addition of the

gas-phase amine is likely occurring (i.e., the total amine + ammonia concentration in the

particle-phase remains constant although the concentrations of the individual N-containing
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Figure 4.4: a) Particle size distributions of nebulized MSA-NH3 particles before and after
addition of gas-phase TMA. Inset shows particles with dp > 80 nm, corresponding to approx-
imate distribution accessible to SPLAT-II. b) Corresponding SPLAT-II size distributions,
normalized to peak concentration for each distribution.

species in the particle phase change). For particles formed in the gas-phase, which showed

wider variability in size and concentration depending on composition, the size distribution

of MSA-MA and MSA-DMA particles shifts slightly to larger diameters after addition of

gas-phase TMA (Fig. 4.5a,b). This shift is consistent with the continuous trend with time in

the evolution of the particle size distribution, independent of the addition of TMA, as shown

in Fig. 4.6. However, growth of particles by TMA (as opposed to displacement) cannot be

ruled out as contributing to the observed shift in the particle size distribution, for particles

formed by gas-phase reaction.

4.3.2.2 Quantification

To quantify amine-amine displacement, relative ionization efficiencies were calculated for

MA, DMA and TMA particles. (As mentioned above, the ionization efficiency of NH3

particles was too low to use in quantifying displacement.) A comparison was made of the

average total single-particle SPLAT-II signal for MSA-MA, -DMA and -TMA particles of

similar size. It was found that MSA-TMA particles had the highest average total signal (i.e.
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Figure 4.5: Size distributions of particles formed from the gas-phase reaction of a) 10 ppb
MSA + 10 ppb MA and b) 5 ppb MSA + 5 ppb DMA, before and after addition of gas-phase
TMA. Inset shows particles with dp > 80 nm, corresponding to approximate distribution
accessible to SPLAT-II.

ionization efficiency), a factor of 2.9± 0.4 (2s) higher than MSA-MA particles, and a factor

of 2.1± 0.4 (2s) higher than those of MSA-DMA.

In displacement experiments, a gas-phase amine was introduced into a Teflon chamber con-

taining particles composed of MSA and a different amine (either from nebulized salt or

gas-phase reaction). The extent of amine-amine displacement was determined by monitor-

ing the change in the SPLAT-II [M−H]+ peaks for each of the amines (MA: m/z 30; DMA:

m/z 44; TMA: m/z 58) upon introduction of the gas-phase displacing amine. The extent of

displacement was determined using the following equation, a derivation of which is provided

in appendix B.

χa =
f ◦1b − f1

e′ea
eb (f1 − f ◦1a)− f1 + f ◦1b

f ◦1a ≡
h◦
′

1a

h◦
′

1a + h◦
′

2a

f1 ≡
h
′
1

h
′
1 + h

′
2

e′ ≡
(
h◦
′

1a + h◦
′

2a

)(
h◦
′

1b + h◦
′

2b

) (4.1)

Here, χa is the fraction of the initial amine that remains in the particle phase (i.e. has not

been displaced) and ea is the ionization efficiency of the initial amine species. Numerical

subscripts refer to a particular peak in the mass spectrum: 1 referring to the [M−H]+ peak
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starting with the gas-phase reaction of 10 ppb MSA with 10 ppb MA. All times shown are
measured from introduction of MSA and MA. Addition of 10 ppb TMA occurred at ∼34
min reaction time.

for the initial amine and 2 to that for the displacing amine. Text subscripts refer to the

initial (a) and displacing (b) amines. Normalized peak heights are designated h
′
, such that

for an experiment where TMA displaces MA, h◦
′

2a is the peak height of m/z 58 for pure

MSA-MA particles and h
′
1 is the peak height of m/z 30 at any point during the experiment.

Using equation 4.1, the extent of displacement of the initial particle-phase amine is calculated

as a function of reaction time for each set of conditions. The initial conditions and final

extent of observed displacement are given in Table 4.3. The amount of initial gas-phase

displacing amine in a given volume of air was in significant excess over the initial amount in

the particle phase (at least a factor of five for the smallest gas-phase amine concentration and

>100 times greater for amine concentrations in the hundreds of ppb). Gas-phase displacing

amine concentrations can therefor be considered to be constant throughout the experiment.

In experiments starting with MSA-MA and MSA-DMA nebulized salts, despite the great

excess of gas-phase TMA added, complete displacement does not occur even after allowing

the reaction to continue overnight. This is in contrast to the reverse reactions of nebulized

MSA-TMA salt particles with gas-phase MA or DMA, where TMA was completely displaced

in less than 5 min. Comparable to this are findings by Qiu et al., who show displacement
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Table 4.3: Initial conditions and extent of displacement for each experiment. Errors are
calculated based on the 2s uncertainty in the ionization efficiencies.

Original Displacing [Displacing Amine] χa

Particle Amine (ppb)

Nebulized Salt + Gas-Phase Amine
MSA-MA TMA 9.7 0.98± 0.01
MSA-MA TMA 500 0.32± 0.03
MSA-DMA TMA 510 0.50± 0.05
MSA-TMA MA 500 0.00± 0.00
MSA-TMA DMA 350 0.03± 0.01

Gas-Phase Particle Formation + Gas-Phase Amine
MSA-MA TMA 8.2 0.73± 0.03
MSA-DMA TMA 4.3 0.91± 0.02

of ammonia in (NH4)2SO4 salt by gas-phase MA, DMA and TMA to be more favorable for

less substituted amines (TMA < DMA < MA).273

4.3.2.3 Displacement of MA or DMA by TMA in Nebulized MSA-MA or MSA-

DMA Salt Particles

As mentioned in section 4.3.1.1, experiments starting with nebulized salt are at ∼10% RH,

and particles likely have taken up water vapor. As seen in Figure 4.1, the bulk MSA-amine

salts take up water vapor at ambient (∼35%) RH to varying degrees with the MSA-TMA

salt being the most hygroscopic. Based on the bulk properties of the salts, MSA-TMA

particles are expected to be liquids, with rapid diffusion of gases into and out of the particles,

consistent with the rapid, complete displacement observed here. Since gas-phase MA or

DMA are in great excess in the experiments starting with nebulized MSA-TMA particles,

essentially complete displacement occurs before the first SPLAT-II measurement (<∼ 5

min).
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In contrast, experiments starting with nebulized MSA-MA or MSA-DMA particles only result

in partial displacement, despite introducing TMA in great excess. In the case of MSA-DMA

particles with gas-phase TMA, displacement reached its final extent before the first SPLAT-

II measurement (∼5 min reaction time). However, in experiments where gas-phase TMA

was added to nebulized MSA-MA particles, while > 40% of the MA was replaced by TMA

within 5 min reaction time, displacement continued for about an hour before reaching a final

χMA = 0.32± 0.03 overnight, as seen in Fig. 4.7.

The observed time dependence of displacement of MA by TMA indicates that (at least up

to ∼ 1 hr) this system has not reached an equilibrium state. Given that the added gas-phase

TMA is in great excess, the lack of complete displacement of the particle-phase amine in

the MSA-MA case clearly suggests that these particles are not liquid, unlike the MSA-TMA

particles. (This may also be true for the displacement of DMA by TMA in MSA-DMA

particles, although an equilibrium state cannot be ruled out in this case.) Similar effects

related to particle phase have been seen for amine displacement in (NH4)2SO4 particles

exposed to triethylamine under various RH conditions.198

If MSA-MA particles were viscous solids or semi-solids, with diffusion in the particle-phase

limiting displacement, it would be expected that χMA would decrease more rapidly for smaller

particles. Figure 4.8a shows the fraction of MSA remaining in the particles as a function

of particle size and reaction time, indicating that within experimental error, there is no

significant dependence of the extent of displacement on particle size. This suggests that

MSA-MA particles cannot be described simply as having one homogeneous, viscous phase. In

experiments on displacement of NH+
4 by DMA in small clusters of NH4HSO4, Bzdek et al.197

show that there is a kinetic limitation to displacement of ‘core’ NH+
4 molecules compared to

those at the surface. Analogously, the larger MSA-MA particles used here could be treated

as having a solid, crystalline core which does not undergo significant displacement within

the time scale of these experiments, buried inside a ‘shell’ of gradually decreasing viscosity
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Figure 4.7: Time resolved (a) SPLAT-II mass spectra and (b) χMA and χTMA, for the
reaction of nebulized MSA-MA salt particles with 500 ppb TMA.

which does undergo exchange with the gas-phase. For spherical particles, the data in Fig.

6 can be used to roughly calculate the ratio of the ‘shell’ thickness (rshell) compared to

the diameter of the particle (dp), assuming the amine densities of the core and shell are the

same, and approximating the system as having a clearly defined boundary between the ‘core’

(undisplaced) and ‘shell’ (displaced). Figure 4.8b shows that this ratio remains constant at

15± 6% across all particle sizes after 94 min reaction time (purple triangles).

The formation of an amorphous salt structure (as expected for the MSA-MA particle ‘shell’)

may be the result of the nebulization process, where particles are formed under wet conditions

and subsequently diluted with dry air. Similarly, particles formed by atomization of a NaNO3

salt solution, were shown to be amorphous rather than crystalline by environmental scanning

electron microscopy,274 and SPLAT studies.275,276

4.3.2.4 Displacement in Particles Formed by Gas-Phase Reaction

In experiments starting with nebulized salt particles, an assumption of constant gas-phase

concentration of the displacing amine could be made (sec. 4.3.2.2). This assumption can-

not be made for experiments starting from particles formed in the gas-phase as the initial
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Figure 4.8: a) Dependence of displacement on particle size. Error bars are based on 1s
uncertainty of particle mass spectra. b) Thickness of displaced shell (rshell) relative to particle
diameter (dp) assuming spherical particles of uniform density.

amounts of particle-phase MA or DMA are on the same order as those of the initial gas-phase

TMA. Therefore, quantitative arguments of displacement in these experiments are difficult,

but some general observations may be made. First, complete displacement by TMA is not

seen in either case as was seen with the nebulized salt particles. This is consistent with the

core-shell structure of MSA-MA and MSA-DMA particles proposed in section 4.3.2.3. Also,

the same trend is seen as with nebulized salt particles in which TMA displacement is greater

for MSA-MA particles than for those of MSA-DMA.

As seen in Figure 4.9, MSA-MA particles accessible to SPLAT-II are smaller when formed

in the gas-phase under ‘dry conditions (gas-phase reaction; dashed green line) then when

nebulized (solid green line). These smaller particles undergo greater displacement (χMA =

0.73) than do the larger particles from nebulized salt solutions (χMA = 0.98), when the added

gas-phase TMA is 8−10 ppb (Table 4.3). This is the case despite the drier conditions (where

less water would be expected to be on the particle surface) and the lower initial concentration

of the gas-phase displacing amine relative to initial concentration of the particle-phase amine

in a given volume of air (due to the high number concentration of particles in the dry case;

Fig. 4.9). This highlights the importance of particle size as well as water in predictions of

amine displacement.
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4.3.2.5 Theoretical Calculations of MSA-MA, MSA-DMA and MSA-TMA Clus-

ters

Theoretical calculations of clusters of MSA with MA, DMA, and TMA were performed

by Dr. Mychel Varner of the Gerber Group at UCI in order to investigate the structure

and energetics that may lead to the differences in water uptake observed in the bulk salts,

and suggested by the displacement experiments.277 Figure 4.10 present two stable isomers

for clusters of MSA with TMA (a,b), DMA (c,d) and MA (e,f). A full discussion of the

theoretical results is described in ref. 277. Briefly, as can be seen in Fig. 4.10, the less

substituted amines are capable of forming more complex H-bonding networks, which would

be expected to form denser, more stable structures, when extrapolated to a larger crystal

structure. Stable crystal structures have been experimentally determined for MSA with
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NH3
278 or diisopropylamine,279 both of which have a cyclic H-bonding network similar to

that shown here for MSA-MA and MSA-DMA with Ci symmetry (Fig. 4.10c,e). TMA, having

the fewest N-bound hydrogens, does not form such a structure but rather forms only ion pairs

(Fig. 4.10a) or a weakly-bound hydrogen bridge structure (Fig. 4.10b),280 and could therefor

be expected to form a weaker crystal structure than either MSA-MA or MSA-DMA, which

then would be more susceptible to water uptake. Thus, theoretical calculations support the

trend in hygroscopicity of the bulk salts (Fig. 4.1) and the experimentally observed amine

displacement.

4.3.3 Atmospheric Implications

Amines are increasingly being recognized as key players in new particle formation and

growth.15,37,42–44,49,126,142,149,260,281 Modeling particle growth from these small sizes up to

sizes where particles can act as cloud condensation nuclei requires an understanding of

the competition between co-condensing amine species. Amine exchange in ammonium-

acid particles has been identified as a favorable process in both small (<3 nm)195,196 and

large (15 – 35 μm)198 particles as well as the bulk ammonium salts273,282 with implica-

tions for particle growth. Equally important is understanding the effect of particle-phase

amines on the physical properties of particles (i.e. phase, hygroscopicity) which affects both

aminium/ammonium displacement198 and further growth.265,283–285 This work presents ev-

idence of amine-amine exchange in MSA-amine salt particles ∼100 nm in diameter that

indicates kinetic limitations to displacement based on species-dependent physical properties

of the aerosol particles.
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Figure 4.10: Theoretical calculations performed by Dr. Mychel Varner of the Gerber Group
at UCI of [MSA]2[TMA]2 with a) Ci and b) Cs symmetry, [MSA]2[DMA]2 with c) Ci and d)
Cs symmetry, and [MSA]2[MA]2 with e) Ci and f) Cs symmetry.277
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Chapter 5

Flow Reactor Model

5.1 Research Goals

A kinetics model for particle formation and growth is under development to describe the

MSA, amine, and water system investigated in chapter 2. This model integrates the GDE,

described above, over the experimental reaction times used in the flow reactor studies and

evaluates the suitability of the semi-empirical kinetics model for particle formation described

in chapter 2 while accounting for particle growth, coagulation and wall loss. The development

of this model is discussed in this chapter.

5.2 Model Development

This model integrates the general dynamic equation (eq. 1.1) over the reaction times ac-

cessible to the flow reactor system while keeping track of gas-phase precursor concentra-

tions and size- and composition-resolved particle concentrations. The model code is writ-

ten in C and makes use of the gsl_odeiv2 functions available as part of the Gnu Scien-
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tific Library286 for integration of ordinary differential equations. The integration uses the

gsl_odeiv2_step_msbdf stepper function, which is a variable-coefficient linear multistep

backward differentiation formula method in Nordsieck form, and is suitable for stiff mathe-

matical equations, such as are often encountered in systems of chemical kinetics equations.

5.2.1 Modeled Species

In addition to the three gas-phase precursor species (MSA, amine and water), the concen-

trations of the intermediate clusters used in the kinetics mechanism for particle formation

described in section 2.3.4 are calculated as a function of reaction time t. Specifically, these

clusters are the MSA hydrate, MSA-amine-water trimer, and the dry MSA-amine dimer.

Gas-phase molecule and cluster concentrations are designated yg(t), where g = 1, . . . , n. In

this particular case of three gas-phase molecules and three clusters, n = 6. Particle-phase

species are calculated as concentrations of MSA, amine or water in one of s discreet particle

size bins, and labeled y(i,q)(t) where i = 1, . . . , s and q = 1, . . . ,m. Here, m = 3 and q

represents one of the three particle phase species, either MSA, amine or water. All species

concentrations are tracked in units of # cm-3, i.e. number of molecules of gas- or particle-

phase species per cm3 of air. Particle number concentrations pi(t) are then calculated as

follows.

pi(t) =

[
m∑
q=1

y(i,q)MWq

NAρq

]
1

vi
(5.1)

Here, MWq is the molecular weight of species q, ρq is its bulk density, NA is Avagadro’s

number, and vi is the volume of a single particle in size bin i.
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As described by Sandu and Borden,287 this treatment assumes that the continuous particle

size distribution, p(r, t), can be approximated as the linear combination of a discreet set of

concentrations, pi, of particles of radius ri, such that,

p(r, t) =
s∑

i=1

pi(t)φi(r)

φi(r) = δ(r − ri),

(5.2)

where φi(r) = 0 for r 6= ri and φi(r) = 1 for r = ri, and is referred to as size bin i. The

effects of this discretization in particle-size space can be inferred by evaluating the effects of

varying the number of size bins, s, on the modeled size distribution. This evaluation will be

included in a future model sensitivity analysis.

Equation 5.1 further requires that particle densities can be approximated by a weighted

average of the component bulk densities. The density of a concentrated salt particle would

be expected to deviate from this simple approximation. An evaluation of the effects of this

variation is made by two approaches. In addition to evaluating the model’s sensitivity to

particle densities, a comparison can be made to experimentally determined densities of the

MSA-amine particles at a known RH.277 The results of such a comparison will be included

in a future model sensitivity analysis.

5.2.2 General Dynamics Equation

A formulation of the general dynamics equation in terms of multicomponent aerosols of

discreet size is given in equation 5.3.
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d

dt
yx(t) =

(
∂yx(t)

∂t

)
nucleation

+

(
∂yx(t)

∂t

)
growth

+

(
∂yx(t)

∂t

)
coagulation

+

(
∂yx(t)

∂t

)
wall loss

(5.3)

Here, yx(t) is either gas-phase species concentration yg(t) or particle-phase species concen-

tration y(i,q)(t). This equation along with the associated Jacobian is calculated for each

species y at each time step. The individual components of equation 5.3 are discussed in the

following sections.

5.2.3 Nucleation

As part of the analysis of the flow reactor experimental data, a kinetics mechanism for

particle formation from MSA, amines and water was developed and is described in detail in

section 2.3.4. The reaction scheme shown in Figure 2.10 is used as the basis of the nucleation

portion of the GDE. Forward rate constants (k1, k2, k−3) are taken to be collision limited,

with reverse rate constants (k−1, k−2, k3) calculated based on equation 2.2. Rate constants

k4–k8 are fit to the experimental data. Calculated values for all the rate constants in the

particle formation mechanism are shown in Table 2.5.

One important difference exists between the kinetics mechanism described in section 2.3.4

and that used here. In the mechanism described in section 2.3.4, the products of reactions 4–8

are taken to be particles of a detectable size (dp >∼ 5.8 nm). Here, these reaction products

are taken to be the clusters of MSA, amine and water expected from the addition of a

single gas-phase molecule to the MSA-amine or MSA-amine-water clusters (Fig. 2.10). These

clusters, or ‘initial particles,’ are then subject to condensational growth and coagulation until

they reach sizes detectable by the SMPS system used. The result is that the experimentally-
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fit rate constants used here are larger than those in Table 2.5, however a comparison can

be made between the results of the comprehensive flow reactor model and the integration of

the kinetics mechanism described in section 2.3.4.

The contribution to the rate of change in concentrations of the gas-phase and cluster species

from each reaction in the nucleation mechanism are described in equation 5.4.

for A + B
kx−→ C where C is an intermediate cluster(

∂yA(t)

∂t

)
nucleation

= −kx[yA(t)][yB(t)](
∂yB(t)

∂t

)
nucleation

= −kx[yA(t)][yB(t)](
∂yC(t)

∂t

)
nucleation

= kx[yA(t)][yB(t)]

(5.4)

However, when the product of the reaction is an ‘initial particle,’ the contribution to the

rates of change of the involved species is described by equation 5.5.

for A + B
kx−→ C where C is an ‘initial particle’(

∂yA(t)

∂t

)
nucleation

= −kx[yA(t)][yB(t)](
∂yB(t)

∂t

)
nucleation

= −kx[yA(t)][yB(t)](
∂y(i,q)(t)

∂t

)
nucleation

= n(q,C)kx[yA(t)][yB(t)] for q = 1, . . . ,m

(5.5)

Here, n(q,C) is the number of molecules of species q in cluster C, and the size bin i is deter-

mined by an approximation of the volume of cluster C based on a linear combination of the

densities of its components as described in section 5.2.1.
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5.2.4 Growth

Models of growth in multicomponent aerosol systems are often derived in terms of the volume

concentration,287 Vq(v, t), of particle-phase species q where v is the volume of an individual

particle. Sandu and Borden present an equation for the growth portion of the GDE for a

multicomponent aerosol that is given as equation 5.6.

∂Vq(v, t)

∂t
= −∂

[
Vq(v, t)

m∑
k

Ik(v)

]
/∂v + V (v, t)Iq(v)/v (5.6)

Here, m is the number of particle-phase species. For the MSA, amine, H2O system, m = 3.

The growth rate Iq(v, t) is defined as the rate of change in volume of a single particle of

volume v due to uptake of gas-phase species q, as shown in equation 5.7.

∂vq(v, t)

∂t
= Iq(v, t)v (5.7)

In the semi-discretized system, the volume concentration is related to the number concen-

tration of species q by equation 5.8.

(
∂y(i,q)(t)

∂t

)
growth

=
∂V(i,q)(t)

∂t

ρqNA

MWq

(5.8)

Here, V(i,q)(t) is the total volume concentration of particle-phase species q in size bin i. A

first order, backward in size-space semi-discretization of equation 5.6 yields equation 5.9.

∂V(i,q)(t)

∂t
=

m∑
k=1

[
(V(i,q)I(i,k) − V(i−1,q)I(i−1,k))/∆v + V(i,k)I(i,q)/vi

]
(5.9)
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The change in volume (vi − vi−1) is designated ∆v, where vi is the volume of particles in

size bin i. What is then left to determine is the growth rate, I(i,q)(t). In the simplest

approximation, each gas-phase species q condenses onto existing particles at a rate that

depends only on its gas-phase concentration yg(t), such that,

I(i,q)(t) = kqcondyg(t)
MWq

NAρq

1

vi
, (5.10)

where kqcond is the second-order rate constant for condensational uptake. This rate constant

is typically calculated as a collision limited reaction scaled by an effective uptake coefficient

γ(r, uq) that includes a species-dependent mass accommodation coefficient, uq.
288 The def-

inition of γ(r, uq) is given by Verheggen.288 The condensation rate constant can then be

calculated as shown in equation 5.11.

kqcond = πγ(rp, uq) (rp + rg)
2 ν(q,i) (5.11)

Here, rp and rg are the hard sphere collision radii of the particle and gas-phase species,

respectively, and ν(q,i) is their mean relative speed. A more complete treatment accounts for

evaporation of particle-phase species, as shown in equation 5.12.

I(i,q)(t) =
[
kqcondyg(t)− k

q
evap

]MWq

NAρq

1

vi
, (5.12)

Here, kqevap is a first-order evaporation rate constant. In this system, MSA can be assumed to

condense irreversibly onto particles due to its low vapor pressure, making kMSA
evap = 0. Water

will evaporate from particles based on its activity in the particle phase, and evaporation of

particle-phase amines can be determined from their Henry’s Law constants. These two cases

are discussed below.
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5.2.4.1 Water Evaporation

At equilibrium, condensation of water from the gas-phase is balanced by evaporation of

particle-phase water based on its activity in solution, αq (q = H2O), such that,

kqcondy
0
gαq = kqevap. (5.13)

In equation 5.13, y0
g is the equilibrium vapor pressure of water. Substituting equation 5.13

into equation 5.12 yields:

I(vi,q)(t) =
[
kqcondyg(t)− k

q
condy

0
g(t)αq

]MWq

NAρq
, (5.14)

The Kelvin Effect increases evaporation from a liquid particle due to the free energy gained

in reducing its radius.7 This effect can be formulated as an increase in saturation vapor

pressure, as shown in equation 5.15.

y0′

g = y0
ge

(
2σqMWq

riρqNAkBT

)
(5.15)

Here, σq is the surface tension of the particle (approximated as the surface tension of water),

kB is the Boltzmann constant, and T is temperature. Substituting the revised saturation

vapor pressure, y0′
q in for y0

q in equation 5.14 and rearranging yields equation 5.16.

I(vi,q)(t) =

yq(t)− y0
g(t)αqe

(
2σqMWq

riρqNAkBT

) kqcond

MWq

NAρq
, (5.16)
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The final value to calculate is αq, for which we use the activity model of Dutcher et al.232.

Equation 5.17 presents their equation for solute molality as a function of water activity

(ref231,232 Table 3, n = 2) rearranged to solve for water activity.

αq =
1

[2(KA)2 (−1 + CA,1)]

(
− 2KA + CA,1KA − CA,1KAmAMWqrA+

√
CA,1KA

√
CA,1 + 4mAMWqrA − 2CA,1mAMWqrA + CA,1(mA)2(MWq)2(rA)2

) (5.17)

The three parameters in their work for number of sorbed layers, n = 2, KA, rA and CA,1 are

taken as input parameters to the model. To the best of the author’s knowledge, no experi-

mental data on water activity in MSA-amine salt solutions exist, however an approximation

may be made using the fit obtained by Dutcher et al. for NH4NO3, KA = 1.0036, rA = 1.484

and CA,1 = 0.733. The implications of this approximation will be included in a future model

sensitivity analysis.

5.2.4.2 Amine Evaporation

Evaporation of amines from the particle phase can be calculated using Henry’s Law, shown

in equation 5.18.

yg(t) =
y(i,q)(t)

kHyi,H2O(t)

Nair

MWH2O

(5.18)

Here, yg(t) is the gas-phase amine concentration, y(i,q)(t) is the particle-phase amine concen-

tration and y(i,H2O)(t) is the particle-phase water concentration. The Henry’s Law constant,

kH for the amine is given in units of mol kg-1 atm-1, and Nair = 2.46 × 1019 molecules
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cm-3 atm-1 is the number concentration of air. At equilibrium, Henry’s Law applies and the

rate of condensation of gas-phase amine equals the rate of evaporation of amine from the

particle-phase, such that,

kqevap = kqcondyg (5.19)

Substituting equation 5.18 into equation 5.19 yields the equation for the rate constant of

evaporation given in equation 5.20.

kqevap = kqcond

y(i,q)(t)

kHyi,H2O(t)

Nair

MWH2O

(5.20)

Combining equations 5.12 and 5.20 with the rough approximation that condensed-phase

amine that is neutralized by MSA will not evaporate, gives the full condensational growth

equation for amine species,

I(vi,q)(t) =

[
yg(t)−

y(i,q)(t)− y(i,MSA)(t)

kHyi,H2O(t)

Nair

MWH2O

]
kqcond

MWq

NAρq

1

vi
, (5.21)
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5.2.4.3 Combined Growth Equations

The rates of growth for MSA (kevap = 0), water (eq. 5.16) and amine (eq. 5.21) are then,

I(vi,MSA)(t) = yMSA(t)kMSA
cond

MWMSA

NAρMSA

1

vi
(5.22a)

I(vi,H2O)(t) =

yH2O(t)− y0
H2O

(t)αH2Oe

(
2σH2OMWH2O

riρH2ONAkBT

) kH2O
cond

MWH2O

NAρH2O

(5.22b)

I(vi,amine)(t) =

[
yamine(t)−

y(i,amine)(t)− y(i,MSA)(t)

kHyi,H2O(t)

Nair

MWH2O

]
kamine

cond

MWamine

NAρamine

1

vi
(5.22c)

5.2.5 Coagulation

The change in volume concentration of particle-phase species q in particles of volume v due

to coagulation is given by Sandu and Borden as,287

∂Vq(v, t)

∂t
=

∫ v

0

β(v−w,w)

w
Vq(v − w, t)V (w, t)dw − Vq(v, t)

∫ ∞
0

β(v,w)

w
V (w, t)dw (5.23)

Here, the rate constant for the coagulation reaction of particles of volume v − w and w to

form particles of volume v is β(v,w), which takes the form of a second order rate constant.

As described in section 5.2.4, m = 3 is the number of particle phase species for the MSA,

amine, H2O system. In the semi-discretized system, this becomes,287

∂Vq

∂t
=

[
(B−C)×

m∑
k

Vk

]
·Vq (5.24)
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The vector Vq = [V(0,q), V(1,q), . . . V(n,q)]
T is the volume concentration vector for particle-

phase species q in n size bins. The tensors B and C are the production and loss terms for

coagulation, respectively, and are defined in Sandu and Borden.287

The rate at which particles coagulate has been measured experimentally for particles of

sulfuric acid and water.234 As no experiments on coagulation in the MSA/amine/H2O system

have been reported, the parameterization of β(v,w) by Chan and Mozurkewich for sulfuric acid

particles is used in this work.234 This was chosen over the more computationally expensive,

purely theoretical treatment of Sceats that requires knowledge of the Hamaker constant for

the interacting particles, which has not been reported for this system.235

A scalar constant Ccoag is used in the flow reactor model, to allow for differences in the role

of long-range forces on coagulation in the MSA/amine/H2O system compared to that of

sulfuric acid/H2O. This constant is taken as an input parameter to the model.

5.2.6 Wall Loss

Fuchs presents an equation for aerosol wall loss in a cylinder under laminar flow conditions,243

which is given as equation 5.25.

n

n0

= 1− 2.56µ2/3 + 1.2µ+ 0.177µ4/3 (5.25)

Here, µ = D(v)x/R2ṽ, where D(v) is the particle diffusion coefficient of particles of volume

v, x the length of the cylinder, R the radius of the cylinder, and ṽ the mean linear flow

velocity. The value n/n0 is the fraction of particles of volume v exiting the cylinder relative

to the number of particles introduced. For particles formed in the gas phase in a cylinder,

such as in the aerosol flow reactor used here, this equation does not strictly apply. Therefore,
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wall loss in the flow reactor model is parameterized as the linear portion of this equation,

1.2µ, scaled by a constant Cwl, which is taken as an input parameter to the model, and is

based on measured particle loss in the flow reactor, as described in section 2.3.4.1.

5.2.7 Model Organization

The code for the flow reactor model is contained in four files, which are described in the

following sections.

5.2.7.1 ft sci eq.c

This file contains functions that return values for a variety of species and reaction properties

(i.e. Brownian diffusion coefficients, reduced masses, collision limited rate constants, etc.).

These functions are called in the calculation of the derivatives of species concentration by

time and the Jacobian required by the stepper function.

5.2.7.2 ft ode int.h

This is a header file containing constants, definitions of the functions in ft_ode_int.c and

ft_sci_eq.c, and the definitions of the two structures used, ft_system and species. Each

model run requires one instance of ft_system which contains model parameters, such as

the final reaction time and flow reactor radius. An instance of ft_system also includes an

array of species, one for each gas-phase species, cluster and ‘initial particle’ used in the

nucleation mechanism described in section 2.3.4 and discussed in section 5.2.3. Each instance

of species contains properties of one of these species, such as hard shell collision radius and

molecular weight.
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5.2.7.3 ft ode int.c

This file contains the function called to run the model, FT_ode_int, which takes as parame-

ters, an instance of ft_system containing the model parameters as described above, a string

variable containing a text prefix to use for the generated output files, an empty two dimen-

sional array of concentration by species and time, and a one-dimensional array containing

particle diameters associated with the discreet size bins described in section 5.2.1. At the end

of the model run, the concentration array is filled with the modeled species concentrations

at a certain number of reaction times, and a set of output files is generated. These contain

gas-phase species concentrations by time, particle concentrations by size and time, particle

composition by size and time, particle-phase water activity by particle size and time, and a

raw output file containing all values in the two-dimensional concentration array.

Also contained in ft_ode_int.c are functions that generate the coagulation tensors B, C,

the wall loss rate constants kwl(vi), and the time-independent portions of the growth rate

constant I(i,q)(t), described in sections 5.2.5, 5.2.6 and 5.2.4, as well as functions that calculate

time derivatives (func) and the Jacobian (jac) for the modeled species concentrations at

each time step.

5.2.7.4 run ft ode int.c

The previous three files are designed to be able to be implemented in an existing model, which

can run the model over any time step ∆t by loading an instance of ft_system with the model

parameters and calling the function FT_ode_int as described above. In the absence of such a

superstructure, this file provides the framework to load model parameters from a text input

file, and run one or multiple instance of the model, perform sensitivity analyses, or perform

diagnostic tests on the model. A sample input file is given in Appendix A along with a

description of each input value.
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Chapter 6

Conclusions

Atmospheric aerosol particles reduce visibility, have adverse effects on human health, and

influence the Earth’s climate through their ability to scatter and absorb radiation and af-

fect cloud properties. Modeling the evolution of aerosol systems requires identification of

the major gas-phase precursors that contribute to particle formation and growth, accurate

measurement of their ambient concentrations, and an understanding of the mechanisms by

which they react to form and grow particles.

This work identifies the reaction of MSA, amines and H2O as a potentially important source

of particle formation in the atmosphere. A simple kinetics model for particle formation

from this system is presented. This model is based on the results of laboratory experiments

using a unique flow reactor to investigate particle formation, as well as quantum chemical

calculations of the structures and energies of formation of key intermediate clusters. This

model is computationally inexpensive, making it suitable for inclusion in large scale regional

and global air quality models. A more comprehensive model that includes the competing

effects of particle growth, coagulation and wall loss is under development to further validate

the kinetics mechanism, and aid in the evaluation of future flow reactor experiments.
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Also presented is a new method for measuring gas-phase ammonia and amines, that is shown

to be accurate and reproducible. This technique is inexpensive, has fast (∼1 hr) time reso-

lution, and has detection limits in the tens of ppt range, making it suitable for atmospheric

measurements. Finally, amine-amine displacement is explored in aminium methanesulfonate

salt particles. The extent of displacement of one amine species in the particle phase by

a different gas-phase amine is shown to depend on particle phase (i.e. whether a particle

behaves like a liquid or has a solid salt core). Amine-amine displacement reactions will

have important effects on particle growth, as particle-phase amines are suggested to have

species-specific effects on hygroscopicity.

These findings will aid in the development of accurate models of atmospheric aerosol systems,

reducing the uncertainty in predicting their long-term effects on visibility, human health, and

climate.
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[93] F. Özogul and Y. Özogul, The ability of biogenic amines and ammonia production by
single bacterial cultures. Eur Food Res Technol. 225(3), 385–394 (2007).

[94] C. Perrino, M. Catrambone, A. Di Menno Di Bucchianico, and I. Allegrini, Gaseous
ammonia in the urban area of Rome, Italy and its relationship with traffic emissions.
Atmospheric Environment. 36(34), 5385–5394 (2002).

[95] W. R. Pierson and W. W. Brachaczek, Emissions of ammonia and amines from vehicles
on the road. Environ. Sci. Technol. 17(12), 757–760 (1983).

[96] M. A. Sutton, U. Dragosits, Y. S. Tang, and D. Fowler, Ammonia emissions from
non-agricultural sources in the UK. Atmos. Environ. 34(6), 855–869 (2000).

[97] K. Toda, J. Li, and P. K. Dasgupta, Measurement of Ammonia in Human Breath with
a Liquid-Film Conductivity Sensor. Anal. Chem. 78(20), 7284–7291 (2006).

[98] I. Trebs, F. Meixner, J. Slanina, R. Otjes, P. Jongejan, and M. Andreae, Real-time mea-
surements of ammonia, acidic trace gases and water-soluble inorganic aerosol species
at a rural site in the Amazon Basin. Atmos. Chem. Phys. 4(4), 967–987 (2004).

[99] J. D. Whitehead, I. D. Longley, and M. W. Gallagher, Seasonal and Diurnal Variation
in Atmospheric Ammonia in an Urban Environment Measured Using a Quantum Cas-
cade Laser Absorption Spectrometer. Water Air Soil Pollut. 183(1), 317–329 (2007).
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Appendix A

Sample Model Input File

What follows is a sample input file containing parameters used in the flow reactor model.

Table A.1 describes the input parameters and use in the model.
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Table A.1: Description of input file parameters.

Input Parameter Description Units

CCOAG scalar enhancement to coagulation, Ccoag unitless

CWL scalar enhancement to particle wall loss, Cwl unitless

K_A Dutcher et al. activity model parameter, kA unitless

r_A Dutcher et al. activity model parameter, rA unitless

C_A1 Dutcher et al. activity model parameter, CA1 unitless

NUM_MOLEC number of particle phase species, m unitless

(m = 3 for the MSA/amine/H2O system)

RXN_TIME reaction time over which to integrate s

DENSITY_EST estimated particle density, ρ kg m-3

SURF_TENS estimated particle surface tension, σ N m-1

D_VAP gas-phase diffusion coefficient m2 s-1

(used in calculation of uptake coefficient, γ)

ALPHA not used

MFP_AIR mean free path in air m

(used in calculation of diffusion coefficient, D)

VISC_AIR absolute viscosity of air kg m-1 s-1

(used in calculation of diffusion coefficient, D)

FT_RADIUS flow tube radius, R m

DP_RANGE range of particle diameter, dp, to integrate over in log scale unitless

Species Parameters

name label for gas-phase species

conc initial gas-phase concentration # cm-3

kwl gas-phase wall loss rate constant, kwl s-1

MW molecular weight, MW g mol-1
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Table A.1: (continued)

Input Parameter Description Units

density bulk density, ρ g m-3

HSCR estimated hard sphere collision radius, rg m

E_act not used

SVP saturation vapor pressure, y0
q # cm-3

HLC Henry’s Law coefficient, kH mol kg-1 atm-1

Alpha mass accommodation coefficient, uq unitless

ClorP 0 for gas-phase species or intermediate clusters, unitless

1 for initial particles

nMSA number of MSA molecules in cluster or particle unitless

nAmine number of amine molecules in cluster or particle unitless

nH2O number of H2O molecules in cluster or particle unitless

Reaction Parameters

name label for reaction unitless

React1 index of reactant 1 unitless

React2 index reactant 2 unitless

Prod1 index of product 1 unitless

Prod2 index of product 2 unitless

RateConst rate constant for reaction s-1

or cm3 s-1
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Appendix B

Derivation of Displacement Equation

A derivation of equation 4.1 follows. In general, subscripted numbers refer to a specific

m/z peak, subscripted (Σ) refers to the sum of all m/z peaks in the spectrum, subscripted

letters refer to a specific amine, superscipted (0) refers to the pure (one-amine) salt, and

superscripted (
′
) refers to a normalized peak height.

The [M−H]+ peak heights for the original and displacing amines are used for quantification

of displacement and are refered to as h1 and h2. For the mass spectrum of a single particle

of a known size, the height for each of these peaks can be calculated as,

h1 = h0
1aχa + h0

1bχb (B.1a)

h2 = h0
2aχa + h0

2bχb (B.1b)

where χa is the fraction of total amine in the particle that is amine a, such that χa +χb = 1

and h0
1a is the height of peak 1 for a single particle of the same size that contains only MSA

and amine a. The other variables are defined in a similar manner. Equations B.1a and B.1b
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assume that the size and total amine concentration remains the same upon displacement,

which seems reasonable based on a comparison of the particle size distributions before and

after reaction (fig. 4.5) and the similarity of the measured particle densities for each type of

particle.277 The normalized peak height is then:

h
′

1 =
h1

hΣ

(B.2a)

h
′

2 =
h2

hΣ

(B.2b)

The relative ionization efficiency for pure salt particles of each amine is:

ea
eb

=
h0

Σa

h0
Σb

(B.3)

Combining equations B.1a, B.1b, B.2a, B.2b and B.3 yields:

h
′

1hΣ = h0′

1ah
0
Σaχa + h0′

1b

eb
ea
h0

Σaχb (B.4a)

h
′

2hΣ = h0′

2ah
0
Σaχa + h0′

2b

eb
ea
h0

Σaχb (B.4b)

Taking eq. B.4a divided by (eq. B.4a + eq. B.4b), cancelling common terms, and rearranging

gives equation B.5.

h
′
1

h
′
1 + h

′
2

=
h0′

1aχa − h0′

1b
eb
eaχa + h0′

1b
eb
ea

χa

[(
h0′

1a + h0′
2a

)
− eb
ea

(
h0′

1b + h0′
2b

)]
+ eb
ea

(
h0′

1b + h0′
2b

) (B.5)
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Now, we define the following four terms,

f1 ≡
h
′
1

h
′
1 + h

′
2

f 0
1a ≡

h0′
1a

h0′
1a + h0′

2a

f 0
1b ≡

h0′

1b

h0′
1b + h0′

2b

e
′ ≡ h0′

1a + h0′
2a

h0′
1b + h0′

2b

(B.6)

Substituting the definitions in equation B.6 into equation B.5 yields:

f1 =
f 0

1aχa −
f 0

1beb
e
′
ea
χa +

f 0
1beb
e
′
ea

χa

(
1− eb

e
′
ea

)
+ eb
e
′
ea

(B.7)

Rearranging to solve for χa results in equation 4.1:

χa =
f 0

1b − f1

e
′
ea
eb (f1 − f 0

1a)− f1 + f 0
1b

(B.8)
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