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ABSTRACT OF THE DISSERTATION 

 

Millimeter Scale Magnetic Field Manipulation in  
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and Magnetic Shielding Applications 
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Professor Robert N. Candler, Chair 

 

 
 

Magnetic devices - components that generate, manipulate, or detect magnetic fields - are 

used in a variety of applications ranging from medical imaging to information transfer and 

sensing. The persisting motivation to miniaturize electronic devices drives a need to more 

effectively manipulate magnetic fields in the millimeter scale. In this dissertation, two areas are 

presented where miniaturization technology has been applied to create new or improved 

capability in the area of milliscale magnetics. For the first application, a radio frequency (RF) 

surface coil with a dimension that is comparable to the area of interest can maximize the signal-

to-noise ratio (SNR) in Magnetic Resonance Imaging (MRI) application, allowing for higher 

quality images than available existing tools. This work demonstrates a miniature flexible coil that 

can be inserted into the body for high SNR pituitary gland MR imaging. It presents the spatial 
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distributions of the image SNR of the 26-mm coil in both numerical simulation and agar gel 

phantom experiments. Compared to the commercial head coil, the miniature coil achieved up to a 

19-fold SNR improvement within the region of interest, and the simulation matched the phantom 

experiment within an error of 1.1% ± 0.8%. Additionally, the coil performance was characterized 

with cadaver heads MRI scan using a 20-mm coil. A maximum of 16-fold and an average of 5-

fold SNR improvement within the pituitary gland compared to the commercial head coil was 

obtained. The feasibility of using the miniature flexible coil for high-SNR pituitary MR imaging 

has been demonstrated, showing the potential for improved detection and characterization of 

pituitary gland microadenoma. 

In the second application, a novel way to shield the magnetic field of a single chip on a 

multi-chip-module is presented. This approach uses individual millimeter-size magnetic shield on 

each chip to reduce the chip-to-chip coupling effect of the circuits or influence on signal currents 

from local magnetic fields. Magnetic through silicon vias (mTSVs) were developed to help 

achieve the desired level of magnetic shielding. The microscale multilayer shields provided high 

efficiency shielding around arbitrary shapes and enabled fabrication of chip-scale shielding. This 

work focuses on the design and fabrication of the proposed magnetic shielding. 
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List of Figures 

Miniature Flexible Coil for High-SNR MRI of the Pituitary Gland  

Figure 1.1: The spin system in MRI. (a) spins are orientated randomly, (b) spins align their 

orientations to B0 field, (c) spins orientations are flipped away after B1 field is applied and start 

to precess. 

Figure 1.2: MRI Scanner Cutaway. Static magnetic field (B0) is pointing in the longitudinal 

direction as illustrated in [19]. 

Figure 1.3: Field strength inside the MRI scanner: (a) when the gradient coils are off, the field 

strength is uniform, (b) when the gradient coils are on, the field strength shows a gradient. 

Figure 1.4: Equivalent circuit models for circular loop coils as illustrated in [23]. 

Figure 1.5: The magnetic field distribution for (a) single loop coil, (b) butterfly coil, and (c) 

combined coil. 

Figure 1.6: Project concept with a prototype custom miniature coil that can be inserted to enable 

increased SNR in a transsphenoidal endoscopic surgery as illustrated in [54]. A US quarter is 

shown for the size comparison. 

Figure 2.1: Single loop of coil with no electrical components design: (a) the coil dimension, (b) 

S11 plot of the coil. 

Figure 2.2: Single loop of coil with 2 gaps: (a) the coil dimension and lumped components 

values, (b) S11 plot of the coil. 

Figure 2.3: Single loop of coil with 3 gaps: (a) the coil dimension and lumped components 

values, (b) S11 plot of the coil. 

Figure 2.4: Coil design and the surgical placement. The coil is built on a flexible and connected 

to the preamp box. The tune and match box allows fine-tuning the coil remotely. Local pituitary 

coil is placed against pituitary gland, and the coil rotation angle is defined as the angle between 

the coil plane and the scanner bed [1]. 

Figure 2.5: Coil simulation model in COMSOL: (a) the coil model without lumped elements, (b) 

the actual coil connected to the cable, (c) the coil model with lumped elements (capacitors and 

inductors). 

Figure 2.6: Phantom CAD models in COMSOL Multiphysics® simulation. (a) agar phantom and 

igloo cavity model. (b) igloo cavity model. Coil is placed inside the cavity (highlighted). 

Figure 2.7: Simulated S11 plot. Loaded S11 is simulated with the phantom placed under the coil. 

Unloaded S11 is simulated with no phantom presented. Both simulated S11 values are below -20 

dB, which means less than 1% of power is reflected.  
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Figure 2.8: Signals induced in coils as illustrated in [94]. When the spin is rotating in the x-y 

plane, the coil along the y-axis shows oscillating signals while no current is induced in the coil 

along the z-axis. 

Figure 2.9: Coil rotation illustration. B0 is in the +z axis. a: The coil resides in the x-z plane at θ 

= 0°. b: The coil is rotated around the x-axis at an angle, θ, where: 0°≤ θ ≤ 90°. c: The coil is 

rotated at θ = 90°. 

Figure 3.1: Phantom system setup, including the igloo cavity, resolution plate, and agar phantom. 

a: CAD model of the igloo cavity. The coil was placed inside the cavity. b: The 3D-printed igloo 

cavity. The cavity was waterproofed with the Plasti Dip (Plasti Dip Int., Minneapolis, MN, 

USA). A U.S. quarter is shown for reference. c: The resolution plate with hole diameters 1 mm, 

1.6 mm, 2 mm, 2.4 mm, 2.8 mm, and 12.7 mm. The smaller holes were used for visual 

demonstration and the 12.7 mm hole was used for SNR calculation. d: CAD model of the 

phantom set up. The cavity was fixed inside a plastic jar and then placed on two 3D-printed 

supporters, allowing the jar to be set to the desired coil angle. e: Assembled phantom set up. The 

resolution plate was taped tightly under the cavity and then the cavity was fixed in a plastic jar. f: 

The plastic jar was filled with agar gel, and the coil was placed inside the cavity [1]. 

Figure 3.2: The tune and match process and the MRI scan experiment set up. a: A portable vector 

network analyzer (DG8SAQ VNWA 3, SDR-Kits, United Kingdom) was used for tune and 

match analysis after placing the coil inside the agar phantom. b: The tune and match box was 

connected to the pre-amplifier, and MRI scans were performed on the phantom [1]. 

Figure 3.3: The blue cylinders represent the region of interest (ROI) at various distances d from 

the coil. B0 is in the +z axis. a: The coil resides in the x-z plane at θ = 0°. b: The coil is rotated 

around the x-axis at an angle, θ, where: 0° < θ ≤ 90° [1]. 

Figure 3.4: Comparison of S11 with and without the load measured with the VNA and simulated 

using COMSOL. The coil in both loaded and unloaded cases was tuned and matched to the 

resonance frequency [1]. 

Figure 3.5: The standard-resolution PD-TSE scan (Table 3.2 line 1) signal SNR maps and 

normalized amplitude of the simulated effective transverse B1 field distributions at θ = 0°, 38°, 

70° and, 90°, respectively. d indicates the distance between the coil and the imaging plane. The 

imaging planes were selected to be parallel to the coil plane. Columns 1&3: The SNR maps at 

the respective coil distances d and rotation angles . Column 2&4: The amplitudes of the 

simulated effective transverse B1 field distributions at the central hole on the resolution. Linear 

color scale indicates the level of the SNR and the normalized B1xy effective. The simulation fields 

were normalized based on the maximum B1xy effective field at d = 4.5 mm [1]. 

Figure 3.6: Dead spots location illustrations. The dead spots are located at where the B1 field is 

mostly parallel to the B0 field. 

Figure 3.7: High-resolution PD-TSE image comparisons, using the commercial head coil (left), 

and the pituitary miniature flexible coil at θ = 0° (middle) and θ = 60° (right). The voxel size is 

0.2 × 0.2 × 0.7 mm3. Imaging planes were selected 1 cm from the coil. Images from miniature 
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flexible coil are at the same window level, while the image from the commercial head coil is at 

its own window level for better visualization [1]. 

Figure 3.8: Mean SNR from the scan at various ROI depths and rotation angles, compared with 

the corresponding mean of the normalized effective transverse B1 field from the simulation. The 

simulated fields were normalized to a single point, the mean B1xy effective at θ = 0° at 4.5 mm 

below the coil [1]. 

Figure 3.9: Bland-Altman plot for SNR of two repeated SD PD-TSE scans, SNR1 and SNR2. 

The x-axis is the mean of the two scans, and y-axis is the percentage difference [1]. 

Figure 3.10: Coil surgical placement example on the retrospective patient image. SNR 

improvement using the miniature coil compared to a commercial head coil was estimated using 

the simulated effective field at θ = 30°. The red ellipse indicates the location of the pituitary 

gland [1]. 

Figure 3.11: The designed butterfly coil schematics. (a) The current flow direction on the 2-layer 

coil design. (b) The simulated magnetic field of the butterfly coil. 

Figure 3.12: (a) The gap between the center two legs of the butterfly coil is defined the gap 

distance. (b)  The magnetic flux density was examined along the center axis, which is 

perpendicular to the coil plane. 

Figure 3.13: The normalized effective B1xy field from coils with 0.5 mm – 10 mm gap distance. 

Figure 3.14: Simulation of the butterfly coils producing the maximum effective B1xy field for 

target depth 0 ≤ d ≤ 90 mm with 1 mm increments along the coil center axis. 

Figure 3.15: The in-plane effective B1xy field at rotation angles of 0°, 45°, and 90° for (a)–(c) a 

2-cm single loop coil, and (d)-(f) a 2-cm butterfly coil. 

Figure 3.16: Mean normalized effective transverse B1 field from the simulation at various ROI 

depths and rotation angles for single loop coil and butterfly coil. The simulated fields were 

normalized to a single point, the mean B1xy effective at θ = 0° at 3 mm below the single loop coil.    

Figure 3.17: Temperature measurements experiment setup. (a) The meat phantom on the MRI 

scanner. (b) The schematic illustration of the measuring sites. 

Figure 3.18: Temperature recordings at measuring sites S1 and S2 for (a) time-averaged RF 

power at 0.3 W for a 15-minute continuous FL3D sequence scan and (b) time-averaged RF 

power at 6.2 W for a 30-minute continuous CISS sequence scan. The maximum temperature 

increase is 0.9 °C over 30 minutes. 

Figure 4.1: The sphenoid distance and the sellar distance measured at (a) 0°, (b) 20°, and (c) 30° 

coil rotations. The pituitary gland is indicated in the red rectangular box. The yellow indicates the 

intended coil placement. 

Figure 4.2: The distributions of the measured sphenoid distance in the sagittal plane. The bottom 
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line of the box represents the 1st quartile, and the top line of the box represents the 3rd quartile. 

The center line inside of the box indicates the median. For 0° rotation angle (green box), the 1st 

quartile and the median lines overlay. The whiskers (vertical lines) extend from the ends of the 

box to 1.5 times the interquartile range below the 1st quartile and above the 3rd quartile. The 

cross (×) represents the mean value.  

Figure 4.3: The distributions of the measured sellar distance in the sagittal plane. For 0° rotation 

angle (green box), the 3rd quartile and the median lines overlay.  

Figure 4.4: The illustration of the maximum lateral intercarotid distance in the coronal plane and 

the distribution. 

Figure 4.5: An illustration of the coil position (red line). Saline-soaked Helostat was used to 

secure the coil above and beneath the coil. The pituitary gland is circled in the yellow line.  

Figure 4.6: A comparison of the measured S11 with various loading conditions. 

Figure 4.7: (a) Picture of the Helostat placed below the coil. (b) The picture of the coil inside the 

sphenoid cavity (waterproofed with Plasti Dip). (c) Picture of the Helostat placed above the coil. 

Figure 4.8: Comparative T1-MPRAGE images of the pituitary gland of a cadaver head obtained 

using the 20-channel coil (left columns a & b) and mini coil (right columns c & d) in the coronal 

plane. The resolution is 0.9 mm × 0.9 mm × 0.9 mm (top rows a & c) and 0.4 mm × 0.4 mm × 

0.4 mm (bottom rows b & d).  

Figure 4.9: Comparative T1-MPRAGE images of the pituitary gland of a cadaver head obtained 

using the 20-channel coil (left columns a & b) and mini coil (right columns c & d) in the sagittal 

plane. The resolution is 0.9 mm × 0.9 mm × 0.9 mm (top rows a & c) and 0.4 mm × 0.4 mm × 

0.4 mm (bottom rows b & d).  

Figure 4.10: Comparative PD-TSE images of the pituitary gland of a cadaver head obtained using 

the (a) 20-channel coil and (b) the mini coil in the coronal plane. The resolution is 0.7 mm × 0.7 

mm × 3 mm. 

Figure 4.11: MATLAB post-processing on the PD-TSE image. (a) The image filter imposed by 

the MRI scanner was removed from the image. (b)&(c) Pixel SNR were calculated. The size of 

the pixel is 0.7 mm × 0.7 mm. The color legend indicates the SNR value.  

Figure 5.1: A new version of the coil with a UF.L connector. The coil is built on a FPCB. (a) The 

front of the coil. (b) The back of the coil. (c) The coil is connected to the coaxial cable and the 

tune and match circuit box. 

Figure 5.2: Integration of a 2-cm diameter coil with tracking coils (top). The miniature coil is on 

the front side, while tracker coils are on the back side, with spacing between them determined by 

a PDMS spacer layer. Side view of the coil (bottom). Three tracker coils are shown for 

demonstration. 

Figure 5.3: Possible coil positioning method. The sinus could be filled with layered materials to 
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support the coil.  An inflated balloon could be used to secure the coil. 

 

Compact Magnetic Shielding for a Single Chip on Multi-chip-module 

Figure 6.1: Cutaway illustration of proposed magnetic shielding. The shield encapsulates the 

entire SCE chip and is integrated into the MCM.  

Figure 7.1: 2D cap shield model. a: The top shield cap consisted of 3 layers: permalloy, Cu, and 

permalloy. The cap was placed on the MCM substrate (500 µm). b: Simulated magnetic flux 

density for the cap shield model. Magnetic flux density was attracted to the magnetic material. c: 

The magnetic flux density along the surface of the MCM (the red line).   

Figure 7.2: 2D cap shield model with bottom permalloy layer. a: The top shield cap and the 

bottom permalloy layer (100 µm). b: Simulated magnetic flux density for the model. The 

magnetic flux density along the surface of the MCM (the red line) is 27.3 µT.  

Figure 7.3: The magnetic flux density at the surface of the MCM at various Si substrates for the 

MCM.  

Figure 7.4: Addition of magnetic vias to magnetic shield. a: Location of magnetic vias at corners 

of shield. b: The vias connect the shield cap to the bottom permalloy layer beneath the substrate.  

Figure 7.5: Comparison of the magnetic flux density at surface of the MCM inside the shield 

(along the red lines). a: When there is no TSV in the shield design. b: TSVs are placed at each 

corner of the shield.  

Figure 7.6: The magnetic flux density simulated inside the permalloy material.  

Figure 7.7: (a) Isosurface plot of internal magnetic fields. (b) Contour plot of the internal 

magnetic field below 4 µT. 

Figure 7.8: In-plane and out-of-plane shielding simulations. (a) 50 µT out of plane external field 

is applied to the magnetic shielding. (b) The magnetic field contours at the bottom of the shield 

under out of plane external field. (c) 50 µT in plane external field is applied to the magnetic 

shielding. (d) The magnetic field contours at the bottom of the shield under in plane external 

field.  

Figure 7.9: Shields simulation with dimensions of 10 mm × 10 mm × 3mm, 7.5mm × 7.5 mm × 

2.25 mm, 5 mm × 5 mm × 1.5 mm, and 2.5 mm × 2.5 mm × 0.75 mm. 4 vias, 8 vias, and via at 

every 300 µm cases were simulated for each dimension. 

 

Figure 7.10: The simulation model to evaluate effects of multiple shields in proximity on a single 

MCM substrate. 

Figure 7.11: Results from proximity shield simulations. Note that the single shield case is where 

only the center chip is shielded, and the remaining three cases are when all locations denoted are 
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shielded simultaneously. 

Figure 7.12: Heat transfer simulation with heat sinks at the MCM edges. (a) The model setup. 

(b)-(d) The simulated temperature maps of the model with various bottom permalloy thicknesses.  

Figure 8.1: Proposed fabrication process flow for mTSV. MCM with TSVs was integrated with a 

cap shield. The cap shield can either be microfabricated in a silicon substrate or conventionally 

manufactured. 

Figure 8.2: Mask design (left) and drilled TSVs (right) for mTSV electroplating experiments 

with various configurations. 

Figure 8.3: Bonding between the drilled TSV wafer (left) and the carrier wafer (right) failed.  

Figure 8.4: Bonding test using glass wafer. (a) TSV wafer and the glass wafer bonded using the 

pre-baking method. (b) Microscope pictures of wafers before soaking in the permalloy solution, 

and (c) after soaking in the permalloy solution for several days.  

Figure 8.5: The vias sites on the carrier wafer after 2-3 days of plating. The area in the red 

rectangle shows that the Cu was dissolved during the plating.  

Figure 8.6: (a) Cu wafer before placing in the permalloy solution. (b) Cu wafer after putting in 

the permalloy solution for a week.  

Figure 8.7: Au seed layer on the carrier wafer after a week of permalloy plating (for pieces 

plating).   

Figure 8.8: The microscope pictures of the plated TSVs in the initial development process. (a) 

Top focus. (b) Bottom focus.  

Figure 8.9: Vacuum electroplating setup.  

Figure 8.10: (a) Schematic illustration of the vacuum electroplating process. (b) The air bubbles 

and hydrogen bubbles are trapped in the vias without the vacuum plating. (c) The air bubbles and 

hydrogens bubbles are removed in the vacuum pumping stage. Adapted from [168].  

Figure 8.11: Electroplating of MCM structure with laser drilled TSV holes. The red rectangle 

shows the SEM picture for the plated TSV.  

Figure 8.12: (a) SEM and EDS measurements for the plated TSVs. (b) SEM image for the cross-

section of the plated TSVs.  

Figure 8.13: Proposed fabrication process flow for cap shield. 

Figure 8.14: Wafer for the KOH etch. (a) Cap shield locations and alignment marks were 

patterned on the wafer. (b) Wafer after 7 hours of KOH etch.  

Figure 8.15: Alignment mark for the cap shield wafer. (a) Alignment mark design. (b) Alignment 

after photoresist development. (c) Alignment mark after KOH etch.  
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Figure 8.16: Wafer after nitride deposition. (a) About 0.92 μm (red) to 1 μm (green) thick nitride 

was deposited. (b)(c) Alignment marks and dicing lanes after the nitride deposition.  

Figure 8.17: Wafer with 1 μm nitride after 8.5 hours of KOH etch. (a) The front side of the 

wafer. The depth of each cavity was labeled. (b) The back side of the wafer. (c) Cross-section 

drawing of cavity dimensions.   

Figure 8.18: Etch depth vs time for KOH etch process. The etch rate was faster at the beginning 

and then stabilized at 2.16 μm/min.  

Figure 8.19: Wafers after seed layer deposition. Cavities with an average depth of 1.49 mm (left) 

and an average depth of 1.12 mm (right) were KOH etched.  

Figure 8.20: The 40 μm-thick permalloy layer peeled off from the substrate. (a) the Si wafer 

substrate. The plated permalloy is silver in color. The red rectangles show the Cu seed layer after 

permalloy peeling off. (b) The peeled-off permalloy layer.  

Figure 8.21: The magnetic flux density inside the shield at the MCM surface (the red area) with 

various cap shield layer configurations. 

Figure 8.22: Wafer with 6 thin alternating permalloy-Cu layers electroplated. (a) The Cu layer is 

plated on the wafer. (b) The permalloy layer is plated on the wafer. (c) Schematic of the cross-

section. 

Figure 8.23: The SEM and EDS measurements taken at the corner of the cap shield. 

Figure 8.24: The SEM and EDS measurements taken at the center of the cap shield. 

Figure 8.25: Films electroplated on the dummy Au wafers, with improving quality of the plating 

film in each iteration. Dummy wafer 1: plated with 10 A/dm2, 50 μm thick; dummy wafer 2: 

plated with 2.5 A/dm2, 80 μm thick; dummy wafer 3: plated with 2.5 A/dm2, 40 μm thick; 

dummy wafer 4: plated with 1.25 A/dm2, 25 μm thick. 

Figure 8.26: Backside plating samples. (a) The seed layer was sputtered on the backside of the 

MCM chip. (b) 27.4 μm of permalloy was plated. (c) 51.8 μm of permalloy was plated. (d) 100.8 

μm of permalloy was plated. (e) The thickness of the permalloy was measured by Dektak 6M 

profilometer along the red line labeled on (d). 
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Chapter 1: Introduction and Motivation 

Magnetic resonance imaging (MRI) is a non-invasive tomographic imaging technique 

that provides images of the internal characteristics of an object from the nuclear magnetic 

resonance (NMR) signals [2]. First observed in 1946, NMR signals are used to form images by 

spatial information encoding principles. The spatial information is then uniquely encoded into 

the activated MR signals that can be detected outside the object. As a powerful imaging tool, 

MRI operates in the radio-frequency (RF) and provides a multidimensional data array for the 

spatial distribution of measured quantity without ionizing radiation and associated potential 

harmful effects [3]. This versatile imaging technique is capable of imaging any arbitrary scan 

plane or 3D volume and is applicable to various anatomical structures throughout the body [4]. 

Most importantly, MRI is flexible in data acquisition, and MR images contain very rich 

information, such as tissue contrast, blood flow velocities, tissue temperature, and metabolite 

concentration [5][6][7].  

The current imaging capability of MRI has been reached through decades of innovations 

and developments in several areas. Image acquisition and reconstruction algorithms provide 

better image quality and contrast [7]. Additionally, recent advances in the MRI hardware, 

including increased field strength and optimized gradient performance, have effectively 

improved MRI performance [8][9]. Meanwhile, the development of the RF system should not be 

underestimated. RF coils are the main components of the MRI hardware, responsible for 

transmitting and receiving the MR signals. Their advances have significant impact in improving 

the image resolution and shortening the examination times in today’s MRI techniques.  

RF coils can be distinguished into two categories: volume coils and surface coils. In 

volume coils, the sample is inserted into the coil volume, and the coils surround the anatomy of 
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interest. Volume coils are widely used in applications that require better RF homogeneity as the 

coils extend over a large area. An RF surface coil has a dimension comparable to the area of 

interest and can maximize the signal-to-noise ratio (SNR) close to the surface of the patient [8]. 

For example, multi-channel surface coil arrays are developed for brain imaging [8][9][10][11]. 

However, surface coil arrays are unsuitable for imaging structures in the center of the body or 

head. In the center of the head, the corresponding noise increase will undermine the signal and 

downgrade the overall performance [14]. This makes MRI imaging of the pituitary gland and the 

sella at the center of the cranium using conventional surface coils unsuitable.  

The main objective of this work is the development of a miniature flexible coil for high-

SNR MRI of the pituitary gland. With the local pituitary coil, we intend to increase the SNR to 

provide sufficient spatial resolution for pituitary microadenoma detection and characterization.  

 

1.1. Basics of MRI 

1.1.1. Signal generation and detection 

MRI is based on the NMR phenomenon that was first observed in bulk matter. It is 

known that any material can be broken down into nuclei and orbiting electrons. The nuclei with 

odd atomic numbers possess a net angular momentum called spin, which can be visualized as a 

physical rotation about its axis, although the protons and neutrons are not physically spinning. 

The most common NMR-active nucleus used in MRI scanning is hydrogen-1 due to its 

abundance in the body [15]. It is also the most sensitive and by far the most studied nuclei in 

biomedical MRI [4]. Other nuclei, such as carbon-13, fluorine-19, and phosphorus-31, are used 

for imaging as well [16]–[18].  

Spin is the physical basis of MRI, and a spin system is activated by external magnetic 
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fields and RF excitations to produce the signals. Normally, the hydrogen spins are orientated 

randomly in the body with no net magnetization. When the body is placed in an external 

magnetic field (B0), such as an MRI scanner, the spins will align their orientations to the external 

magnetic field. This uniform alignment creates a net magnetization along the direction of the 

external field. To detect the magnetization, we need to add additional energy from a transverse 

RF magnetic pulse (B1) to the B0 magnetic field. The spins are activated from the RF pulse, and 

their orientations are flipped away from the external field axis. As the magnetization direction is 

deflected, the spins start to precess at a frequency called the resonance frequency or Larmor 

frequency (fLarmor). Larmor frequency is proportional to the external magnetic field as shown in 

equation (1.1). For hydrogen-1, the gyromagnetic ratio (γ) is 42.58 MHz/Tesla [2].  

𝑓𝐿𝑎𝑟𝑚𝑜𝑟 =
𝛾

2𝜋
𝐵0  (1.1) 

After the RF excitation is switched off the spins return to the resting state, emitting an RF wave 

as the signal. This signal is captured by the receiving coils and induces a current in the loop 

according to Faraday’s law of induction [5]. The intensity of the received signal is then plotted in 

a grey scale and decoded into the cross sectional images [15]. 

 

Figure 1.1: The spin system in MRI. (a) spins are orientated randomly, (b) spins align their 

orientations to B0 field, (c) spins orientations are flipped away after B1 field is applied and start 

to precess.  
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1.1.2. MRI hardware 

The key components of a MR scanner are the main magnet, the magnetic field gradient 

system, and the RF system.  

 

The main magnet 

The main magnet can be a resistive, a permanent, or a superconducting magnet [2]. The 

main magnet is used to generate a strong and uniform static magnetic field (B0) pointing in the 

longitudinal direction.  The strength of this static field determines the magnetization of the 

nuclear spins and the Larmor frequency. In the early days of MRI, the magnetic field strengths 

ranged from 0.1 T to 0.3 T, achieved with resistive magnets (< 0.15 T) or permanent magnets 

(0.3 T). For current clinical systems, higher field strength frequently operating at 3T and more 

recently at 7 T is now used thanks to improvements in superconducting magnet technology [19].  

Figure 1.2: MRI Scanner Cutaway. Static magnetic field (B0) is pointing in the longitudinal 

direction as illustrated in [20].  

 

The required field strength depends on the specific application. While a higher field 

provides better SNR and spectral resolution, it also causes problems such as RF penetration, 

Static magnetic field (B0) 
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higher cost, and uncertain clinical benefits [2][21]. The spatial homogeneity of the static 

magnetic field is an important feature. The homogeneity of the magnetic field is given as the 

maximum deviation of the field over the volume [2]:  

Homogeneity =  
𝐵0,𝑚𝑎𝑥−𝐵0,𝑚𝑖𝑛

𝐵0,𝑚𝑒𝑎𝑛
   (1.2) 

 

The gradient system 

A magnetic field gradient is used to produce field variations in the main magnetic field. A 

linear magnetic field gradient is the most common method to determine the spatial distribution 

information. The system typically consists of three orthogonal gradient coils, producing a 

linearly varying gradient, Gx, Gy, Gz as shown in Figure 1.3. Therefore, the Larmor frequency of 

spins varies as a function of position in the x, y, and z-axes [22]. For example, the Larmor 

frequency of a spin at a specific point x when Gx is applied is given by equation 1.3. This 

variation can be used for spatial encoding with Fourier transform [23].  

𝑓𝐿𝑎𝑟𝑚𝑜𝑟 =
𝛾

2𝜋
(𝐵0 + 𝐺𝑥𝑥)   (1.3) 

 

Figure 1.3: Field strength inside the MRI scanner: (a) when the gradient coils are off, the field 

strength is uniform, (b) when the gradient coils are on, the field strength shows a gradient.  

 

The RF system 

The RF system of the MR scanner is responsible for spin excitation and signal detection 

in MRI [2]. It includes a transmitter coil that generates the B1
+ field for spin system excitation 
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and a receiver coil that transforms the precessing magnetization B1
- field into the electrical signal. 

Both transmitter and receiver coils can be treated as resonant circuits with capacitors and 

inductors to store the electric and magnetic energy. The circuits need to be tuned and matched to 

reach the best performance. Tuning the coil circuit refers to adjusting the coil resonance 

frequency to Larmor frequency of the spins in the object. In this way, the coil will produce a 

large precessing magnetization from the excitation. On the other hand, matching the circuit 

impedance ensures that the power transfer from the amplifier to the coil is maximized and the 

greatest possible power is transmitted to the spin system [8]. Therefore, a better tuned and 

matched coil can provide higher SNR. 

 

Figure 1.4: Equivalent circuit models for circular loop coils as illustrated in [24].  

 

1.2. Coils in MRI  

Various types of RF coils have been used in different fields of applications. Based on 

their usage, RF coils can be divided into volume coils and surface (array) coils. In volume coils, 

the sample is inserted into the coil volume, and the coil surrounds the anatomy of interest. 

Volume coils are widely used in applications that require a better RF homogeneity as they extend 

over a large area. An RF surface coil is made up of loops of wire that match the dimension of the 

area of interest. Due to its smaller size and proximity to the investigated structure, the signal 

received from the sample has a higher amplitude than that from a large volume coil, and less 
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noise is therefore coupled to the coil. Using small surface coils helps improve SNR in restricted 

regions [8].  

 

Single loop coil 

The single loop coil design is the simplest form of receiving surface coil. It can be 

designed with a very small diameter for insertion into small areas of interest and makes the “in 

vivo” experiment possible. However, there is a limit on the smallest size of the coil. The total 

resistance of the coil depends on both the coil itself and the sample since the coil couples to the 

sample. As coil radius decreases, coil resistance increases relative to sample resistance. A small 

coil is dominated by sample resistance and therefore sample noise. When the coil noise 

ultimately dominates the SNR, the sensitivity of an RF coil cannot be increased through coil 

miniaturization [25]. Therefore, coils are typically operated in a sample noise dominated regime 

[26]. 

 

Butterfly coil/ Figure-of-eight coil 

For a single loop coil, the RF field is strong near the coil wire and the center has less 

coverage [27]. A coil with a butterfly or figure-8 geometry can be used to reduce signal intensity 

inhomogeneities of the center [28], [29]. The optimum geometry for the butterfly and figure-8 

coils that deliver the best SNR will be examined. The butterfly coil will be oriented in a different 

way as the single loop coil since they have different associated magnetic flux vectors [30].   

 

Combined coil 

The butterfly coil has a magnetic flux vector that is transverse to the magnetic flux vector 
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of the loop coil. When combining a single loop coil and a butterfly coil, we can get a quadrature 

surface coil, which detects the MR signal in orthogonal directions [8]. If signals from the two 

coils are fed into a 90-degree combiner and added together in an analog way, a single-channel 

output is produced. The combined signals from the quadrature coils offer better SNR compared 

to single loop coils and a perfect quadrature coil can improve the SNR at the center of the coil by 

√2-fold gain over a single loop coil [30]. 

 

Figure 1.5: The magnetic field distribution for (a) single loop coil, (b) butterfly coil, and (c) 

combined coil. 

 

1.3. MRI scan parameters 

An MRI sequence consists of multiple RF pulses and gradients and results in images with 

a particular appearance [31]. The programmed set of changing magnetic gradients has various 

parameters, and the sequences are grouped into an MRI protocol [32]. Here are some of the 

parameters that define the pulse sequence: 

• Time to echo (TE): the time between the RF excitation pulse and the peak of the signal 

induced in the coil. TE controls the amount of T2 relaxation, which is the progressive decay 

or dephasing of the transverse components of magnetization [33].  

• Repetition time (TR): the time between the application of the excitation pulse and the 

next. TR determines the recovery of the longitudinal magnetization between each pulse [34]. 
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• Flip angle: the amount of rotation the net magnetization experiences during a RF pulse 

[35].  

• Field of view (FOV): the dimensions of the anatomic region to be imaged, specified in 

millimeters or centimeters. 

• Matrix size: the number of frequency encoding steps and the number of phase encoding 

steps [36]. In other words, it is the number of pixels in the images.  

• Bandwidth: the range of frequencies associated with RF excitation or signal reception 

[37].  

• Number of excitations (NEX) or number of signal averages (NSA): the number of times 

each line of k space is sampled [38]. It describes the number of times a signal from a given 

slice is measured.  

MRI spatial resolution determines the ability of human eyes to distinguish structures as 

separate and distinct from each other [39]. In MRI, the in-plane resolution is determined by the 

number of pixels in the FOV. A pixel represents the smallest 2D element in the image, and its 

size can be calculated by dividing the FOV by the matrix size [40]. Spatial resolution is also 

related to the acquired voxel volume. A voxel is the volume element in the 3D space. The 

dimensions of the voxel are given by the pixel and the thickness of the slice. Resolution is 

inversely proportional to the pixel size: the smaller the pixel size, the higher the resolution. Low-

resolution images may look “blurry”, and high-resolution images in general have better image 

quality. However, decreasing the pixel size also decreases the signal received by individual pixel. 

Therefore, small voxels provide MR images with high spatial resolution but a lower SNR, and 

the image may appear “grainy” [39].  

Another consideration is the image acquisition time or scan time, which increases in 
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direct proportion to the matrix size [41]. To achieve a high-quality diagnostic image with a 

smaller pixel size, we also get a longer scan time. The scan time can be calculated as [42]: 

Scan time = TR × number of phase-encoding steps × NEX  (1.4)  

The effects of the sequence parameters on the SNR, spatial resolution, and scan time can be 

summarized in the following tables:  

 

Table 1.1: Effects of imaging and sequence parameters on SNR are seen in [11, Table 4]. 

 

Change in parameter Effect on SNR 

TR ↑ ↑ 

TE ↑ ↓ 

Slice thickness ↑ ↑ 

FOV ↑ ↑ 

Matrix size ↑ ↓ 

NEX ↑ ↑ 

Magnetic field strength (B
0
) ↑ ↑ 

Receiver bandwidth ↑ ↓ 

 

 

Table 1.2: Effects of parameters on spatial resolution are seen in [11, Table 5]. 

 

Change in parameter Spatial resolution 

Slice thickness ↑ ↓ 

FOV ↑ ↓ 

Matrix size ↑ ↑ 
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Table 1.3: Effects of parameters on scan time are seen in [11, Table 6]. 

 

Change in parameter Scan time 

TR ↑ ↑ 

TE ↑ ↑ 

Slice thickness ↑ ↓ 

Matrix size ↑ ↑ 

NEX ↑ ↑ 

 

 

1.4. Motivation  

There is a strong clinal need to achieve a better resolution the MRI for detection of small 

pathological lesions. One example is Cushing’s syndrome, which is characterized by the 

hypersecretion of the adrenocorticotropic hormone (ACTH) due to a pituitary adenoma, whose 

features include abnormal fat distribution, proximal muscle weakness and hypertension [43][44]. 

If left untreated, Cushing’s syndrome may lead to a significant morbidity and mortality [45]. 

However, the diagnosis of Cushing’s disease (CD) remains a challenge and is often delayed due 

to the small size of the pituitary tumors and the poor SNR in MR imaging [46]. Current clinical 

imaging method, 3T MRI [47]–[50], fails to detect over 50% of microadenomas in Cushing's 

disease and nearly 80% of cases of dural microinvasion[51],[46]. This failure of diagnostic 

imaging hinders the primary and optimal treatment of CD: surgical excision of the offending 

tumor. In such cases without an imaging-identifiable tumor, neurosurgeons must consider 

surgically “exploring” the anterior pituitary gland by making multiple parallel incisions typically 

spaced 2-3 mm apart with the hope of encountering the tumor. This procedure has a significant 

failure rate of finding a tumor and introduces the risk of permanently damaging the normal 

pituitary gland.  
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The median size of the pituitary tumors causing CD is 5 mm and a large portion of 

tumors are less than 3 mm [32][33]. Standard 3T pituitary MRI protocols generate multi-slice 2-

dimensional (2D) images with a typical in-plane resolution of 0.7 × 0.7 mm2 and a through-plane 

slice thickness of 3 mm [51]. When considering various shapes of the pituitary gland, partial 

volume averaging, and motion-related degradation [54], it is not surprising that MR images with 

an in-plane pixel size of 0.7 mm commonly fail to detect lesions smaller than 3 mm. 

 

Figure 1.6: Project concept with a prototype custom miniature coil that can be inserted to 

enable increased SNR in a transsphenoidal endoscopic surgery as illustrated in [55]. A US 

quarter is shown for the size comparison. 

 

To improve image resolution, we have focused on improving the SNR.  The higher SNR 

can be used to improve spatial resolution with thinner imaging slices and higher in-plane 

resolution [56]. There are both physiologic and physical reasons that limit the SNR. For the 

physiologic reason, the detection of pituitary adenomas using MRI typically relies on a contrast 

of signal intensity between the tumor and the normal gland. The intravenous gadolinium contrast 

infusion shortens the spin-lattice relaxation time (T1) of voxels and thus the tumor appears 

relatively brighter on T1-weighted imaging [57]. However, the timing and intensity of the 

maximum contrast difference varies from patient-to-patient. Standard pituitary imaging, which 

takes image at arbitrary time points after contrast injection, may fail to detect tumors if the 
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maximum differential point is missed. On the other hand, dynamic imaging, in which the images 

are taken in a repeated fashion, decreases imaging acquisition times and therefore SNR is also 

decreased, further reducing the possibility of detecting a small tumor. 

The physical reasons for reduced SNR include motion artifacts, low MRI field, and 

receiving coil distance: 

1) Patient motion during the MRI scanning, such as periodic cardiac and respiratory motion, 

involuntary movements like yawning, swallowing, and blinking, or conscious motion due to 

discomfort, can cause motion artifacts and reduce image quality because of blurring or geometric 

distortion. A shorter acquisition time can mitigate these artifacts, but it also reduces SNR [58]. 

2) Low field can also limit the SNR. In theory, SNR increases linearly with field strength (B0) 

[59], [60]. Higher field strength scanners, however, may lead to other problems from increased 

susceptibility to motion and other artifacts [47], [61], [62].  

3) The distance of receiving coil from the target tissue also limits the SNR. Current pituitary 

MRI is usually performed with coils that are placed outside of the head, for example, the 

birdcage head coil [47], [48],[63],[64]. Three-dimensionally, signal strength from the source 

decreases as the cube of the distance [65]. 

Our approach to improve SNR utilizes a custom receiver coil designed to be placed in 

close proximity to the pituitary gland. RF surface coils usually have dimensions that are 

comparable to the area of interest and can maximize the SNR close to the surface of the patient 

[8]. For example, the prostate imaging using endorectal coils demonstrates SNR improvements 

of 5 to 9 times compared to phased-array coil [66] but is has seen limited clinical adoption due to 

discomfort during the coil placement [67].  Chittiboina, et al modified the prostate-endorectal 

surface coil and placed it within the sphenoid sinus for pituitary imaging [46]. A sublabial 
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approach to the sphenoid sinus was necessary to position this cylindrical coil close to the sella 

turcica. They demonstrated a ten-fold increase in SNR within the pituitary gland in cadaveric 

studies [46]. However, this semi-rigid, bulky prostate coil has major limitations for pituitary 

imaging, including the inability to use a transnasal approach due to the large coil size, potential 

safety concerns related to the semi-blind positioning, risk of sterility violations due to the need to 

“double-bag” the probe in plastic, and suboptimal angulation of the coil relative to the 0 field.  

In this work, novel customized in-body miniature flexible pituitary coils are proposed, 

which will be surgically positioned millimeters from the pituitary gland. The miniature flexible 

coil could easily be placed via one nostril and optimally situated inside the sphenoid sinus under 

direct endoscopic visualization [1]. Since the coil placement is a part of a surgical operation for 

the tumor removal, the surgical placement does not add additional surgical operation to the 

patients. Using a remote tune and match technique, only the coil loop and cable need be inserted 

endonasally. As no electrical component is placed on the coil trace, the coil can be easily folded 

and safely positioned inside the human body.  

The coils are numerically optimized to fit inside the limited physical space of the 

sphenoid sinus, and the simulation models were validated through the agar gel phantom MRI 

experiment. The ideal orientation of the coil is parallel to the orientation of the main magnetic 

field, B0. As the surgical positioning for endoscopic surgery is supine, our investigations of the 

sphenoid sinus anatomy indicate that this coil orientation may not be anatomically possible in 

some cases. Therefore, we studied the angular misalignment effect between the coils and the 

static magnetic field (B0 field) with the agar gel phantom. We investigated the spatial 

distributions of the image SNR for various coil rotation angles (θ) using a numerical simulation 

model and phantom experiments. Compared to a 20-channel commercial head coil, our miniature 
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coil achieved up to a 19-fold SNR improvement within the region of interest. The simulation and 

phantom experiment reached a good agreement, with an error of 1.1% ± 0.8%. Additionally, to 

ensure coil safety for the clinical environment, we performed temperature measurements on the 

meat phantom and examined the temperature rise at various measuring sites. No detectable 

temperature increase was found for a continuous 15-minute scan measured by a benchtop fiber 

optic thermometer (FOTEMP1-4, Optocon®, resolution = 0.1°C). Finally, the coil performance 

was characterized by cadaver heads MRI scan. The waterproof of the coil and the tune and match 

condition were tested. A maximum of 16-fold SNR improvement and an average of 5-fold SNR 

improvement within the pituitary gland was obtained using the miniature coil compared to the 

commercial head coil. The feasibility of using the miniature flexible coil for high-SNR pituitary 

MR imaging in a pre-clinical environment has been demonstrated, leading to the improved 

detection and characterization of pituitary gland microadenoma. 
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Chapter 2: Finite Element Analysis of the miniature flexible coil 

2.1. Introduction 

We designed a single loop miniature flexible coil that could easily be placed via one 

nostril and situated within the sphenoid sinus at the optimal angle under direct endoscopic 

visualization.  The coil design is used as part of a surgical operation with the aim of removal of 

the tumor. The ideal orientation of the coil is parallel to the orientation of the main magnetic 

field, B0, with the coil axis perpendicular to the B0 field. However, since the surgical positioning 

for endoscopic surgery is supine, our investigations of sphenoid sinus anatomy indicated that this 

parallel coil orientation may not be anatomically possible in some cases. An agar gel with the 3D 

printed igloo cavity and a resolution plate are designed to allow us to study the effect of coil 

angulation relative to the B0 field. Real-time remote tuning and matching is performed after the 

coil placement.  

 

2.2. Coil and Interface Design 

2.2.1. Initial design 

The prototype customized local coil was constructed for a 3T MRI scanner (Prisma, 

Siemens Healthcare) with a Larmor frequency = 123.2 MHz. We started our design from a single 

loop of coil with no electrical components (capacitors and inductors) on the trace. The coil radius 

was chosen based on the size of sella bone and the image depth. For a circular loop coil, optimal 

coil diameter is proportional to the imaging depth of interest: Roptimal=dmax /√5, where dmax is the 

maximum distance of interest from the coil [68]. The diameter of the coil should be large enough 

to cover the pituitary gland in the region of high sensitivity. In the meanwhile, the coil needs to 

fit the physical constraint of the sphenoid sinus and a larger radius may introduce excessive noise 
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from volume outside the region of interest [69][70]. On the other hand, a smaller radius results in 

lack of signal in the region of interest and the coil noise dominates in the system [26]. In 20 

consecutive endoscopic pituitary surgeries, we used various sizes of sterile cotton patties 

(“cottonoids”)  to subjectively assess the suitable size of the coil [1]. The experience revealed 

that a coil diameter up to 2.5-cm could easily be inserted without hyperangulation (kinking). 

Once past the nostril, further advancement into the sphenoid sinus was easy and safe.  

The coil with an interior diameter of 20 mm connected to two stubs of 10 mm in length 

was simulated in Agilent Advanced Design System (ADS). The width of the copper trace was 3 

mm (Figure 2.1). With no electrical tuning elements, the coil had very limited flexibility in the 

tuning capability. We simulated the coil on a 25 μm polyimide substrate and plotted the 

scattering parameter S11, which represented how much power was reflected from the coil. The 

simulated S11 showed a resonance around 1 GHz, which was far away from the desired 

resonance frequency at 123.2 MHz. The S11 at the resonance frequency was only -6.510 dB with 

10−6.510/10 ≈ 22.5% of the power being reflected.  

 

 

Figure 2.1: Single loop coil with no electrical components design: (a) the coil dimension, (b) 

S11 plot of the coil.  
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Figure 2.2: Single loop coil with 2 gaps: (a) the coil dimension and lumped components values, 

(b) S11 plot of the coil. 

 

  

Figure 2.3: Single loop coil with 3 gaps: (a) the coil dimension and lumped components values, 

(b) S11 plot of the coil. 

 

A traditional method used in tuning the circular loop coil is to place lumped capacitors 

and inductors on the loop to adjust the resonance frequency[69][5][6]. For the second design, we 

had a coil with 2 gaps. On the top of the coil loop, an inductor of 11.9 nH was placed, and two 

capacitors were added, one 1.7 nF capacitor on the stub and one 71.8 pF capacitor between the 

two stubs (Figure 2.2). For this design, the simulated S11 at the resonance frequency 123.2 MHz 

is -52.987 dB, showing a much better tuning condition for the coil. We also tried tuning the coil 

with even more lumped elements added (Figure 2.3), and a simulated S11 of -68.218 dB was 

reached.  

The single loop coil designs with lumped elements demonstrated reasonably good 
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resonance at the desired frequency. However, the lumped elements would make the coil less 

flexible. Since the coil is intended to be placed in proximity to the pituitary gland that requires 

coil deformation during operation, flexibility of the coil is a major concern in the coil design. 

Furthermore, a good coil design should be able to fit various patients and maintain its 

performance when positioned near samples with different conductivities. Therefore, a real-time 

tuning and matching process –with the components located off the coil - is needed instead of 

using lumped elements with limited tuning capability.  

 

2.2.2. Current design 

The current single-loop coil design consists of a local coil with a 20 mm diameter loop 

made from a single contiguous copper trace (3 mm in width and 17.8um in thickness) on a plated 

flexible printed circuit board (PCB). The coil is attached to a coaxial cable (Siemens 

Healthineers, Forchheim, Germany: 50 Ohms, 1.13 mm diameter, 0.22 mm inner conductor 

diameter, 20 cm length). All lumped electrical components are placed in a 3D-printed box along 

the length of the cable [73].  The coil assembly is tuned to a resonance frequency of 123.2MHz 

(for 3 Tesla imaging), and impedance matched by adjusting the electrical components in the 

circuit box. Active decoupling is also included in the circuit, without lumped element capacitors, 

during the transmit phase of the pulse sequence. The active detuning is done by putting an 

inductor in parallel with the net capacitance of the coax cable and detuning the inductive coil 

loop at the Tx mode. A built-in docking port transmits the Rx signal from the coil remote 

tuning/matching box to the preamp via an MCX connector.  
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Figure 2.4: Coil design and the surgical placement. The coil is built on a flexible and connected 

to the preamp box. The tune and match box allows fine-tuning the coil remotely. Local pituitary 

coil is placed against the pituitary gland, and the coil rotation angle is defined as the angle 

between the coil plane and the scanner bed [1].  

  

The coil is designed to tune and match remotely so that only the coil loop and cable need 

to be inserted endonasally. The adjustable electronics components are housed in a 3D-printed 

circuit box and are kept outside of the body. With a 20 cm length, the cable is short enough to 

not pick up any significant currents from the body coil during Tx. If the coax cable needs to be 

longer than 20 cm, common mode current chokes could be used on the cable to impede the shield 

currents. A balun will also be needed on the pre-amplifier circuit board for this technique.  

 

2.3. Electromagnetic simulation  

The modeling of RF coils in MRI is an important step in coil design and development as 

it sheds light on the interaction between RF energy and imaging targets. To study the 
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electromagnetic behavior of the coil, we developed a 3D coil simulation of Finite Element 

Method (FEM) models in COMSOL 5.2 Multiphysics® [74].  

 

2.3.1. Finite Element Method (FEM) 

The laws of physics for space- and time-dependent problems are usually stated in terms 

of partial differential equations (PDEs), which cannot be solved with analytical methods in 

complicated geometries [75]. Instead, an approximation of the equations may be used based on 

discretizations. It approximates the PDEs with numerical model equations by changing the PDEs 

into equivalent ordinary differential equations and then solves the equations using numerical 

methods. The solution to the numerical model equations can be used as an approximation of the 

real solution to the PDEs. These approximations are computed by the finite element method 

(FEM) by evaluating a differential equation curve with polynomial curves. The polynomials are 

represented by the points on the curves, and FEM calculates the solution at the points only. 

 

2.3.2. Maxwell’s equations 

In COMSOL Multiphysics, the problem of electromagnetic analysis is the problem of 

solving Maxwell’s equations under certain boundary conditions [76]. Maxwell’s equations 

provide the relationships between the fundamental electromagnetic quantities: the electric field 

intensity E, the electric flux density D, the magnetic field intensity H, the magnetic flux density 

B, the current density J, and the electric charge density ρ (Equation 2.1 a-d). 

∇ × 𝐇 = 𝐉 +
𝜕𝑫

𝜕𝒕
   (2.1a) 

∇ × 𝐄 = −
𝜕𝑩

𝜕𝒕
   (2.1b) 

∇ ∙ 𝐃 = ρ  (2.1c) 
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∇ ∙ 𝐁 = 0  (2.1d) 

 

2.3.3. Coil geometry and material setup 

A circular loop coil is set up in COMSOL Multiphysics 3D simulation in the frequency 

domain based on the coil design mentioned in previous sections. The interior radius of the coil is 

10 mm and the width of trace is 3 mm. The length of the bottom stubs is 10 mm, and two stubs 

are connected with a small block, where a copper segment is used in the actual coil.  To tune and 

match the coil to resonance frequency and intended impedance, we place lumped elements 

(capacitors and inductors) on the coil trace. By sweeping the values of the lumped elements 

using parametric sweep in the frequency domain study, we found the capacitance and inductance 

that tuned the resonance frequency to 123.2 MHz with matched impedance. The coil surface is 

assigned to a perfect electric conductor (PEC). A uniform lumped port feeds a voltage excitation 

to the coil at the terminal of the coil. Scattering boundary conditions are assigned for the sphere's 

boundaries to prevent any reflections into the model from the outermost boundaries. 

Phantoms are the non-biological material for RF coil performance characterization and 

validation. In recent years, agar gel has been widely used as the tissue-mimicking material for 

MRI brain phantoms since it is inexpensive and easy to work with [77]–[79].  In the simulation, 

the coil is placed inside a cylindrical agar gel phantom with a radius of 6 cm and a height of 13 

cm, which is similar in size to a human head. The relative permittivity and electrical conductivity 

are set up according to the agar gel properties at 128 MHz [80], and the relative permeability is 

set to μr = 1. An igloo cavity holds the coil and is filled with air, mimicking the sinus cavity 

(Figure 2.6).  
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Figure 2.5: Coil simulation model in COMSOL: (a) the coil model without lumped elements, (b) 

the actual coil connected to the cable, (c) the coil model with lumped elements (capacitors and 

inductors). 

 

 

 

Figure 2.6: Phantom CAD models in COMSOL Multiphysics® simulation. (a) agar phantom and 

igloo cavity model. (b) igloo cavity model. The coil is placed inside the cavity (highlighted). 

 

The quality factor Q is a dimensionless value measuring the coil efficiency to detect the 

MR signal and is defined as the ratio of the stored magnetic field energy and dissipated energy 

per oscillation [8][81]. A more practical way to calculate Q-factor is the ratio of the resonance 

frequency (f0) to the 3dB bandwidth (Δf ) [82]–[84]. In our coil model, the loaded Q-factor (with 

the phantom placed under the coil) is given as:  

𝑄𝑢𝑛𝑙𝑜𝑎𝑑𝑒𝑑
𝑠𝑖𝑚 =

𝑓0

∆𝑓
=

123.2 𝑀𝐻𝑧 

126 𝑀𝐻𝑧−120 𝑀𝐻𝑧
= 20.533    (2.2) 

And the Q-factor for an unloaded case (without sample/ phantom) is 

𝑄𝑢𝑛𝑙𝑜𝑎𝑑𝑒𝑑
𝑠𝑖𝑚 =

𝑓0

∆𝑓
=

123.2 𝑀𝐻𝑧 

123.4 𝑀𝐻𝑧−123 𝑀𝐻𝑧
= 308    (2.3) 
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A common measure for sensitivity to loading is the ratio between the unloaded Q-factor and 

loaded Q-factor [85], [86]. In our case: 

𝑄𝑟𝑎𝑡𝑖𝑜
𝑠𝑖𝑚 =

𝑄𝑢𝑛𝑙𝑜𝑎𝑑𝑒𝑑

𝑄𝑙𝑜𝑎𝑑𝑒𝑑
=

𝑅𝐶𝑜𝑖𝑙+𝑅𝑠𝑎𝑚𝑝𝑙𝑒

𝑅𝐶𝑜𝑖𝑙
=

308

20.533
= 15    (2.4) 

where 𝑅𝑐𝑜𝑖𝑙 represents the coil losses and 𝑅𝑠𝑎𝑚𝑝𝑙𝑒 represents the sample losses. When Q-ratio is 

much larger than 2, the sample noise is dominant, which is an important requirement for a good 

coil design [8]. Larger 𝑅𝑠𝑎𝑚𝑝𝑙𝑒 indicates the signal is more tightly coupled to the sample, leading 

to a higher sensitivity of the signal detection.  

 

Figure 2.7: Simulated S11 plot. Loaded S11 is simulated with the phantom placed under the coil. 

Unloaded S11 is simulated with no phantom presented. Both simulated S11 values are below -20 

dB, which means less than 1% of power is reflected.  

 

2.3.4. Coil simulation SNR  

The primary focus of RF receiver coil design is to improve the SNR. To assess the 

performance of the coil, we need to carefully evaluate the coil SNR. There are different theories 

on SNR calculations in RF coils [14], [87], [88]. A widely used relation for the coil SNR states 

that  

SNR ∝
𝐵1

√𝑅𝑐𝑜𝑖𝑙+𝑅𝑠𝑎𝑚𝑝𝑙𝑒
        (2.5) 
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where 𝐵1 is the magnetic field of the RF coil, 𝑅𝑐𝑜𝑖𝑙 represents the coil losses and 𝑅𝑠𝑎𝑚𝑝𝑙𝑒 

represents the sample losses [18][21][89].  

If the static magnetic field B0 is in the z-axis, the z component of the RF magnetic field 

B1z does not contribute to the spin excitation. The magnetic field we are interested in is the 

transverse B1 field, whose norm is given by [90]:  

‖𝐵1𝑥𝑦‖ = √𝐵1𝑥𝐵1𝑥
∗ + 𝐵1𝑦𝐵1𝑦

∗        (2.6) 

The transmit field generated by the RF coil responsible for exciting the spins is defined as:  

𝐵1
+ =

𝐵1𝑥+𝑖𝐵1𝑦

√2
              (2.7) 

While the receiving field is in the opposite rotation of the 𝐵1
+ field, with an equation given as: 

 𝐵1
− =

𝐵1𝑥−𝑖𝐵1𝑦

√2
              (2.8) 

From the 𝑄𝑟𝑎𝑡𝑖𝑜 calculated above, we showed that the sample noise or sample loss 

𝑅𝑠𝑎𝑚𝑝𝑙𝑒 dominates in the total noise, and the SNR can be simplified as: 

SNR ∝
𝐵1  

√𝑅𝑠𝑎𝑚𝑝𝑙𝑒
        (2.10) 

Sample noise is mainly from the thermal noise in the sample [91], which can be derived from the 

power dissipation in the sample [92]. The summarized derivation was seen in [93, Eq. (1)-(14)]. 

The derivation starts by assuming a unit of alternating current to be flowing in a circular coil at 

the resonance frequency. The magnetic vector potential in the coil is given as:  

𝑨(𝑹) =  
𝜇0𝐼

4𝜋
∮

𝑑𝒍(𝑹′)

|𝑹−𝑹′|
 (2.11) 

where 𝜇0 is the permeability of the free space, 𝐼 =  𝐼0
−𝑖𝜔0𝑡 is the current flowing in the 

differential length dl at position 𝑹′. The time-averaged power dissipated in the resistive load R 

can be expressed by: 
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𝑊 =  
1

2
𝑅𝐼 ∗ 𝐼 =

1

2
𝑅𝐼0

2  (2.12) 

In spherical coordinates, the differential length in the xy plane is given as: 

𝑑𝒍 = 𝑎(−𝐢 𝑠𝑖𝑛 𝜙 + 𝐣 𝑐𝑜𝑠 𝜙) 𝑑𝜙 (2.13) 

where i and j are the unit vectors along the x and y axis, respectively, and 𝑎 is the coil radius. In 

spherical coordinates, 𝑹 is represented by coordinates (𝑟, 𝜃, 𝜙) and 𝑹′ is represented by 

(𝑟′, 𝜃′, 𝜙′). Then we can expand the denominator in Eq (2.11) in a series of spherical harmonics: 

1

4𝜋

1

|𝑹−𝑹′|
= ∑

𝑓𝑙(𝑟,𝑟′)

2𝑙+1
× ∑ 𝑌𝑙

𝑚∗(𝜃′, 𝜙′)𝑚=𝑙
𝑚=−𝑙

∞
𝑙=0 𝑌𝑙

𝑚(𝜃′, 𝜙′) (2.14) 

where  𝑓𝑙(𝑟, 𝑟′) = {

1

𝑟
(

𝑟′

𝑟
)

𝑙

, 𝑟 > 𝑟′

1

𝑟′ (
𝑟

𝑟′)
𝑙

, 𝑟 < 𝑟′

 . 

𝑑𝒍 can be rewritten as: 

𝑑𝒍 = 𝑎 [𝐢 (
𝑖

2
) (𝑒𝑖𝜙′

− 𝑒−𝑖𝜙′
) + 𝐣 (

1

2
) (𝑒𝑖𝜙′

+ 𝑒−𝑖𝜙′
)] 𝑑𝜙′ (2.15) 

Substitute Eq (2.14) and Eq. (2.15) into the magnetic vector potential and let 𝑟′ = 𝑎, 𝜃′ = 𝜋/2, 

integrate over 𝜙′: 

𝑨 = 𝜇0𝐼𝜋𝑎 ∑
𝑓𝑙

2𝑙+1
{𝐢𝑖[𝑌𝑙

1(𝜃, 𝜙)𝑌𝑙
1∗

(
𝜋

2
, 0)∞

𝑙=1 − 𝑌𝑙
−1(𝜃, 𝜙)𝑌𝑙

−1∗
(

𝜋

2
, 0)] +

                      𝐣[𝑌𝑙
1(𝜃, 𝜙)𝑌𝑙

1∗
(

𝜋

2
, 0) + 𝑌𝑙

−1(𝜃, 𝜙)𝑌𝑙
−1∗

(
𝜋

2
, 0)]} . (2.16) 

The above equation uses the orthogonality property of spherical harmonics: 

∫ 𝑌𝑙
𝑚′∗

(𝜃′, 𝜙′)𝑒𝑖𝑚𝜙′
𝑑𝜙′ = 2𝜋𝑌𝑙

𝑚∗(𝜃, 0)𝛿𝑚′𝑚 
𝜋

0
. 

The electric field in the medium is given by: 

𝑬 =  −
𝜕 𝑨

𝜕𝑡
 (2.17) 

and it is related to the current density by the medium conductivity σ: 

𝑱 = 𝜎𝑬  . (2.18) 
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Then the time-averaged dissipated power in a volume 𝑑𝑽 can be written as: 

𝑑𝑊 =  
1

2
 𝑱∗ ∙ 𝑬 𝑑𝑽 .  (2.19) 

And the total time-averaged power dissipation in the medium is found to be: 

𝑊 =  
1

2
𝜎𝜔0

2 ∫ 𝑨 ∙ 𝑨∗ 𝑑𝑉 . (2.20) 

The differential volume in spherical coordinates is given by: 

𝑑𝑽 =  𝑟2𝑑𝑟 dΩ 

with the differential solid angle to be: 

𝑑Ω = sin 𝜃  𝑑𝜃 𝑑𝜙 . 

The following properties of spherical harmonics are used to solve the integration: 

∫ 𝑌𝑙
𝑚(𝜃, 𝜙

4𝜋
) 𝑌𝑙′

𝑚′
(𝜃, 𝜙) 𝑑Ω =  𝛿𝑚𝑚′𝛿𝑙𝑙′  and 𝑌𝑙

−𝑚 = (−1)𝑚𝑌𝑙
𝑚∗

. 

We then have:  

∫ 𝑨 ∙ 𝑨∗ 𝑑Ω =  (𝜋𝜇0𝐼0𝑎)2  ×  ∑ (
𝑓𝑙

2𝑙+1
)

2

 × ∞
𝑙 = 1 [4𝑌𝑙

1∗
(

𝜋

2
, 0) 𝑌𝑙

1 (
𝜋

2
, 0)]. (2.21) 

In the actual case, since the medium is usually placed on only one side of the coil, factor 4 can be 

replaced by 2. The integration with respect to 𝑟 can be evaluated as:  

∫ 𝑓𝑙
2𝑟2𝑑𝑟 =  ∫

1

𝑎2 (
𝑟

𝑎
)

2𝑙

𝑟2𝑑𝑟 +  ∫
1

𝑟2 (
𝑎

𝑟
)

2𝑙

𝑟2𝑑𝑟
∞

𝑎

𝑎

0
= (

1

2𝑙+3
+  

1

2𝑙−1
) 𝑎 . (2.22) 

Substituting Eqs. (2.21) and (2.22) into the total time-averaged power dissipation Eq. (2.20) 

gives: 

𝑊 =  𝜎 (𝜔0𝜇0𝐼0𝜋)2𝑎3 ∑ (
1

2𝑙+1
)

2

(
1

2𝑙+3
+  

1

2𝑙−1
)  ×  𝑌𝑙

1∗
(

𝜋

2
, 0) 𝑌𝑙

1 (
𝜋

2
, 0)∞

𝑙 = 1  . (2.23) 

The summation can be approximated by a constant value:  

∑ (
1

2𝑙+1
)

2

(
1

2𝑙+3
+ 

1

2𝑙−1
) × 𝑌𝑙

1∗
(

𝜋

2
, 0) 𝑌𝑙

1 (
𝜋

2
, 0)∞

𝑙 = 1  ≈ 0.0166 . (2.24) 

Thus, the effective sample resistance is given by: 
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𝑅𝑠𝑎𝑚𝑝𝑙𝑒 =
𝑊

𝐼0
2 = 0.0332𝜎(𝜔0𝜇0𝜋)2𝑎3 ≈

1

3
𝜎𝜇0

2𝜔0
2𝑎3. (2.25) 

The sample and coil were kept the same in a constant 3T MRI scanner when we 

compared the SNR improvement, with the medium conductivity, the resonance frequency, and 

the coil radius remaining unchanged. Therefore, the sample noise 𝑅𝑠𝑎𝑚𝑝𝑙𝑒 was the same when 

evaluating the SNR at various coil orientations, and we can focus on the transverse B1 field to 

characterize the SNR improvement factor. 

 

2.3.5. The effective transverse coil field B1xy effective 

As introduced in Chapter 1, transmit coils emit RF pulses (B1
+) to excite the net 

magnetization of the spin system away from its initial alignment with the main magnetic field 

(B0), generating a transverse precessing magnetization [8]. This results in an induced current in 

the receiving coil. The strength of the induced current depends on not only the distance from the 

target but also the orientation of the coil with respect to the magnetization direction [94]. 

According to Maxwell’s equation (2.1b), the induced current should be proportional to the rate of 

change of the flux density of the magnetic field passing through the coil. The net flux is defined 

as the sum of the perpendicular components of the magnetic field traversing the surface enclosed 

by the circular coil. When the static magnetic field is in the +z direction and disturbance is sent 

in the MRI scanner in the y direction, the magnetization will rotate in the x-y plane with the 

rotation axis to be the z-axis.  

As shown in Figure 2.8, when the coil axis is along the x-axis or y-axis, the magnetic flux 

sweeps across the coils and generate a periodic signal with the resonance frequency. The 

maximum signal can be produced when the axis of the coil is perpendicular to the axis of 

rotation since it has the largest flux change as the magnetization precesses [94]–[96]. On the 
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other hand, if the coil is placed with its axis parallel to the axis of rotation, no flux change can be 

detected by the coil in an idealized case and the MR signal is zero. However, in the actual case, 

coils have components in directions other than the direction orthogonal to the coil face, so there 

will be some sensitivity in other directions. 

 

Figure 2.8: Signals induced in coils as illustrated in [94]. When the spin is rotating in the x-y 

plane, the coil along the y-axis shows oscillating signals while no current is induced in the coil 

along the z-axis.  

 

To study the coil SNR at various orientations, we derived the 𝐵1 field at the region of 

interest from the magnetic field simulation in COMSOL. As illustrated in Figure 2.9, B0 is in the 

+z-axis. When the coil is lying in the x-z plane, the axis of the coil is perpendicular to the axis of 

rotation for the spin system, which should provide the strongest signal with an effective 𝐵1 field 

= 𝐵1 𝑥𝑦 . As the coil and the phantom rotate at a certain angle θ respect to the static field B0, the 

effective 𝐵1 field will be the magnetic field 𝐵1 projected onto the x-y plane. When θ reaches 90°, 

the axis of the coil becomes parallel to the B0 field, where we expect to get the lowest SNR and 

effective 𝐵1  field should be 𝐵1 𝑥𝑧. The amplitude of the effective transverse field at a certain 

rotation angle θ (0°≤ θ ≤90°) with respect to B0 was derived as: 

𝐵1𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 𝐵1𝑦 ∙ 𝑐𝑜𝑠𝜃 − 𝐵1𝑧 ∙ 𝑠𝑖𝑛𝜃 (2.26) 
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𝐵1𝑥𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = √𝐵1𝑥𝐵1𝑥
∗ + 𝐵1𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝐵1𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒

∗     (2.27) 

where 𝐵1𝑥, 𝐵1𝑦, and 𝐵1𝑧 are the magnetic field components for the RF receiving coil in x, y, and 

z directions at θ = 0°. 𝐵1𝑥, 𝐵1𝑦, and 𝐵1𝑧 remain constant during the rotation. 

 

 

Figure 2.9: Coil rotation illustration. B0 is in the +z axis. a: The coil resides in the x-z plane at θ 

= 0°. b: The coil is rotated around the x-axis at an angle, θ, where: 0°≤ θ ≤ 90°. c: The coil is 

rotated at θ = 90°. 
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Chapter 3: Phantom study & simulation validation 

3.1. Agar gel phantom study 

3.1.1. Phantom construction 

To characterize the coil performance, we designed a phantom system with a similar 

dimensions of the human head and the sphenoid sinus cavity (Figure 3.1). A cylindrical jar 

allowed for easy rotation of the assembly so that the coil could be easily placed at a certain 

rotation angle relative to the B0 field. An igloo-shaped configuration was 3D printed and 

mimicked the sphenoid sinus. To evaluate imaging resolution, a resolution with five holes, 

ranging from 1 mm to 2.8 mm in diameter, was designed and attached under the igloo cavity. 

The holes were drilled into a 2.5cm thick, 7.5 cm wide acrylic plate. Another hole with a 12.7 

mm diameter was drilled at the center of the resolution plate to provide ample signal for reliable 

SNR measurements. As the average width of the pituitary gland is around 10 mm [97]–[99], the 

12.7 mm hole provides sufficient volume coverage to assess the coil performance on pituitary 

gland imaging. The cavity and the resolution plate were fixed inside the transparent cylindrical 

plastic jar parallel to the jar wall. The plastic jar was placed on a pair of 3D-printed supporters, 

enabling the jar to be rotated and set at the desired scan angle.  

The plastic jar and the holes in the resolution plate were filled with agar gel. We followed 

the recipe presented in [100] to prepare the phantom. The phantom consists of distilled water, 

agar powder, Kappa carrageenan, and gadolinium contrast. 
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Figure 3.1: Phantom system setup, including the igloo cavity, resolution plate, and agar 

phantom. a: CAD model of the igloo cavity. The coil was placed inside the cavity. b: The 3D-

printed igloo cavity. The cavity was waterproofed with Plasti Dip (Plasti Dip Int., Minneapolis, 

MN, USA). A U.S. quarter is shown for reference. c: The resolution plate with hole diameters 1 

mm, 1.6 mm, 2 mm, 2.4 mm, 2.8 mm, and 12.7 mm. The smaller holes were used for visual 

demonstration, and the 12.7 mm hole was used for SNR calculation. d: CAD model of the 

phantom setup. The cavity was fixed inside a plastic jar and then placed on two 3D-printed 

supporters, allowing the jar to be set to the desired coil angle. e: Assembled phantom set up. The 

resolution plate was taped tightly under the cavity, and then the cavity was fixed in a plastic jar. 

f: The plastic jar was filled with agar gel, and the coil was placed inside the cavity [1]. 

 

Table 3.1: Components of the agar gel phantom 

Component Weight (%) Weight (g) 

Distilled water 96 1440 

Kappa carrageenan 3 45 

Agar powder 1 15 

Gadolinium contrast < 0.01 33 × 10−6 

(33 μg/ml, 1 ml) 

Sum 100 1500 
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The procedures to prepare the phantom: 

1) Weigh all the components. Add the distilled water into a 2 L beaker. Add all other 

components into the water and heat the mix up to 90 °C (nearly boiling). 

2) Maintain the temperature of the mixture at  90 – 100 °C. Continuously stir the mixture 

until the components dissolve.  

3) 10 drops of anti-foaming solution can be added to decrease the bubbles.  

4) Turn off the hot plate and let the mixture cool down. Continuously stir the mixture during 

cooling.  

5) When the mixture temperature is below 60 °C, pour the gel into the plastic jar. Put the lid 

back (the cavity and the resolution should already be fixed on the cap). 

6) Tighten the cap and seal it with tape. 

 

3.1.2. MRI scan for the agar gel phantom 

A real-time tune and match process to ensure the coil performance after the coil was 

placed inside the igloo cavity of the phantom. A portable vector network analyzer (VNA) 

(DG8SAQ VNWA 3, SDR-Kits, United Kingdom) was used to tune and match the coil by 

measuring the frequency response for loaded and unloaded cases. (Figure 3.2). Loaded S11 was 

measured with the phantom placed under the coil, while unloaded S11 was measured with the 

coil in the air. The miniature coil was tuned to the resonance frequency of 123.2 MHz and 

matched to the pre-amplifier impedance for both loaded and unloaded cases. 
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Figure 3.2: The tune and match process and the MRI scan experiment setup. a: A portable 

vector network analyzer (DG8SAQ VNWA 3, SDR-Kits, United Kingdom) was used for the tune 

and match analysis after placing the coil inside the agar phantom. b: The tune and match box 

was connected to the pre-amplifier, and MRI scans were performed on the phantom [1]. 

 

The T1/T2 value of the agar phantom was measured to be 1250/64 ms, with T1/T2 map 

sequences [101]. Standard resolution proton density Turbo Spin Echo (SD PD-TSE) sequences 

(Table 2.2) were used on both the miniature coil and the commercial Siemens 20-channel 

HeadNeck coil. The performance of the two coils was compared. The proton density sequence 

was chosen because it is a direct measure of the maximum signal and is therefore readily 

compared to the simulation results. The 2D SD PD-TSE sequence was scanned at 10 different 

coil rotation angles, ranging from 0 ° to 90°. 

A 2D high-resolution proton density Turbo Spin Echo (HD PD-TSE) sequence (Table 

2.2) was also performed at 0° and 60° coil angles to show the expected higher SNR. Images were 

reconstructed from the frequency data directly via inverse Fast Fourier Transform (iFFT). The 

HD PD-TSE scan was used on the miniature coil and the commercial head coil to compare the 

performance. The commercial head coil images were sum-of-square combined after coil 

reduction.   
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Table 3.2: The parameters for standard-resolution PD-TSE sequence and high-resolution 2D 

PD-weighted TSE sequence [1]. 

 

 

 

 

  

 

 

 

 

3.1.3. Scan SNR computation 

At each coil rotation angle, SNR measurements for the single-channel miniature coil 

were calculated from two repeated standard-resolution 2D PD-TSE scans. The region of interest 

(ROI) was divided into five cylindrical slices inside the resolution plate center hole below the 

coil, with 1 cm diameter and 3 mm thickness (Figure 3.3). The target depth was chosen to be 3 

mm to 18 mm away from the miniature coil.  

 

Figure 3.3: The blue cylinders represent the region of interest (ROI) at various distances d from 

the coil. 𝐵0 is in the +z axis. a: The coil resides in the x-z plane at θ = 0°. b: The coil is rotated 

around the x-axis at an angle, θ, where: 0° < θ ≤ 90° [1]. 

 SD PD-TSE HD PD-TSE 

Echo time (ms) 9.1 14 

Repetition time (ms) 3000 3000 

Refocusing angle (degree) 160 160 

Bandwidth (Hz/pixel) 250 250 

Acquisition matrix size 320×320×15 320×320×35 

Field of view (mm3) 220×220×45 64×64×25 

Resolution (mm3) 0.7×0.7×3 0.2×0.2×0.7 

Phase oversampling 0% 100% 

Scan time (mm:ss) 03:09 06:21 

Parallel imaging No No 
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The scan SNR measurements for the miniature coil were calculated based on the methods 

described by Constantinides et al. for magnitude images of a single-coil array [102]. SNR was 

defined as the ratio of signal and noise (𝑆𝑁𝑅 =  𝑆 ⁄ 𝜎). The signals were measured as the mean 

intensity within the ROI: 

𝑆 =
1

𝑁𝑅𝑂𝐼
∑ 𝐴𝑅𝑂𝐼𝑖

𝑁𝑅𝑂𝐼
𝑖=1   (3.1) 

where N is the number of samples, and A is the pixel intensity. The noise was measured as the 

background standard deviation on a signal-free region: 

σ = √
1

𝑁𝑛
∑ (𝐴𝑛𝑖

− 𝐴𝑛𝑖
̅̅ ̅̅ )

2𝑁𝑛

𝑖=1      (3.2) 

For our phantom scan, the signal-free region was selected in the region of the acrylic plastic part 

on the resolution plate. 

For the 20-channel commercial head coil, the SNR was calculated based on Kellman’s 

method for root-sum-of-squares magnitude combining images, which is the standard method for 

multi-channel phased array coils [103].  The scaled noise covariance matrix was calculated from 

the average pixel SNR within ROI from two repeated standard-resolution 2D PD-TSE scans.  

 

3.2. Single loop coil simulation and phantom experiment results  

Standard-resolution proton density Turbo Spin Echo (PD-TSE) MRI scans were 

performed with the agar gel phantom for SNR measurements. The results for the miniature 

flexible coil and commercial head coil were compared, and a coil simulation model was 

developed to characterize the performance of the coil. We plotted the SNR maps and the 

amplitudes of the simulated effective transverse B1 field distributions for θ from 0° to 90° at 
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defined ROIs from 4.5 mm to 16.5 mm distance to the coil, shown in Figure 3.3. 

 

3.2.1. S11 comparison  

 

Figure 3.4: Comparison of S11 with and without the load measured with the VNA and simulated 

using COMSOL. The coil in both loaded and unloaded cases was tuned and matched to the 

resonance frequency [1]. 

 

We first characterized the coil electrically. Tuning the coil to the resonance frequency 

and matching the impedance to the pre-amplifier can assure the optimal coil efficiency and SNR. 

The measured reflection coefficient S11 was recorded and compared with the simulated S11 for 

the loaded and unloaded cases. As shown in Figure 3.4, the simulated S11 generally agrees with 

the measured S11. In all cases, the coil was tuned to the resonance frequency at 123.2 MHz. The 

quality factor Q-factor can be approximated as described in section 2.3.3. The loaded Q-factor 

(with the phantom placed under the coil) is given as:  

𝑄𝑙𝑜𝑎𝑑𝑒𝑑
𝑚𝑒𝑎 =

𝑓0

∆𝑓
=

123.2 𝑀𝐻𝑧 

128.6 𝑀𝐻𝑧−117.6 𝑀𝐻𝑧
= 11.2     (2.15) 

And the Q-factor for an unloaded case (without sample/ phantom) is 
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𝑄𝑢𝑛𝑙𝑜𝑎𝑑𝑒𝑑
𝑚𝑒𝑎 =

𝑓0

∆𝑓
=

123.2 𝑀𝐻𝑧 

124.8 𝑀𝐻𝑧−121.4 𝑀𝐻𝑧
= 36.2     (2.16) 

The measured quality factors are lower than the simulated ones in section 2.3.3. This is likely to 

result from the environment loss that was not included in the simulation. Q-ratio can be calculated 

to assess coil sensitivity. The measured Q-ratio is found to be  𝑄𝑟𝑎𝑡𝑖𝑜
𝑚𝑒𝑎 =

𝑄𝑢𝑛𝑙𝑜𝑎𝑑𝑒𝑑 

𝑄𝑙𝑜𝑎𝑑𝑒𝑑
 = 3.23. A Q-ratio 

larger than 2 indicates that the sample noise dominates the coil noise [8].  

 

3.2.2. In-plane SNR map 

As shown in Figure 3.3, imaging planes were set to be the planes that are parallel to the coil 

surface. In-plane phantom scan SNR maps selected at 4.5 mm and 10.5 mm below the coil as 

zoom-in shots on the resolution plate are shown in Figure 3.5. The amplitudes of the simulated 

effective transverse B1 field distributions at the same coil depth distance and rotation angles as the 

SNR maps are also shown in Figure 3.5. In the simulation, the in-plane effective field amplitudes 

were normalized based on the maximum  B1xy effective field at 4.5 mm below the coil.  

As the coil angle increases, the overall SNR and the amplitude of the B1xy effective within the 

ROI decrease. Because of the circular shape of the small coil, the magnetic field from the coil is 

not uniform. The magnetic field near the coil trace is higher than the field at the coil center. And 

dead spots, which are the low signal regions, were found in the in-plane results. When the rotation 

angles increased from 0° to 90°, the dead spot gradually moved from the edge of the ROI to the 

center of the ROI in both the experiment and simulation. The dead spots were located at where the 

coil field B1 field is mostly parallel to the main field B0 field as shown on Figure 3.6. At these 

locations, B1 is in the z direction, thus 𝐵1𝑥 = 𝐵1𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 = 0, leading to 𝐵1𝑥𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
=
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√𝐵1𝑥
2 + 𝐵1𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒

2 dropping to zero and dead spots being presented. The simulated field 

distributions qualitatively matched with the scan experiment SNR maps.  

Figure 3.5: The standard-resolution PD-TSE scan (Table 3.2 line 1) signal SNR maps and 

normalized amplitude of the simulated effective transverse 𝐵1 field distributions at θ = 0°, 38°, 70° 

and, 90°, respectively. d indicates the distance between the coil and the imaging plane. The 

imaging planes were selected to be parallel to the coil plane. Columns 1&3: The SNR maps at the 

respective coil distances d and rotation angles . Column 2&4: The amplitudes of the simulated 

effective transverse 𝐵1 field distributions at the central hole on the resolution. Linear color scale 

indicates the level of the SNR and the normalized 𝐵1𝑥𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒. The simulation fields were 

normalized based on the maximum 𝐵1𝑥𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒  field at d = 4.5 mm [1]. 
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Figure 3.6: Dead spots location illustrations. The dead spots are located at where the B1 field is 

mainly parallel to the B0 field.  

 

Scan images from the high-resolution PD-TSE scan (Table 3.2 line 2) using the 

commercial head coil and the miniature coil are shown in Figure 3.7. Though the SNR decreases 

with increasing rotation angle, the phantom scan shows a relatively high signal intensity from the 

miniature coil even at 60° coil angle, and the image SNR is high enough to show the 1 mm hole on 

the resolution plate clearly. On the other hand, the commercial coil SNR is so low that the 1 mm 

can hardly be identified on the high-resolution image.  

 

Figure 3.7: High-resolution PD-TSE image comparisons, using the commercial head coil (left) 

and the pituitary miniature flexible coil at θ = 0° (middle) and θ = 60° (right). The voxel size is 0.2 

× 0.2 × 0.7 mm3. Imaging planes were selected 1 cm from the coil. Images from the miniature 

flexible coil are at the same window level, while the image from the commercial head coil is at its 

own window level for better visualization [1]. 
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3.2.3. Mean SNR vs. coil distance & rotation angle 

The mean SNR of the ROI from the phantom scan with respect to distance from the coil 

and the rotation angles are shown in Figure 3.8. The normalized mean 𝐵1𝑥𝑦 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 within the 

ROI from the simulation is also plotted and compared with the scan results. The effective 

transverse field predicted by simulation was normalized at a single point (θ = 0° at 4.5 mm below 

the coil), and no further normalization was performed. By setting this one point equal to the 

experimentally measured SNR, we can see that the simulations of magnetic field amplitude 

match with the experimentally measured SNR, with an error of 1.1% ± 0.8%.  

Figure 3.8: Mean SNR from the scan at various ROI depths and rotation angles, compared with 

the corresponding mean of the normalized effective transverse B1 field from the simulation. The 

simulated fields were normalized to a single point, the mean B1xy effective at θ = 0° at 4.5 mm below 

the coil [1]. 

 

The effective field decreases with the rotation angles. For all ROI depths, the mean 

effective field at θ = 90° dropped to around 20% of the mean field found at θ = 0°. The effective 
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field also decreases with the target depth. At θ = 0°, the mean effective field at the 16.5 mm slice 

was 23.1% of the mean effective field at the 4.5 mm slice. In the ideal case, at θ = 90°, the coil 

magnetic field 𝐵1  is parallel to the main field 𝐵0 , and the SNR is expected to drop to zero. 

However, in the actual case, only the 𝐵1𝑦 component of the coil field is parallel to 𝐵0 at θ = 90° 

(Figure 2.9 (c)), and spins can still be excited by 𝐵1𝑥 and 𝐵1𝑧 components, producing a reduced but 

detectable signal. The mean SNR of the 20-channel commercial head coil based on Kellman’s 

method was 99.5 (Figure 3.8) [103] and was uniform across the ROI at different rotation angles. 

A Bland-Altman plot of two repeated standard-resolution PD-TSE scans was plotted to 

show the inter-scan SNR consistencies (Figure 3.9). The 95% confidence interval demonstrates the 

consistency and the repeatability of measured SNRs from phantom scans. 

Figure 3.9: Bland-Altman plot for SNR of two repeated SD PD-TSE scans, SNR1 and SNR2. The x-

axis is the mean of the two scans, and y-axis is the percentage difference [1]. 

 

3.2.4. Surgical placement prediction 

The cross-validated numerical simulation model of the coil is not only valuable for 

further optimizing the coil in the future but can also be used to help select an optimal coil from a 
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predetermined range of coil shapes and sizes and predict the potential SNR improvement. An 

example hypothetical miniature coil surgical placement with the simulated SNR improvements 

in the pituitary region is shown in Figure 3.10. In this zoom-in image of the sphenoid sinus and 

the pituitary, the 2.6 cm miniature coil can be placed at a 30° angle with respect to the B0 field. 

Both coil placement and pituitary gland contour were drawn by an experienced neurosurgeon. 

The gradient contour line plots represent the predicted SNR improvement factors of our coil 

compared to the commercial head coil, which was estimated based on the mean SNR results 

from the scan of the miniature coil and the commercial head coil described in section 2.6.3. In 

this specific example, we predict to see 12 to 19 times SNR improvement at the region of the 

pituitary gland that is close to the coil, and at least 3 times SNR improvement at the region 

further away. 

 

Figure 3.10: Coil surgical placement example on the retrospective patient image. SNR 

improvement using the miniature coil compared to a commercial head coil was estimated using 

the simulated effective field at θ = 30°. The red ellipse indicates the location of the pituitary 

gland [1]. 
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3.3. Butterfly coil design & simulation 

As we can see in section 3.2.2, “dead spots” were found in the SNR maps and the 

simulated 𝐵1 field distributions. The dead spots were observed at the locations where the coil field 

𝐵1 is parallel to the MRI main field 𝐵0 (Figure 3.6). At these locations, little or no spins were 

excited and thus, the signal dropped significantly. This low signal region is a common issue 

observed in MRI images when using the single loop coil and limits the placement region of the 

coils. This limitation can possibly be circumvented by using coils with a transverse 𝐵1 field at the 

center of the coil, such as the butterfly coils or figure-of-eight coils [29], [104]. The benefit of 

butterfly coils is that their orthogonal sensitivity to the loop coil might be beneficial in some 

patients. In this section, we performed an exploration of the potential for butterfly coils using 

simulation. The simulation shows that the butterfly coil appears to have reduced overall SNR 

performance compared to the single loop in the pituitary gland region and thus may not be the 

optimal design for this application. 

 

3.3.1. Numerical optimization of the butterfly coil 

Due to the physical limitation of the sphenoid sinus, a circular shape butterfly coil was 

designed and optimized through numerical simulation. The coil geometry and current flow on the 

2-layer coil are illustrated in Figure 3.11 (a). Since the current flows in opposite directions in the 

two loops, the magnetic fields in the vertical direction are canceled, and the main field is in the 

transverse direction (Figure 3.11 (b)). A 3D electromagnetic field simulation was developed in 

COMSOL in the frequency domain. A Perfect Electric Conductor boundary was assigned to the 

coil surface, and lumped elements (inductors and capacitors) were arranged on the coil trace for 

tuning and matching. All the coil models with various geometry designs were tuned to the 123.2 
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MHz resonance frequency of the 3 T MRI. A uniform lumped port was fed on the coil trace for 

excitation. The simulated coil field B1 field was exported from COMSOL and imported into 

MATLAB (The MathWorks, Inc., Natick, Massachusetts, United States) for post-processing.  

 
 

Figure 3.11: The designed butterfly coil schematics. (a) The current flow direction on the 2-

layer coil design. (b) The simulated magnetic field of the butterfly coil.  

 

The optimal distance of the gap between the center two legs of the butterfly coil (Figure 

3.12 (a)) was first determined by examining the effective B1xy field amplitude along the coil 

center axis, which is perpendicular to the coil plane, up to a depth of 20 mm beneath the coil 

(Figure 3.12 (b)). The distances of the gap on the coils ranged from 0.5 mm to 10 mm, while the 

radius of the coils was fixed at 10 mm. The magnetic field was normalized based on the effective 

B1xy field for the coil with a 0.5 mm gap distance at 0 mm depth. 

To find the optimal radius of the designed butterfly coil at a certain target depth, we 

simulated the amplitude of the effective B1xy field of coils with radius ranging from 10 mm to 50 

mm at 2 mm increments. Small coils can fit in limited physical space (sphenoid sinus), but the 

diameter also needs to be large enough to provide sufficient coverage for the pituitary gland and 

keep the system in the sample noise dominates regime [1], [26]. At a given depth d (0 ≤ d ≤ 90 

mm), the coil that provided the maximum effective B1xy field on the center axis in the interval d 

to (d + 1 mm) was chosen to be the optimal coil for this depth d. A linear fitting was performed 
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to derive the relationship between the optimal radius and the target depth.  

 
Figure 3.12: (a) The gap between the center two legs of the butterfly coil is defined as the gap 

distance. (b)  The magnetic flux density was examined along the center axis perpendicular to the 

coil plane.  

 

The effective B1xy field from coils with 0.5 mm – 10 mm gap distance was simulated, and 

the optimal gap distance was determined. The effective B1xy field increases as the coil gap 

distance decreases, and the field decreases as the depth increases. The optimal gap distance is 

found to be ≤ 2 mm. When the gap is smaller than 2 mm, a limited improvement in the effective 

B1xy field was observed.  

 

Figure 3.13: The normalized effective B1xy field from coils with 0.5 mm – 10 mm gap distance. 

 

The radius of the coil that provides the maximum effective B1xy field amplitude at each 

depth built with a 2-mm gap distance is plotted in Figure 3.14. The linear relationship of best fit 
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to the data was given as  

𝑟 = 0.45193𝑑 + 1.7747 ≈ 0.5𝑑 + 1.8 

where r is the optimal butterfly coil radius and d is the target depth. The size of the pituitary 

glands varies with the patients and physiological status. In general, the normal height of the 

pituitary gland is less than 8 mm, with some extreme cases being over 10 mm [105]. To fully 

cover the pituitary gland, the radius of the coil was chosen to be 10 mm for the following 

analysis.   

 

Figure 3.14: Simulation of the butterfly coils producing the maximum effective B1xy field for 

target depth 0 ≤ d ≤ 90 mm along the coil center axis. The results are quantized because we 

simulated with discrete radius. 

 

3.3.2. Single loop coil vs. butterfly coil 

 To compare the performance of the two types of coils, we simulated the magnetic field 

from a 2-cm diameter single loop coil and compared it with the field from a 2-cm diameter 

butterfly coil. Both coils were tuned to the resonance frequency with a simulated S11 value < -30 

dB. The same excitation was applied, and the same mesh size was assigned to both models. ROI 

was defined as cylinders with a 1.4-cm diameter and 3-mm thickness with a depth of 3 mm – 15 
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mm below the coil planes.  

 The in-plane effective B1xy field at rotation angles of 0°, 45°, and 90° for both coils are 

shown in Figure 3.15. The image plane was selected at 3 mm below the coil planes. The field 

was normalized based on the maximum effective B1xy field. As the rotation angle increased, a 

dead spot was found in the single loop coil image (Figure 3.15 (a)-(c)), while the butterfly 

maintained a high field amplitude at the center of the ROI at an even 90° rotation angle (Figure 

3.15 (d)-(f)). The transverse-field butterfly coil preserves the signal at the center of the ROI at a 

near coil depth which can be helpful when an arbitrary coil orientation is required in the MRI 

scan. However, variation in the field distribution was also found within the ROI.  

 

 

Figure 3.15: The in-plane effective B1xy field at rotation angles of 0°, 45°, and 90° for (a)–(c) a 

2-cm single loop coil, and (d)-(f) a 2-cm butterfly coil.  
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Figure 3.16: Mean normalized effective transverse B1 field from the simulation at various ROI 

depths and rotation angles for single loop coil and butterfly coil. The simulated fields were 

normalized to a single point, the mean B1xy effective at θ = 0° at 3 mm below the single loop coil.    

 

The average effective B1xy field within the ROI at various depth and rotation angles was 

plotted in Figure 3.16. The simulated fields were normalized to a single point, the mean effective 

B1xy field from the single loop coil at θ = 0° at 3 mm below the coil. In general, the butterfly coil 

showed a smaller variation in the mean effective field than the single loop coil as the rotation 

angle increased. The mean effective field for the butterfly coil at θ = 90° dropped to 60-70% of 

the mean field found at θ = 0°, while the single loop coil at θ = 90° dropped to 20% of the mean 

field θ = 0°. Although the butterfly coil field was more stable across different rotation angles, the 

mean effective field from the single loop coil was found to be generally higher than the butterfly 

coil. At 3 mm – 6 mm depth and θ = 0°, the mean field of the butterfly coil was 75.6% of the 

mean field of the single loop coil, while at 12 mm – 15 mm depth, the mean field of the butterfly 
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coil was only 39.4% of the single loop coil. The butterfly coil exhibited a higher mean effective 

B1xy field than the single loop coil only when the rotation angle was larger than 60° at a 3 mm – 6 

mm depth.  

 

3.4. Temperature characterization on meat phantom 

During the MRI scan, which uses electromagnetic waves for imaging, the radiofrequency 

field from the transmit coil induces a current in the conductive material inside the human body. 

The currents can heat up the surrounding tissue and impose a risk on the patients. To further 

ensure the RF energy absorbed by the patient during the scan does not lead to thermal damage to 

the tissue, we conducted temperature measurements with the mini coil.  

 

Figure 3.17: Temperature measurements experimental setup. (a) The meat phantom on the MRI 

scanner. (b) The schematic illustration of the measuring sites. 

 

The measurements were performed with a benchtop fiber optic thermometer (FOTEMP1-

4, Optocon ®, resolution = 0.1°C). The probe was positioned at two different positions inside a 

980 g meat phantom (Figure 3.17).  One probe was placed right beneath the coil (measuring site 

S1), and the other one was on the coil trace (measuring site S2). A continuous 15-minute fast low 
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angle shot three dimensional imaging (FL3D) sequence was performed on the meat phantom 

during the temperature measurement. The room temperature was kept at 20 °C.  

The time-averaged RF power transmitted by the body coil during the FL3D sequence for 

our mini coil is 0.3 W. The body average Specific Absorption Rate (SAR) can be obtained by 

dividing the time-averaged RF power by the sample mass. Therefore, the experimental average 

SAR for the meat phantom was 0.31W/kg, which is well below the 1.6 W/kg limit by the Federal 

Communication Commission (FCC), 3.2 W/kg limit for the head in the MRI product safety 

standard IEC 60601-2-33, and the 3 W/kg limit in US Food and Drug Administration (FDA) 

regulation [4][106][107]. Figure 3.18(a) shows the temperature change during the 15-minute 

scan. No detectable temperature rise was found at both measurement sites.  

Figure 3.18: Temperature recordings at measuring sites S1 and S2 for (a) time-averaged RF 

power at 0.3 W for a 15-minute continuous FL3D sequence scan and (b) time-averaged RF 

power at 6.2 W for a 30-minute continuous CISS sequence scan. The maximum temperature 

increase is 0.9 °C over 30 minutes. 

 

We then changed the sequence to a Constructive Interference in Steady State (CISS) 3D 

sequence with a time-averaged RF power of 6.2 W and continuously scanned for 30 minutes. This 

is not the usual sequence used for the mini coil, and it was only used to investigate the temperature 

change of the coil in a high-SAR sequence. The temperature increased from 20.8 °C to 21.7 °C at 
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site S1, with a maximum temperature rise of 0.9 °C (Figure 3.18(b)), which fell within the 1 °C 

temperature increase limit of FDA regulation [108]. The temperature change at site S2 was 

smaller, increasing from 20.1 °C to 20.4 °C. The temperature measurements demonstrated that the 

mini coil is unlikely to cause thermal damage to the patient and should be safe to be used in the 

clinical environment.  

 

3.5. Discussion & conclusion 

A flexible single-loop coil was designed for intra-operative imaging of the pituitary 

gland. It achieved up to a 19-fold SNR improvement compared to a commercial head coil in the 

agar phantom study. Even at a rotation angle of 60 degrees and an ROI depth of 16.5 mm, the 

coil still produced a 2-fold relative increase in SNR. This study showed the feasibility of the 

miniature coil for high-SNR MRI of pituitary microadenoma. 

The increased SNR from the miniature coil makes it possible to use a higher resolution 

imaging compared to the commercial head coil. The voxel size of the high-resolution sequence is 

approximately 1/50th of the standard-resolution. Because the SNR is proportional to the voxel 

size [109], our coil enabled a much-increased spatial resolution of that currently used with 

standard 3T imaging. At this reduced voxel size, the commercial coil demonstrated an 

inadequate SNR. To the contrary, our phantom study suggests that pituitary adenomas of 1 mm 

and smaller may be detectable using our coil. 

The electromagnetic behavior and performance of our custom coil were accurately 

simulated in COMSOL Multiphysics. The simulation of the effective magnetic field matches 

with the experimentally measured SNR across a clinically relevant range of coil angles and 

distance, both in-plane pixel-wise and through-plane. The consistency of these two groups of 
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simulation data and experiment data validates both the numerical simulation model and SNR 

experiments. The difference between the mean SNR curve and the simulation curve is likely to 

be a result of the errors in the imaging plane alignment. The imaging planes were selected 

manually on the scanner, and any mismatches in distance or rotation angle can create shifts in the 

SNR curves. 

Validated with the phantom scan experiment, this coil simulation model is important in 

studying the interaction between the fields from the surface coil and the ROI of the phantom. As 

demonstrated in the surgical placement example, the simulated coil field can be potentially used to 

predict the SNR improvement of using the miniature coil compared to a commercial head coil. It 

will also allow us to simulate the performance of other surface coil designs with different 

diameters, geometries, resonance frequencies, and placement configurations and therefore 

accelerate the development of improved coil designs for future phantom and cadaveric studies 

prior to clinical trials. Furthermore, we anticipate the simulation model will potentially enable 

selection of an optimal coil size and shape from a set of existing coil designs based on the specific 

anatomy of each patient.  

An additional advantage of our design approach is that in theory the same relative 

multiplicative improvements in SNR would be achievable with higher field MRI scanners as they 

become clinically available. Prior research has qualitatively examined the image quality 

improvement for pituitary MRI with 7T scanners [47], [110]. Since a real-time tune and match is 

performed, the coil can be tuned to other resonance frequencies and is thus suitable for any MRI 

scanner.  

Coils with a transverse B1 field at the center of the coil are useful in solving the “dead spot” 

problem of the single loop coil found at large coil rotation angles. However, the main field of the 
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transverse-field coil is smaller than that of the single loop coil, leading to a lower mean effective 

transverse field within the ROI. At a small coil rotation angle or a large target depth, a single loop 

coil may be a better choice as it provides a higher mean SNR within the ROI. A quadrature coil 

that combines the single loop coil and a butterfly coil can be used to further improve the SNR. In 

theory, a quadrature coil can provide up to a √2-fold SNR improvement compared to the coil of 

the same geometry when used as a single coil [111], [112].  

Based on the temperature measurement experiment, the temperature rises for both tested 

sequences were smaller than 1 °C. However, the temperature response of the patients to RF-related 

heating depends on multiple physiological conditions and MR parameters [113].  Specialty 

coatings and adhesives, such as Plasti Dip (Plasti Dip Int., Minneapolis, MN, USA), can be applied 

to make the coil heat insulated to prevent RF-induced heating when a sequence with high time-

averaged RF power is used.  
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Chapter 4. Cadaver study 

4.1. Cavity measurement 

To find the optimal coil design that fits at least 95% of the patients, we measured the 

dimensions of the sphenoid distance with bony removal on retrospective patient images from 50 

patients by an experienced neurosurgeon. The sphenoid distance is the maximum allowed 

dimension for the mini coil. An example of the measured sphenoid distance is shown in Figure 

4.1. The distance was measured at 3 coil rotation angles: 0°, 20°, and 30°. Based on the mean 

SNR from the pituitary scan (Figure 3.8), within the 30° rotation angle, we can get a reasonably 

good coil performance with no “dead spot” in the ROI.  

 

Figure 4.1: The sphenoid distance and the sellar distance measured at (a) 0°, (b) 20°, and (c) 

30° coil rotations. The pituitary gland is indicated in the red rectangular box. The yellow 

indicates the intended coil placement. 

 

 

The distributions of the measured sphenoid distance in the sagittal plane are presented in 

Figure 4.2 and Table 4.1. For the 0° rotation angle, the maximum sphenoid distance is 32.9 mm, 

and the minimum distance is 19.4 mm. To fit more than 95% of the patient, the coil diameter 

should be smaller than the 5th percentile of the sphenoid distance, which is 19.6 mm. The 5th 

percentile for 20° and 30° rotation angles were measured to be 22.1 mm and 21.9 mm, 

respectively. In general, as the rotation angle increases, the sphenoid distance that allows for the 
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coil placement increases. There is a tradeoff between the coil size and the coil SNR in the 

sphenoid cavity. A large coil is preferred because it covers the pituitary in the region of high 

sensitivity, and the high-sensitive region reaches the depth of the farthest point of the pituitary. A 

large coil may fit in a tilted orientation inside the cavity. However, the tilted orientation may also 

sacrifice the SNR of the coil as the SNR decreases with the rotation angle.  

 

Figure 4.2: The distributions of the measured sphenoid distance in the sagittal plane. The 

bottom line of the box represents the 1st quartile, and the top line of the box represents the 3rd 

quartile. The center line inside of the box indicates the median. For 0° rotation angle (green 

box), the 1st quartile and the median lines overlay. The whiskers (vertical lines) extend from the 

ends of the box to 1.5 times the interquartile range below the 1st quartile and above the 3rd 

quartile. The cross (×) represents the mean value.  

 

 

Table 4.1: The values of the measured sphenoid distance in the sagittal plane. 
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We are also interested in measuring the maximum target depth for the coil, which is the 

sellar distance, as shown in Figure 4.1. The distributions of the measurement are shown in Figure 

4.3 and Table 4.2. The sellar distance ranges from 9 mm to 14.5 mm, 5.8 mm to 14.8 mm, and 

8.7 mm to 14.5 mm for 0°, 20°, and 30°. Based on the MoM Full-Wave simulation for the 

optimum coil radius including coil losses in [25], the optimal coil radius for a target depth from 

10 mm to 20 mm at 3 T MRI should be between 7.8 mm and 13.7 mm.  

 

Figure 4.3: The distributions of the measured sellar distance in the sagittal plane. For 0° 

rotation angle (green box), the 3rd quartile and the median lines overlay.  

 

 

Table 4.2: The values of the measured sellar distance in the sagittal plane. 

 
 

 

The maximum lateral intercarotid distance (as shown in Figure 4.4) is the maximum 

space available for the coil in the coronal plane. The minimum intercarotid distance measured in 
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the 50 patients was 23.2 mm, while the maximum distance was 37.7 mm. This distance is larger 

than the sphenoid distance in the sagittal plane and thus imposes less constraint on the coil 

dimension.  

 

Figure 4.4: The illustration of the maximum lateral intercarotid distance in the coronal plane 

and the distribution.  

 

Based on the measured sphenoid distance, sellar distance, and intercarotid distance, we 

designed a single loop coil with a 20-mm diameter for clinical use. The coil should fit more than 

95% of the patients with a rotation angle smaller than 30°, providing sufficient coverage for the 

entire pituitary gland.   

 

4.2. Cadaver head MRI scan with mini coil 

4.2.1. Cadaver specimens 

Two human cadaver heads were used for MRI imaging with a 3T MRI scanner (Prisma, 

Siemens Healthcare). The heads were frozen and brought to room temperature one day before 

the scanning. For preparation, the specimens underwent a transsphenoidal endoscopic approach 

to place the coil endonasally. The mini coil was inserted through the nostril and secured at the 

pituitary gland using a saline-soaked Helostat sponge. The intended coil placement method 
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inside the sphenoidal cavity is shown in Figure 4.5.  

 

Figure 4.5: An illustration of the coil position (red line). Saline-soaked Helostat was used to 

secure the coil above and beneath the coil. The pituitary gland is circled in the yellow line.  

 

4.2.2. Mini coil preparation 

The coil and circuit box interface were the same as in the phantom study. The 20-mm 

diameter coil (2-mm wide trace, 17.8 μm thick) was built on a Flexible PCB and connected to the 

circuit box with a 20-cm coaxial cable. The circuit box was kept outside of the cadaver head for 

tuning and matching. It was also used for active decoupling during the body coil transmit mode. 

The circuit box was inserted into the pre-amplifier that connected to the MRI scanner. For 

waterproofing, the coil was coated with 3 layers of Plasti Dip coating (Plasti Dip Int., 

Minneapolis, MN, USA). The coil was placed as parallel as possible to the MRI scanner bed 

during the surgical placement (Figure 4.5). As mentioned previously, the MRI signal decreases 

as the coil rotation angle increases while the maximum SNR is achieved at 0 ° rotation angle or 

when the coil plane is parallel to the scanner bed.  
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After the surgical placement of the coil, a custom tune and match was performed to 

ensure the coil performance. A comparison of the measured S11 with various loading conditions 

after tune and match is shown in Figure 4.6. The measured S11 values were all below – 30 dB 

and the coil was tuned to the resonance frequency at 123.2 MHz ± 0.1 MHz. The impedance was 

matched to the desired value with an error of less than 3%. Qratio of the various loading 

conditions are listed in Table 4.3. For a 20-mm coil, the Qratio was slightly smaller than that of a 

26-mm coil. We demonstrated that the tune and match circuit box for the mini coil has a 

sufficient tuning and matching range, and the coil can be used under different environments.  

 

 
 

Figure 4.6: A comparison of the measured S11 with various loading conditions. 
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Table 4.3: The loaded Q factors and Q ratios for various loading conditions. 

 

 
 

4.2.3. Feasibility of the mini coil 

The mini coil was specifically designed to provide high-resolution MR imaging of the 

pituitary gland and the surrounding structure. The mini coil included a real-time tune and match 

circuit box to ensure the coil’s performance under various environmental conditions. Saline-

soaked Helostat sponge was used to secure the coil at its optimal location during the scanning 

(Figure 4.7 (a) (b)). The flexible coil can be easily folded through the nostril and placed close to 

the pituitary gland. The coil was coated with Plasti Dip coating for waterproofing and thermal 

insulation (Figure 4.7 (c)). In this feasibility study, we demonstrated that the mini coil could be 

surgically placed through the transsphenoidal endoscopic approach and tuned and matched inside 

the cadaver head, improving the SNR of the pituitary gland MR imaging.  
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Figure 4.7: (a) Picture of the Helostat placed below the coil. (b) The picture of the coil inside 

the sphenoid cavity (waterproofed with Plasti Dip). (c) Picture of the Helostat placed above the 

coil. 

 

4.2.4. Pituitary gland imaging 

Scan parameters 

The T1-MPRAGE sequence images in both the sagittal and coronal planes were obtained 

with the commercial Siemens 20-channel HeadNeck coil and our mini-coil. The T1-MPRAGE 

pulse sequence is commonly used in brain MR imaging, which offers a good visualization of the 

lesions in the cord [114], [115]. For the head coil, phase oversampling was enabled to avoid 

phase wrapping artifacts due to the small Field of View (FoV). Phase oversampling was 

unnecessary in the mini coil since it had a localized signal. Therefore, a smaller FoV could be 

used for the mini coil. For the 0.9 mm × 0.9 mm × 0.9 mm resolution image, the mini coil used a 

FoV of 55 mm × 55 mm × 55 mm and an acquisition matrix size of 64 mm × 64 mm × 64 mm. 

The head coil had a FOV of 240 mm × 240 mm × 240 mm and an acquisition matrix size of 256 

mm × 256 mm × 256 mm. The FoV of the mini coil was reduced by a factor of 4, which resulted 

in a much shorter scan time while maintaining the same in-plane resolution. No degradation in 

the image quality was observed on the mini coil sequence.   

T1-MPRAGE sequence was also used for the image with a resolution of 0.4 mm × 0.4 

mm × 0.4 mm. The scan parameters for all the sequences are listed in Table 4.4 for the 
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commercial head coil and Table 4.5 for the mini coil. SD PD-TSE sequence with the same 

resolution used in the phantom study was performed and repeated for 3 times for SNR 

evaluation. The body coil was used as the transmit coil in the cadaver head scans.  

 

Table 4.4: The parameters for the T1-MPRAGE sequence and standard resolution PD-TSE 

sequence used on the commercial head coil.  

 

 
 

 

Table 4.5: The parameters for the T1-MPRAGE sequence and standard resolution PD-TSE 

sequence used on the mini coil. 
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MR image 

The T1-MPRAGE images from the commercial Siemens 20-channel HeadNeck coil were 

compared with the images from the mini coil. Due to the low resolution, the structure of the 

pituitary gland can not be clearly identified on the images with 0.9 mm × 0.9 mm × 0.9 mm 

resolution. With the same in-plane resolution, no visible degradation of image quality was found 

on the images (Figure 4.8 (a)&(c), Figure 4.9 (a)&(c)), while the scan time was reduced by a 

factor of 4.  

 
Figure 4.8: Comparative T1-MPRAGE images of the pituitary gland of a cadaver head obtained 

using the 20-channel coil (left columns a & b) and mini coil (right columns c & d) in the coronal 

plane. The resolution is 0.9 mm × 0.9 mm × 0.9 mm (top rows a & c) and 0.4 mm × 0.4 mm × 

0.4 mm (bottom rows b & d).  
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Figure 4.9: Comparative T1-MPRAGE images of the pituitary gland of a cadaver head obtained 

using the 20-channel coil (left columns a & b) and mini coil (right columns c & d) in the sagittal 

plane. The resolution is 0.9 mm × 0.9 mm × 0.9 mm (top rows a & c) and 0.4 mm × 0.4 mm × 

0.4 mm (bottom rows b & d).  

 

As shown in Figure 4.8 and Figure 4.9, remarkable SNR improvement within the 

pituitary gland was obtained using the mini coil. The image quality of the high-resolution images 

(resolution = 0.4 mm × 0.4 mm × 0.4 mm) from the mini coil was superior to those using the 

commercial head coil. The detail of the internal structure of the gland was no longer obscured by 

large speckling noise.  

The images from the PD-TSE are shown in Figure 4.10. The mini coil image shows a 

brighter signal within the pituitary gland and a lower background noise than the head coil image. 

The pixel SNR was calculated based on the images (Figure 4.11). The maximum SNR of the 
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mini coil was found to be 2140, with a mean SNR within the pituitary gland to be 677. The mean 

SNR of the head coil was calculated to be 130 and was uniform across the pituitary gland. A 

maximum of a factor of 16 SNR improvement was obtained by the mini coil compared to the 20-

channel commercial head coil, and the mean SNR within the ROI was improved by a factor of 5, 

enabling high-SNR pituitary MRI in the pre-clinical environment.  

 

 
Figure 4.10: Comparative PD-TSE images of the pituitary gland of a cadaver head obtained 

using the (a) 20-channel coil and (b) the mini coil in the coronal plane. The resolution is 0.7 mm 

× 0.7 mm × 3 mm. 

 

 

 
Figure 4.11: MATLAB post-processing on the PD-TSE image. (a) The image filter imposed by 

the MRI scanner was removed from the image. (b)&(c) Pixel SNR were calculated. The size of 

the pixel is 0.7 mm × 0.7 mm. The color legend indicates the SNR value.  
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4.3. Conclusion 

The feasibility of using the miniature flexible coil for high-SNR pituitary MR imaging in 

the pre-clinical environment has been demonstrated. The mini coil design was waterproofed 

before the experiment and tuned and matched after the surgical placement inside the cadaver 

heads. The coil can provide a maximum of 16-fold SNR improvement compared to a 20-channel 

commercial head coil. The mean SNR within the pituitary gland was improved by approximately 

5-fold with the mini coil. The miniature flexible coil has great potential to improve the detection 

and characterization of pituitary microadenomas.  
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Chapter 5. Future work 

A novel miniature flexible surface coil positioned millimeters from the pituitary gland 

was developed for high-resolution pituitary MRI. To further improve the microadenomas 

identification of the work, three major advances in the areas of coil development, motion 

correction techniques, and surgical protocol could be considered.  

 

Coil development 

A more robust and reliable connection between the coil and the coaxial cable could be 

used. For example, a low-profile UF.L connector could be attached at a variety of angles on the 

coil to allow for easier coil placement in the sphenoid sinus (Figure 5.1). To enhance the 

soldering strength of the connector on the FPCB, we could add a thin stiffener could at the back 

of the coil.  

The biocompatibility of the coil is another concern. A biocompatible Parylene C could be 

deposited on the coil through a microfabrication process. Parylene C is a conformal coating, 

which has attained ISO 10993 status and has been used on various implantable flexible devices 

[116], [117]. Additionally, sterilization of the device before in vivo use needs to be addressed. 

Several methods for sterilizing Parylene devices have been developed in literature [118]–[120]. 

For example, hydrogen peroxide plasma could be used to sterilize Parylene-based 

electrochemical sensors with no changes in device and electrode properties after the treatment 

[121].  
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Figure 5.1: A new version of the coil with a UF.L connector. The coil is built on a FPCB. (a) 

The front of the coil. (b) The back of the coil. (c) The coil is connected to the coaxial cable and 

the tune and match circuit box.  

 

Motion correction techniques 

In addition to limited SNR, motion-related image degradation is also one of the major 

factors limiting high-resolution pituitary MR imaging [54]. These motions involve breathing 

motion as well as cardiovascular-induced head motion, which is caused by the transmission of 

the arterial pulse. The motions have a sub-millimeter displacement range and may affect the 

detection of millimeter-sized pituitary microadenomas. Tracking coils could be integrated with 

the mini coil to address the physiologic motion-related image degradation issue (Figure 5.2). The 

tracking coils could be composed of electromagnets and microcylinders filled with MRI contrast 

agents. The location of the tracking coils could be firstly determined and the displacement along 

the motion direction will be calculated at each cardiac phase. The motion parameters could then 

be used to adjust the imaging parameters in real time and correct the motion artifacts. Moreover, 

the technique could also prove helpful information about the coil position in vivo to ensure 

optimal placement of the coil during the scanning.   
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Figure 5.2: Integration of a 2-cm diameter coil with tracking coils (top). The miniature coil is on 

the front side, while tracker coils are on the back side, with spacing between them determined by 

a PDMS spacer layer. Side view of the coil (bottom). Three tracker coils are shown for 

demonstration. 

 

Surgical protocol 

A more systematic surgical procedure to place the coil and secure the coil at its optimal 

position could be developed. The key is to position the coil parallel to the floor (perpendicular to 

the B0 field) and minimize the offset between the center of the coil and the center of the pituitary 

gland. In the preliminary clinical experiment, we found that the coils might be shifted during the 

transportation to the MRI room after the placement in the operation room. To ensure the coil 

performance, technique could be developed to secure the coil to prevent accidental dislodgement.  

Various materials could be investigated as the support for the coil. Using saline-soaked 

Helostat is convenient. However, the sponge might also show a high-intensity signal on the MR 

images, which could be misleading when identifying the target structure. For example, the 

Helostat could be replaced by an inflated balloon to secure the coil (Figure 5.3).  
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Figure 5.3: Possible coil positioning method. The sinus could be filled with layered materials to 

support the coil.  An inflated balloon could be used to secure the coil.  
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Magnetic Shielding for a Single Chip on Multi-chip-module 
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Chapter 6. Introduction and Motivation 

6.1. Magnetic shielding 

The Digital Revolution in the mid-20th century brought society into a brand-new era, 

marking the beginning of the information age. Since then, electronic devices and communication 

technology have been employed in every area of life. For communications, the trend has been 

heavily transitioning from wired information transfer to wireless information transfer. Wireless 

information transfer involves the use of electromagnetic waves in free space and is a fast and 

easy way for sensing and information transfer. For sensing, the Ultra-Wideband (UWB) short-

range radar has been used for monitoring human vital activities and for geometrical structure 

recognition of an unknown environment [122]. For information transfer, radio waves are 

commonly used in mobile communication and surveillance technologies [123], [124]. However, 

as more electromagnetic waves penetrate life and create a complicated electromagnetic 

environment, electromagnetic radiation pollution becomes a surging issue [125], [126]. Exposure 

to electromagnetic waves not only has a possible severe effect on human health but also affects 

the functionality of sensitive electronic equipment such as atomic clocks, transmission cables, 

and microprocessor-controlled devices [127]–[129]. Electromagnetic interference shielding is 

essential to alleviate this influence from electromagnetic waves. 

There are three kinds of electromagnetic interference shielding: electric field shielding, 

magnetic field shielding, and electromagnetic shielding [130]. Electrical field shielding usually 

uses grounded metal to keep the external electric field from the target area. The surface charge on 

the metal shell is redistributed to cancel out the external electric field inside the shield. Magnetic 

field shielding can be distinguished into two categories: passive shielding and active shielding. 

The principle of magnetic shielding is discussed in detail in the following paragraph. 
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Electromagnetic shielding combines electric shielding and magnetic shielding by using 

conductors and magnetic materials to weaken both fields simultaneously. All these shielding 

methods are realized by changing or transferring the propagation path of the electromagnetic 

energy [131].  

Magnetic shielding plays a significant role in a wide range of scientific fields. A stable 

and low-noise magnetic field environment is essential for sensitive devices like electron 

microscopy and experiments conducted on ultracold atoms, quantum simulations, and precision 

measurements [132]–[135]. Active shielding is often used for high-frequency magnetic field 

shielding. The induced current in the good conductors generates a magnetic field that opposes the 

magnetic field outside the shield, which protects the volume inside the shield from magnetic field 

interference. On the other hand, passive magnetic shielding is usually used for low-frequency 

magnetic fields. A passive magnetic shield is often structured as a multi-layer shield composed of 

ferromagnetic materials with high magnetic permeability, such as permalloy and Mu-metal [136]. 

With higher magnetic permeability, the material has lower magnetic reluctance and thus 

transmits the magnetic field through the material more easily [130]. By attracting and focusing 

the magnetic field lines in the shielding material, the magnetic shield prevents the field from 

entering or spreading in the protected area. One application for passive magnetic shielding is to 

shield the DC magnetic fields for superconducting electronic (SCE) devices. The following 

section is dedicated to the introduction to the superconducting multi-chip module (MCM) and the 

potential of using a compact multi-layer magnetic shield on a single SCE chip that can be 

integrated with the MCM.  
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6.2. Superconducting multi-chip-module  

Superconducting devices, or Josephson junctions, are widely used in many technological 

applications. They demonstrate the “ultimate” performance by providing the lowest power 

dissipation, high switching, counting or computation speed, low attenuation, and low-dispersion 

transmission lines [137]. For example, the rapid single flux quantum (RSFQ) is a digital 

electronic device that takes advantage of superconductivity for digital signals processing [138]. 

RSFQ logic system stores the information in the form of single magnetic flux quanta and 

transfers the information in the form of single voltage pulses of the area [139]. RSFQ electronics 

have been utilized in ultra-fast, low-noise, and low-power consumption analog-to-digital 

converters (ADC) that outperform all other sigma-delta A/D converters [140].  

In the fabrication process of the Josephson junctions, the defect rate is about one defect 

junction per 10,000, causing the current limitation in the circuit complexity [141]. To overcome 

this defect density issue and the problems with bias currents larger than a few amperes, multi-

chip module (MCM) technique was introduced. In 2008, Kameda et al. successfully developed a 

4x4 SFQ network switch using MCM packaging for superconducting electronics [142]. The 

switch fabric and switch scheduler were attached to an MCM carrier that enabled a hybrid critical 

current density technology. In this way, the critical current density was increased for the driver 

chip to improve the speed while maintaining wide bias margins.  

However, relying heavily on single-flux-quantum digital control, the SFQ chip is required 

to be operated in a clean magnetic field environment. Electromagnetic fields, especially magnetic 

fields and flux vortices, can go through the superconducting films and devices. DC field biasing, 

electromagnetic interference or even motion in Earth’s magnetic field caused by equipment 

vibrations may bring parameter changes, noises, or loss of flux lock in SQUID magnetometers 
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[143]. These undesirable effects affect the performance of the devices and are usually prevented 

or minimized by using magnetic shielding. Shielding for a large superconducting system is 

available. For example, magnetically shielded rooms for non–zero electric dipole moment 

(EDM) experiment have been demonstrated to shield the experiment from external magnetic 

disturbances [144]. Shielding is also used on qubits to study internal quality factors for resonators 

intended for quantum coherent circuits [145].  

 

6.3. Motivation for the magnetic shielding for SCE 

The development of SCE device integration has led to the need to protect physically 

larger areas from DC magnetic fields. The technique of adding an additional shielding plane on 

top of the RSFQ circuits has been studied, and the benefit of local magnetic shielding has been 

proven [146], [147]. This approach surrounds a circuit by one or several superconducting 

niobium loops on the same layers of the SFQ circuit [148]. However, the local magnetic field is 

reduced by only a factor of 4 in the best scenario, which may not be sufficient. Also, the 

shielding needs to be fabricated together with the chip, constraining the design of the chip and 

being less flexible on shielding modification. Another approach is to place all superconducting 

circuits inside a single shield. For example, 3D shields are designed to create shielding systems 

with low residual magnetic field for a Superconductor Quantum Interference Filter (SQIF) based 

magnetic sensor [149]. The design uses 3 separate shields with magnetizing coils for x, y, and z 

direction fields, which is bulky and may not be suitable for MCMs with multiple chips as it 

doesn’t account for chip-to-chip coupling. Multilayer magnetic shielding has been designed for 

superconducting circuit chips, providing a less than 50 nT magnetic field environment with 

shielding effectiveness higher than 60 dB [150]. The work demonstrates that the multi-layer 
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magnetic shielding is an effective shielding method for the SCE chip. However, the multilayer 

shield is larger than 100 mm, with a 1 mm thickness for each layer and 3 mm gap between the 

layers, which is good for the entire chip shielding but not useful for the single chip shielding on 

the MCM.  

To solve the problem of integrating shields with MCMs, we proposed a novel way to 

isolate SCE chips from each other and the external environment. This approach uses separated 

magnetic shields on each SCE chip to reduce the chip-to-chip coupling effect of the circuits or 

signal currents influence from local magnetic fields. The shields consist of high permeability 

material that redirects the magnetic flux lines to protect the enclosed devices. The microscale 

multi-layer shields provide high-efficiency shielding around arbitrary shapes and enable the  

fabrication of chip-scale shielding [128]. Additionally, magnetic through silicon vias (mTSVs) 

are developed to help achieve the desired level of magnetic shielding. We expect to improve the 

magnetic shielding to potentially decrease the noise floor and increase the device stability and 

circuit margins in SCE devices. In this dissertation, we mainly focus on the design and 

fabrication of the proposed magnetic shielding, and shield characterization is discussed in future 

work. 

 

Figure 6.1: Cutaway illustration of proposed magnetic shielding. The shield encapsulates the 

entire SCE chip and is integrated into the MCM.  

 



 
 

79 
 

 

Chapter 7. FEA Modeling of Permalloy-Plated Magnetic Shielding 

Materials with high permeability are commonly used as magnetic shielding against the 

external magnetic field. The magnetic shielding needs to be properly designed with the optimum 

parameters to ensure the effectiveness of the shielding. There are different approaches to solving 

the shielding problem analytically. The field can be theoretically determined by considering the 

induced eddy currents [151]. However, an approximation of the mutual inductance between the 

coil and the image coil has to be made in this method, which limits the solution to 10% accuracy. 

The shielding problem can be analyzed by solving the differential equation of the magnetic 

vector potential [152][153]:  

∇2𝐴 + 𝑘0
2𝐴 = 0  (7.1) 

where 𝑘0
2 =  𝜇0𝜀0𝜔2. Equation (2.1) is difficult to solve, and evaluation must be done by 

numerical integration on a computer, requiring great skill in programming to keep the calculation 

within the upper and lower limits of the machine [154]. Both these methods can only be applied 

in limited cases where the system coordinate fits the natural coordinate system. The third method 

is the application of the transmission theory of shielding by Schelkunoff  [155]. Although 

approximations are also made in this method, it is still one of the most useful analytical methods 

in shielding effectiveness and proved to be applicable to normal incidence waves on an infinite 

metal plane [154]. These analytical methods provide good results for the shielding effectiveness 

at high frequencies. For low frequency magnetic shielding problems, a numerical solution is 

usually necessary [153].  

 

7.1. Finite element method 

Finite Element Analysis (FEA) was performed using COMSOL Multiphysics® [74] to 
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study the shielding performance of the magnetic shielding designs. Since the shielding problem 

is related to the interaction between the material and the electromagnetic waves, Maxwell’s 

equations are solved and coupled to other physics in the COMSOL Multiphysics® AC/DC 

module: 

∇ × 𝐇 = 𝐉 +
𝜕𝑫

𝜕𝒕
 (7.2a) 

 ∇ × 𝐄 = −
𝜕𝑩

𝜕𝒕
   (7.2b) 

   ∇ ∙ 𝐃 = ρ   (7.2c) 

    ∇ ∙ 𝐁 = 0   (7.2d) 

where 𝐇 is the magnetic field intensity;  𝐉 is the current; 𝐃 is the electric displacement field; 𝐄  is 

the electric field; 𝐁 is the magnetic flux density; and ρ is the electric charge density.  

In COMSOL Multiphysics®, a set of boundary conditions and material constitutive 

relations are needed to relate the 𝐄 to the 𝐃 field, the 𝐉 to the 𝐄 field, and the 𝐁 to the 𝐇 field 

[156]. To model the magnetic material with high permeability, we chose the Magnetic Field 

physics. The model was set up to solve the reduced field Hred, and the total magnetic field in the 

model is the sum of the background magnetic field H0 and the reduced field. With no current 

flowing in the model, Maxwell’s equations can be simplified by solving the magnetic scalar 

potential Vm: 

∇ ∙ (−𝜇∇𝑉𝑚) = 0  (7.3) 

where 𝜇 is the permeability. The Zero Magnetic Scalar Potential condition needs to be specified 

for at least one point in the model.  

When a steady-state current flows in the model, the magnetic vector potential A is solved: 

∇ × (𝜇−1∇ × 𝑨) = 𝑱  (7.4) 

Then, the magnetic vector potential is used to solve the magnetic field flux density by: 
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𝑩 = ∇ × 𝑨   (7.5) 

In the frequency domain, instead of equation 2.4, we are now solving: 

∇ × (𝜇−1∇ × 𝑨) = −𝜎
𝜕𝑨

𝜕𝑡
 (7.6) 

where 𝜎 is the conductivity and 𝑬 = −
𝜕𝑨

𝜕𝑡
. This equation considers the conduction currents and 

induced currents and is used for material nonlinearities like the B-H nonlinear material [156].  

 

7.2. 2D shield simulation 

The aim of the simulations was to determine the internal magnetic flux density of the 

shield and to optimize the shield designs, which can ensure an internal magnetic flux density 

lower than 4 µT. The modeling simulated the internal magnetic field of the shield under an 

external field of 50 µT (Earth’s magnetic field).  

Though a full 3D simulation is more accurate in shielding performance characterization, 

the runtime is usually long, and the model sometimes has difficulty converging. With a film 

thickness of several tens of micrometers, the shield layers need a micrometer-scale mesh size, 

which also increases the memory needed for solving the model. Additionally, using nonlinear 

magnetization curves in the material properties worsens the simulation time and convergence 

problems. Therefore, we simplified the simulation to a 2D model to reduce the simulation load.  

Figure 7.1(a) displays a cross-section of the simulated shield geometry for a single SCE 

chip. The shield dimension was set to 10 mm in length and 3 mm in height to ensure a full 

enclosure of the chip. The 3-layer magnetic shield was composed of two 100 µm thick permalloy 

layers plated onto either side of the 100 µm thick copper (Cu) layer. The shield was attached to a 

500 µm thick silicon (Si) substrate, which was chosen for simulation purposes and can be varied 

to match other substrates of interest. A 50 µT external magnetic field was applied for all 
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simulations (Figure 7.1(b)). In the 2D simulation, nonlinear magnetization curves (BH curves) 

for the permalloy measured in [157] were assigned to the permalloy material properties. As 

shown in Figure 7.1(c), the minimum magnetic flux density at the surface of the MCM is 40.8 

µT, which is much higher than the 4 µT requirement for the internal field. The effectiveness of 

shielding can be characterized by the shielding factor, which is defined as the ratio between the 

external magnetic field and the magnetic field inside the shielding: 

𝑆 =
𝐻𝑒𝑥𝑡

𝐻𝑖𝑛
   (2.7) 

This cap design has very limited shielding effectiveness, with a shielding factor S = 1.23. An 

improved shield design is necessary. 

 

Figure 7.1: 2D cap shield model. a: The top shield cap consisted of 3 layers: permalloy, Cu, and 

permalloy. The cap was placed on the MCM substrate (500 µm). b: Simulated magnetic flux 

density for the cap shield model. Magnetic flux density was attracted to the magnetic material. c: 

The magnetic flux density along the surface of the MCM (the red line).   

 

 

To enhance the shielding effectiveness, an additional 100 µm thick permalloy layer was 

added to the bottom of the Si substrate (Figure 7.2(a)). The shield cap design stayed the same as 

before. In this way, the magnetic flux can also be shielded from the bottom of the MCM. The 

minimum simulated magnetic flux density inside the shield on the MCM is 27.3 µT, and the 

shielding factor increases to S = 1.83.  
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Figure 7.2: 2D cap shield model with bottom permalloy layer. a: The top shield cap and the 

bottom permalloy layer (100 µm). b: Simulated magnetic flux density for the model. The 

magnetic flux density along the surface of the MCM (the red line) is 27.3 µT.  

 

However, the 27.3 µT minimum flux density exhibited by the magnetic shield is still 

significantly higher than the maximum allowable 4 µT field. The thickness of the Si substrate of 

the MCM also affects the shielding effectiveness. With a thinner substrate, we get a better 

enclosure for the shield, thus a lower field inside the shield. Simulations were done to investigate 

the thickness required for the Si substrate to achieve 4 µT field. Figure 7.3 shows that the Si 

substrate needs to be less than 10 µm to get the magnetic flux density around 4 µT, which is not 

practical for the MCM chip. 

 

Figure 7.3: The magnetic flux density at the surface of the MCM at various Si substrates for the 

MCM.  
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7.3. 3D shield simulation: Through silicon vias design 

To improve the shielding, magnetic through silicon vias (TSVs) composed of permalloy 

were introduced into the shield design to form a closed loop of the magnetic flux. Four vias were 

added to the shield design, one at each of the corners of the shield (Figure 7.4(a)). The vias 

connected the magnetic shield to the permalloy layer beneath the Si substrate, as shown in Figure 

7.4(b). To better study the TSV performance, a 3D shield model was built in COMSOL 

Multiphysics®. The magnetic permeability of the permalloy was set to a constant value μr = 8500 

[157] to shorten the computation time of the 3D model. The 3-layer shield cap design was 

changed to 50 μm of permalloy, 50 μm of Cu, and 50 μm of permalloy, and the bottom permalloy 

was decreased to 75 μm to reduce the fabrication complexity.  

 

Figure 7.4: Addition of magnetic vias to magnetic shield. a: Location of magnetic vias at corners 

of shield. b: The vias connect the shield cap to the bottom permalloy layer beneath the substrate.  

 

The effectiveness of the TSV in shielding the magnetic field is demonstrated in Figure 

7.5, which compares the magnetic flux density inside the shield with TSVs and without TSVs. 

The minimum magnetic flux density at the surface of the MCM decreases from 27 μT to 2 μT by 

adding the TSVs at the corners, increasing the shielding factor to S = 25.  
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Figure 7.5: Comparison of the magnetic flux density at surface of the MCM inside the shield 

(along the red lines). a: When there is no TSV in the shield design. b: TSVs are placed at each 

corner of the shield.  

 

The multi-layer shield design with TSVs simulation showed good shielding effectiveness. 

Meanwhile, it is also important to consider the magnetic material behavior under a strong 

external field. In ferromagnetic materials, the magnetic moments interact with each other 

strongly even when there is no external magnetic field present. The moments form in magnetic 

domains, and the internal fields align the moments in parallel. Under an external magnetic field, 

the domain walls shift, and larger domains then align to the field. The domain walls will 

eventually disappear as the external field reaches the saturation field. At this time, the material is 

fully magnetized, which is called saturation. The permeability of the material decreases as the 

external field increases near the saturation and finally drops to 𝜇𝑟= 1 at the saturation field. Since 

high permeability is the key ensuring the shielding effectiveness, we need to make sure that the 

field inside the permalloy is not reaching the saturation field. Figure 7.6 shows that the maximum 

magnetic flux density inside the permalloy material is 0.11 T, much smaller than the saturation 



 
 

86 
 

 

field (1 – 1.1 T) [157]. Since the maximum field in the material is an order of magnitude smaller 

than saturation, the high permeability assumption for the permalloy should be valid.  

 

Figure 7.6: The magnetic flux density simulated inside the permalloy material.  

 

We showed that 4 TSVs at the corner of the shields help to decrease the minimum field 

inside the shield to 2 μT. It is also important to investigate the entire internal field inside the 

shield to ensure that the full SCE chip is protected from the external magnetic field. Figure 7.7 

(a) displays an isosurface plot of the internal magnetic fields inside the magnetic shield at the 

MCM surface, which exceeds the 4 µT threshold. The fields greater than 4 µT are only present 

around the perimeter of the shield, and the field at the center area, where the chip will be placed, 

is below the threshold. Figure 7.7 (b) shows the contour field lines for 2, 3, and 4 µT internal 

fields. The inclusion of the magnetic vias reduces the internal magnetic field of the shield to well 

below the 4 µT threshold. Simulations for both the in-plane and out-of-plane magnetic fields 

were performed, as shown in Figure 7.8. The white areas shown inside the shield represent areas 

where the field is less than 4 µT. 
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Figure 7.7: (a) Isosurface plot of internal magnetic fields. (b) Contour plot of the internal 

magnetic field below 4 µT. 

 

 
Figure 7.8: In-plane and out-of-plane shielding simulations. (a) 50 µT out of plane external field 

is applied to the magnetic shielding. (b) The magnetic field contours at the bottom of the shield 

under out of plane external field. (c) 50 µT in plane external field is applied to the magnetic 

shielding. (d) The magnetic field contours at the bottom of the shield under in plane external 

field.  
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The above simulations focused on 5 mm × 5 mm shields, which capture the size scale for 

state-of-the-art chips. For future chip design, it is likely that chip size will be different. The shield 

design may need to be modified based on the chip size and field requirements. In preparation for 

this, simulations with various shield sizes were conducted. The number of vias also influences 

the shielding effectiveness significantly. Figure 7.9 lists the magnetic flux density simulation 

results inside the shields for various sizes of the shield with various numbers of vias. The contour 

plots show the area inside the shield with a magnetic flux density that is below 4 µT. The internal 

field decreases with the via number increases and also decreases with the shield dimension 

decreases. For shields with smaller sizes and more vias, the maximum fields on the top of the 

scale bars are below 4 µT, meaning that all the internal fields are below the threshold. Detailed 

simulation results of the maximum and minimum magnetic flux density inside the various shields 

are shown in Table 7.1.  

 

 

Figure 7.9: Shields simulation with dimensions of 10 mm × 10 mm × 3mm, 7.5mm × 7.5 mm × 

2.25 mm, 5 mm × 5 mm × 1.5 mm, and 2.5 mm × 2.5 mm × 0.75 mm. 4 vias, 8 vias, and via at 

every 300 µm cases were simulated for each dimension.  
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Table 7.1: The maximum and minimum magnetic flux density simulated at various shield 

dimensions and vias numbers. 

 

 
 

7.4. Magnetic shielding simulation for chip array  

Since the design magnetic shielding is proposed to be used for a multi-chip module, it is 

important to investigate the shielding effectiveness for the entire SCE chip array. Simulations 

were performed to verify shield operation in the vicinity of neighboring shields. Figure 7.10 

shows the model used to simulate the effects on shielding performance in the presence of 

proximal shields. Two primary configurations were explored: (1) a single shield centered on the 

MCM and (2) a 3x3 array of shields. Results for both configurations are shown in Figure 7.11. 

200 µT field was used considering the Earth’s magnetic field and the field from the current line 

on the chip. Results from simulations performed suggest that introducing multiple shields in the 

vicinity of neighboring shields increases the overall shielding performance. 
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Figure 7.10: The simulation model to evaluate effects of multiple shields in proximity on a single 

MCM substrate. 
 

 

Figure 7.11: Results from proximity shield simulations. Note that the single shield case is where 

only the center chip is shielded, and the remaining three cases are when all locations denoted 

are shielded simultaneously. 



 
 

91 
 

 

7.5. Heat transfer simulation  

We also used COMSOL to simulate the thermal properties of the shields. Cryogenic 

material properties (e.g., thermal conductivity) were obtained from the literature [158]–[166]. 

The model was built in Heat Transfer in the Solid module and coupled with the Magnetic Field 

module through temperature coupling. 1 mW heat source was set at the bottom of the 5 mm × 5 

mm chip as the boundary heat source. Assuming an ideal situation, heat sinks were simplified as 

fixed temperature boundaries of 4 K on the model. 

 

Figure 7.12: Heat transfer simulation with heat sinks at the MCM edges. (a) The model setup. 

(b)-(d) The simulated temperature maps of the model with various bottom permalloy thicknesses.  

 

The heat sinks were placed at the edges of the MCM (Figure 7.12(a)) to simulate the case 

where the MCM chip was clipped at the edges. Simulation shows that the temperature increase is 

only 0.02 K – 0.03 K. A stable temperature ensures that the SCE chip works properly with 

magnetic shielding. Since the heat sinks are placed at the bottom of the MCM, the thickness of 
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the bottom permalloy also affects the temperature. With thicker bottom permalloy at the edges, 

the temperature increase is smaller. If we think of the bottom permalloy as the thermal resistor, 

increasing the thickness is similar to increasing the cross-section of the resistor. Thus, the 

resistance is deceased, and the temperature increase is lowered. 

Initial simulations show that the thermal ground plane (heat sink) on the back of the 

substrate under the chip is sufficient for heat transfer. There are other ways to improve thermal 

conductivity as well. One method is to increase the thickness of electroplated copper layers in the 

shield cap. We could also add copper vias in addition to mTSVs to help transfer the heat 

generated from the SCE chip to the environment.  
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Chapter 8. Shield fabrication 

8.1. Magnetic Through Silicon Vias  

8.1.1 Process overview 

Based on the magnetic field simulation of the shielding, magnetic through silicon vias 

(mTSV) are the key to ensuring a sub-4 μT field inside the shield. The microfabrication of these 

high-aspect-ratio wafer-thick metal structures has been widely used in packaging, through-wafer 

interconnects, and many other MEMS devices and electroplating is the most common technique 

used to fabricate metals that are over 10 μm thick on or through the silicon wafers [167]. The 

novelty of this work is the integration of soft magnetic materials into TSVs, and the following 

process was designed to fabricate the mTSV for shielding.  

 

 

Figure 8.1: Proposed fabrication process flow for mTSV. MCM with TSVs was integrated with a 

cap shield. The cap shield can either be microfabricated in a silicon substrate or conventionally 

manufactured. 

 

A 750 μm thick silicon wafer (MCM) was first etched with the TSV pattern with a 

dimension of 300 μm × 300 μm (Figure 8.1 (a)). The MCM fabrication and TSV etching was 

done by our collaborators form Auburn University and MIT Lincoln Labs (LL). In the meantime, 
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the seed layer was sputtered on the carrier wafer using Denton Discovery 550 (Figure 8.1 (b)). 

Then, a layer of the photoresist AZ 1529 was spun on the seed layer, and the MCM wafer was 

bonded onto the carrier wafer (Figure 8.1 (c)). The two wafers were exposed with a power of 8.0 

mW for 30 sec. AZ developer was used to remove the exposed photoresist through the TSVs. 

After that, a DC electroplating process with a current density of 10 A/dm2 at 60-70 °C was 

performed to fill the TSVs with the permalloy (Figure 8.1 (d)). Goldeneye Nickle Iron-BF 

solution from Technic Inc was used as the plating solution. Next, the MCM and the carrier wafer 

were separated with acetone in an ultrasonic bath (Figure 8.1 (e)). Then we performed the 

backside plating. Another seed layer was sputtered on the back of the MCM, and a thin film of 

permalloy was electroplated. Finally, the cap shield would be bonded to the TSVs on the MCM.  

 

8.1.2. Bonding between MCM and the carrier wafer 

To test the process, we designed a mask with 300 μm × 300 μm vias in a variety of 

configurations (Figure 8.2 (a)), and TSVs were laser drilled using LPKF ProtoLaser U4 machine 

(Figure 8.2 (b)). The bonded wafers were placed in the permalloy plating solution. However, 

bonding failure was found after 4-5 hours of plating (Figure 8.3).  

 

 

Figure 8.2: Mask design (left) and drilled TSVs (right) for mTSV electroplating experiments with 

various configurations. 
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The main reason for the bonding failure is that the photoresist needs to be dehydrated to 

bond the two wafers. Since the most areas of the photoresist were covered by the drilled TSV 

wafer during the baking process, the photoresist was not fully dehydrated, and the two wafers can 

be easily separated. This problem can be solved by adding dummy vias on the TSV wafer to help 

the dehydration of the photoresist. However, this method may not be suitable for the SCE chip 

since the vias limit the routing space on the MCM. Thus, a pre-baking process was added to help 

the bonding. After spinning on the photoresist on the carrier wafer, it was first baked on the hot 

plate for 1 min at 90 °C before the MCM, or the drilled TSV wafer was bonded onto the carrier 

wafer. We continued the baking process for 2 min after the bonding.  

 

Figure 8.3: Bonding between the drilled TSV wafer (left) and the carrier wafer (right) failed.  

The pre-baking method was tested using a glass wafer bonded to the TSV wafer. As 

shown in Figure 8.4 (a), the two wafers were bonded using the pre-baking method. No visible 

bubbles were shown after bonding. Only tiny bubbles can be found under the microscope (Figure 

8.4 (b). The bubbles grew larger after soaking in the solution (Figure 8.4 (c)), but the bonding 

between the wafer was still strong, and the wafers could only be separated after placing in an 

ultrasonic acetone bath.  
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Figure 8.4: Bonding test using glass wafer. (a) TSV wafer and the glass wafer bonded using the 

pre-baking method. (b) Microscope pictures of wafers before soaking in the permalloy solution, 

and (c) after soaking in the permalloy solution for several days.  

 

8.1.3. Seed layer for the TSV electroplating 

The seed layer deposition is usually the first step in electroplating. A thin layer of metal is 

sputtered or evaporated on the wafer to provide electrical conduction during the electroplating. 

Denton Discovery 550 was used for the seed layer deposition on the carrier wafer. We used 40 

nm of Titanium (Ti) as the adhesion layer and 200 nm of Copper (Cu) as the seed layer. However, 

in our initial testing of the process, we found that the Cu around the vias sites was dissolved in 

the permalloy solution after 2-3 days of plating (Figure 8.5). This led to a loss of the electrical 

connection between the seed layer and the plating area, and the electroplating was discontinued.  

The permalloy solution is an acidic solution (pH = 3-4), and the seed layer (Cu) would get 

dissolved in the solution after several days of plating. This usually won’t happen to film plating 

since the plating time is much shorter. However, for TSV plating, the plating area is deep down 

through the vias, and thus the solution exchange is limited, which slows down the plating. In 

addition, film plating usually plates only tens of μm thick, while TSV plates through the entire 

wafer (500 μm -750 μm). During the long plating process, Cu was dissolved in the acidic 

permalloy solution, and the electrical connections were lost.  
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Figure 8.5: The vias sites on the carrier wafer after 2-3 days of plating. The area in the red 

rectangle shows that the Cu was dissolved during the plating.  

 

Another test was conducted to show the effect of the permalloy solution on the Cu seed 

layer. The same seed layer (Ti and Cu) was sputtered on a dummy wafer, and then the wafer was 

soaked in the permalloy solution for a week. As shown in Figure 8.6, the Cu layer was 

completely dissolved in the permalloy solution, leaving only the Ti layer on the wafer (the silver 

layer). This test confirmed that the Cu layer might not be suitable for a long-duration TSV 

permalloy electroplating. To get a stable electrical connection during plating, we changed the 

seed layer to a 6 nm of Chromium (Cr) adhesion layer and a 200 nm of gold (Au) metal layer, 

which is more resistant to acid. Figure 8.7 shows the Au layer after a week of permalloy plating 

(piece plating). The Au layer was still in good condition after the plating.  
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Figure 8.6: (a) Cu wafer before placing in the permalloy solution. (b) Cu wafer after putting in 

the permalloy solution for a week.  

 

 

Figure 8.7: Au seed layer on the carrier wafer after a week of permalloy plating (for pieces 

plating).   

 

8.1.4. Electroplating under vacuum 

In the initial process development, large bubbles were found inside the TSVs and blocked 

the electroplating process (Figure 8.8). This is a common issue found in the bottom-up 

electroplating process as the air and the generated hydrogen bubbles get stuck inside the vias. To 

solve this problem, we introduced the vacuum plating technique for TSV plating. Studies have 
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shown that an intermittent degassing mechanism effectively removes the trapped air and 

hydrogen bubbles, which helps fabricate high-aspect-ratio electroplated metals with good quality 

[168].  

 

Figure 8.8: The microscope pictures of the plated TSVs in the initial development process. (a) 

Top focus. (b) Bottom focus.  

 

The vacuum electroplating setup is shown in Figure 8.9 and Figure 8.10. A Bacoeng 2.8 

QT glass pyrex vacuum and degassing chamber was used for the plating. Two holes were drilled 

into the acrylic lid for the electrical connections and were sealed with epoxy. The 3-way valve 

was connected to the pressure gauge, the vacuum pump, and the venting pipe. The permalloy 

solution was heated up to 60-70 °C during the plating. We first repeated vacuum and venting 2-3 

times after placing the sample and before the electroplating to remove the air bubbles that were 

initially trapped in the vias. During the plating, we pulled the vacuum every hour and maintained 

the vacuum state for 2-3 minutes before venting the chamber. In this way, we can remove the 

hydrogen bubbles accumulated in the plating process. The pressure was lowered to around 5 

inHg (16.9 kPa) during the degassing stage. Since the boiling point of water varies with the 

environmental pressure, and the water boiling point at 5 inHg (57 °C) is close to the solution 

temperature, the pressure needs to be carefully controlled during the degassing stage.  
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Figure 8.9: Vacuum electroplating setup.  

 

Figure 8.10: (a) Schematic illustration of the vacuum electroplating process. (b) The air bubbles 

and hydrogen bubbles are trapped in the vias without the vacuum plating. (c) The air bubbles 

and hydrogens bubbles are removed in the vacuum pumping stage. Adapted from [168].  
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A MCM chip with mTSVs was then electroplated under the vacuum. The MCM chip, 

which was designed and fabricated by our collaborator from Auburn University, had 5 chips 

locations and 8 TSVs in total were laser drilled on the chip. As shown in Figure 8.11, the problem 

of air and hydrogen bubbles blocking plating was mitigated, and we were able to fill some 

mTSVs with this method. Some of the TSVs seemed to be plated faster than others. This is likely 

due to varying levels of agitation in the top and bottom parts of the bath. Rotating the orientation 

of the sample to balance out location-dependent plating is a possible solution.  

 

 

Figure 8.11: Electroplating of MCM structure with laser drilled TSV holes. The red rectangle 

shows the SEM picture for the plated TSV.  
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8.1.5. SEM and EDS Characterization 

Scanning electron microscopy (SEM) is a commonly used technique for surface 

characterization. It is often combined with energy dispersive spectroscopy (EDS) X-ray 

diffraction. An electron beam scans across the sample surface in SEM, generating X-ray 

fluorescence from the atoms, and the energies of the X-ray photons are used for element 

characterization [169]. In this way, the measurement not only provides high-magnification 

images of the sample surfaces but also a composition analysis of the elements.  

The SEM and EDS characterizations of the electroplated TSVs are shown in Figure 8.12 

(a). Two vias, one fully filled and one partially filled, were analyzed. Ni and Fe elements were 

detected in both vias, and the element composition of different vias is consistent. 11.01% of Fe 

and 89.99% of Ni were found in the fully filled via, and 10.75% of Fe and 89.25% of Ni were 

found in the partially filled via. The composition depends on many parameters like the solution 

properties, plating temperature, and current density. The current density is now limited by the 

resolution of the power supply. By reducing the plating current density, we expect to get the Ni: 

Fe ratio closer to the desired ratio of 80:20. A SEM image for the cross-section of the plated 

TSVs is shown in Figure 8.12 (b). The vias’ side walls were fully plated, capable of directing the 

magnetic flux through the vias and providing effective shielding performance.  
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Figure 8.12: (a) SEM and EDS measurements for the plated TSVs. (b) SEM image for the cross-

section of the plated TSVs.  

 

8.2. Multi-layer cap shield 

8.2.1. Process overview 

A process was developed for deep (> 1000 μm) shield caps that are to be placed over the 

MCMs.  The process involved deep etching using KOH and a silicon nitride hard mask, and then 

electroplating alternating layers of Cu and permalloy. A detailed process flow is shown in Figure 

8.13. First, dicing lanes and alignment marks were etched on a 2.1 mm thick wafer using 

Technics Micro-RIE Series 800. Then a thick layer of low-stress nitride was deposited using 

LPCVD. A layer of photoresist was coated on the wafer and then developed with the cap shield 
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pattern. The nitride was etched using Oxford 80+ at the cap shield location. The wafer was then 

placed in the KOH solution for the deep etch process. The depth for the cap was over 1 mm. The 

next step was to sputter the seed layer at the shield location and then electroplated alternating Cu 

and permalloy layers. The wafer can be cut into individual cap shields and integrated into the 

MCMs.   

 

Figure 8.13: Proposed fabrication process flow for cap shield. 

 

8.2.2. KOH etched cavity 

KOH etch is an anisotropic Si etch process and is helpful in batch fabrication, providing 

sloped sidewalls. The sidewalls are defined as <111> plane, and the etched <100> plane is at 

54.74 ° relative to the <111> plane. In the initial test, 300 nm of nitride was deposited on a 2.1 

mm thick wafer by LPCVD. Then the wafer was coated with AZ1529 photoresist and developed 

with a mask. Squares with a dimension of 7.85 mm × 7.85 mm and alignment marks were 
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patterned on the wafer, where the nitride was etched with the Oxford 80+ tool (Figure 8.14 (a)). 

The wafer was then etched in 1 liter of 45% KOH solution at 120 °C for 7 hours. 0.15 g sodium 

dodecyl sulfate was added to the solution as the surfactant to help detach the hydrogen bubbles 

from the wafer during the etch, improving the surface roughness [170]. The depth for the 4 

cavities was measured to be: 0.974 mm, 0.976mmm, 0.978 mm, and 0.972 mm (Figure 8.14 (b)). 

About 60 nm of nitride was etched in this process. However, large pinholes were found, and the 

cross-shaped alignment marks became rectangles after the etch (Figure 8.15), which would affect 

the cap shield integration process with the MCMs. A thicker layer of nitride was necessary for the 

long KOH etch.  

 

Figure 8.14: Wafer for the KOH etch. (a) Cap shield locations and alignment marks were 

patterned on the wafer. (b) Wafer after 7 hours of KOH etch.  

 

 

Figure 8.15: Alignment mark for the cap shield wafer. (a) Alignment mark design. (b) Alignment 

after photoresist development. (c) Alignment mark after KOH etch.  
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Based on experience from the first experiments, we slightly changed the development 

process for a better-quality cap shield. The dicing lanes and alignment marks were first etched on 

the wafer before depositing the nitride layer. Technics Micro-RIE Series 800 etched the lanes and 

marks for 10-20 nm deep. Then 1 μm thick low stress nitride was deposited with the LPCVD 

(Figure 8.16 (a)). Then the cap shield locations were defined in a similar way as before. The 

dicing lanes and alignment marks can be seen clearly after the nitride deposition (Figure 8.16 

(b)(c)).  

 

Figure 8.16: Wafer after nitride deposition. (a) About 0.92 μm (red) to 1 μm (green) thick nitride 

was deposited. (b)(c) Alignment marks and dicing lanes after the nitride deposition.  

 

The wafer was then KOH etched for 8.5 hours, and an average depth of 1.1235 mm was 

reached, providing enough space to enclose a 5.5 mm × 5.5 mm × 0.75 mm chip (Figure 8.17). 

The depth was consistent for the cavities at different locations on the wafer. The etching rate was 

also stable throughout the etching process (Figure 8.18). About 0.81 – 0.88 μm of nitride was left 

after the process. With a 1 μm thick nitride, the wafer surfaces were much smoother than before.  
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Figure 8.17: Wafer with 1 μm nitride after 8.5 hours of KOH etch. (a) The front side of the wafer. 

The depth of each cavity was labeled. (b) The back side of the wafer. (c) Cross-section drawing of 

cavity dimensions.   

 

 

Figure 8.18: Etch depth vs time for KOH etch process. The etch rate was faster at the beginning 

and then stabilized at 2.16 μm/min.  

 

A seed layer was then sputtered on the etched wafer with 40 nm of Ti, 200 nm of Cu, and 

40 nm of Ti (Figure 8.19). The top Ti layer protected the Cu from oxidation and was removed 

using 1% Hydrofluoric acid before electroplating.   
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Figure 8.19: Wafers after seed layer deposition. Cavities with an average depth of 1.49 mm (left) 

and an average depth of 1.12 mm (right) were KOH etched.  

 

8.2.3. Multi-layer electroplating 

After developing the etch process, we electroplated alternating layers of permalloy and 

copper in the shield cavities. The study has shown that for DC magnetic shielding, a comparable 

or even greater shielding factor can be achieved by alternating between layers of magnetic and 

non-magnetic material [128]. Moreover, using less permalloy is beneficial because it allows for 

lower material stress.   

Based on the simulation, the cap shield should consist of 50 μm of permalloy, 50 μm of 

Cu, and 50 μm of permalloy. However, during the electroplating of the first permalloy layer, the 

permalloy started to peel off at a thickness of 40 μm (Figure 8.20). The edges of the film curled 

due to strong internal stress, and the film was less adhesive to the substrate. Using lower current 

density can help reduce internal stress [171], but the applied current was also limited by the 

power supply resolution.  
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Figure 8.20: The 40 μm-thick permalloy layer peeled off from the substrate. (a) the Si wafer 

substrate. The plated permalloy is silver in color. The red rectangles show the Cu seed layer after 

permalloy peeling off. (b) The peeled-off permalloy layer.  

 

To solve the peeling-off problem, we changed the plating area to the entire Si wafer so 

that the permalloy was less easy to peel off from the cavity edge. What’s more, we decreased the 

thickness of each layer to 10 μm while increasing the layer number to 6 layers. Simulation has 

shown that with 6 alternating thin permalloy-Cu layers, the shielding effectiveness of the cap 

shield is similar to the case where we have a single 150 μm permalloy layer or 3 alternating 

layers with 50 μm thickness (Figure 8.21) under a fixed permeability assumption (μr = 8500). A 

6-layer shield was successfully electroplated with good film adhesion on the substrate (Figure 

8.22). However, this method covered the dicing lanes and alignment marks that were initially 

etched on the wafer. For future process development, dicing lanes and alignment marks should 

also be patterned on the cap shield wafer after the electroplating.  
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Figure 8.21: The magnetic flux density inside the shield at the MCM surface (the red area) with 

various cap shield layer configurations.  

 

 

 

Figure 8.22: Wafer with 6 thin alternating permalloy-Cu layers electroplated. (a) The Cu layer is 

plated on the wafer. (b) The permalloy layer is plated on the wafer. (c) Schematic of the cross-

section. 
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8.2.4. SEM and EDS characterization 

The electroplated cap shield wafer was diced to allow for a cross-section view of the 

multi-layer shield. SEM and EDS measurements showed distinct layers of the plated material. As 

shown in Figure 8.23 and Figure 8.24, 6 alternating layers of Cu and permalloy (NiFe) were 

found at both the corner and center part of the cap shield. The sample was sent to Auburn 

University for low-temperature test and MCM bonding test.  

 

 

Figure 8.23: The SEM and EDS measurements taken at the corner of the cap shield. 
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Figure 8.24: The SEM and EDS measurements taken at the center of the cap shield. 

 

8.3. Backside permalloy layer electroplating 

Based on the simulation study, a layer of permalloy on the backside of the MCM would 

help improve the magnetic effectiveness of the shield. We went through several iterations of the 

plating process, improving the quality of the plating film in each iteration.  

A 2 cm × 2 cm film was electroplated on an Au dummy wafer. On the first try, we used a 

current density of 10 A/dm2 as recommended by the datasheet and plated it for 20 minutes. A 50 

μm thick film was plated. The plating area was defined by tapes, and permalloy was plated in the 

gap of the tape, which led to rough surfaces at the edges. For the second try, the plating area was 

defined by the photoresist, and the current density was decreased to 2.5 A/dm2. The plating rate 
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was slower with lower current density, but the film quality was largely improved. The film 

thickness was 80 μm after 2 hours of plating. However, the adhesion strength of the film on the 

substrate was not sufficient, and the film peeled off after ultrasonic bath cleaning. To relieve the 

film stress which caused the detachment issue, we reduced the plating time to one hour in the 

third trial and plated a 40 μm thick film. The adhesion of the film improved but still detached 

from the substrate after the tape test. In the next iteration, we further decreased the current 

density to 1.25 A/dm2 and plated for 1.5 hours. The film thickness was 25 μm with good adhesion 

on the substrate, surviving the tape test. Table 8.1 lists the plate rates at the 10 A/dm2, 2.5 A/dm2, 

and 1.25 A/dm2 current density and the Ni: Fe composition in the plated films.  Further 

investigation on the current density, plating time, and solution chemistry may be needed to 

achieve a good-quality film for the backside plating.  

 

Figure 8.25: Films electroplated on the dummy Au wafers, with improving quality of the plating 

film in each iteration. Dummy wafer 1: plated with 10 A/dm2, 50 μm thick; dummy wafer 2: 

plated with 2.5 A/dm2, 80 μm thick; dummy wafer 3: plated with 2.5 A/dm2, 40 μm thick; dummy 

wafer 4: plated with 1.25 A/dm2, 25 μm thick. 
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Table 8.1: The plating rate for various plating current densities and the  

corresponding Ni: Fe ratio. 

 

 
 

A seed layer with 40 nm of Ti and 200 nm of Cu was sputtered on the backside of the 

MCM chip (Figure 8.26 (a)). A constant current density of 1.25 A/dm2 was used on 3 different 

chips with various plating times. The plated film thickness was measured to be 27.4 μm, 51.8 μm, 

and 100.8 μm, with a plating time of 90 min, 180 min, and 300 min, respectively. The average 

plating rate is 0.31 μm/min. All the plated films had good adhesion on the MCM chip.  

 

 

Figure 8.26: Backside plating samples. (a) The seed layer was sputtered on the backside of the 

MCM chip. (b) 27.4 μm of permalloy was plated. (c) 51.8 μm of permalloy was plated. (d) 100.8 

μm of permalloy was plated. (e) The thickness of the permalloy was measured by Dektak 6M 

profilometer along the red line labeled on (d). 
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Chapter 9. Future Work 

The focus of this part of the dissertation is on the design and fabrication of the magnetic 

shielding for SCE MCM. Further investigations on the shield development process, shield 

integration, and shielding effectiveness are needed for this work.  

As discussed in the previous section, work will be done to improve the development 

process. First of all, we will continue to improve the NiFe stoichiometry. The ratio of Ni: Fe was 

measured to be 90:10. By reducing the plating current density, we expect to get the Ni: Fe ratio 

closer to the desired ratio of 80:20. Power supply with less than 1 mA resolution could be used to 

apply lower current density during electroplating.  

Lower current density can also help with the through-hole plating. Usually, the current 

density at the hole’s top opening is higher than the bottom, and the edges of the holes have more 

ions accumulated. This mismatch in current density leads to the edges plating faster than within 

the holes and the formation of voids inside the vias [172]. More uniform electroplating and 

improved through-hole electroplating can be achieved by using a lower current density.  

Secondly, a novel electroplating setup could be incorporated to improve the plating 

quality. We are now using the DC current source during the electroplating. By switching to pulse 

reverse techniques, we would be able to have better control of the composition and thickness of 

the plated structure with enhanced bath stability and efficiency [173]. Additionally, the reverse 

current protects the edges of through holes and lowers the deposition at the edges [174]. This is 

beneficial for the TSV plating as it ensures a uniform thickness of permalloy.  

The fabricated shields are going to be integrated with the SCE MCM to perform the 

shielding for an individual superconducting chip. We will closely collaborate with the 

collaborators from Auburn University to pick and place and bonding of cap shields onto the 
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MCM. We plan to use a flip chip bonder machine like the FC150 tool to bond shields, the 

individual chip, and the MCM. Tooling can be machined from aluminum with various shield 

dimensions and MCM designs. Epoxy underfill will be used to adhere shields to substrates.  

The shielding effectiveness of the fabricated magnetic shields should be carefully 

characterized at both room (RT) and cryogenic temperatures (4 K). The magnetic field inside the 

shield will be measured with and without the shield, and the shielding factor could be calculated. 

Based on our initial investigation, RT shield testing results are similar to the shielding 

performance at cryogenic temperatures, and in fact the shield performed slightly better at 4 K 

than at RT. Thus, RT shield test may serve as good prediction for the performance of magnetic 

shields at cryogenic temperature. Moreover, future magnetic shield design should consider the 

thermal shock at cryogenic temperature. Thermal stresses due to the coefficient of thermal 

expansion (CTE) mismatch of the materials can result in fracture of the shield, and future shields 

could be designed to reduce the likelihood of failure due to thermal stress at cryogenic 

temperatures. 
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Chapter 10. Conclusion 

Overall, this work has proposed a novel way to isolate SCE chips from each other and the 

external environment. The shield design was optimized through FEA simulation, and the 

fabrication process of the proposed shield design has been developed. The microfabrication of 

the high-aspect-ratio magnetic through silicon vias, the sub-millimeter multilayer cap shield, and 

the thick electroplated backside film demonstrate a promising magnetic shielding method for 

single chips on MCM. The scalable and flexible magnetic shield design can also be applied to 

other magnetically sensitive microelectronics where miniature shielding is desirable for each 

single device.  
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