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Abstract

Representation Learning on Brain Data

by

Sikun Lin

Artificial intelligence and machine learning (AI/ML) have been extremely successful

in predicting, optimizing, and controlling the behavior of complex interacting systems.

Robustness and explainability of existing AI/ML methods, however, remain big chal-

lenges, and clearly new approaches are needed. The human brain motivated the early

development of deep learning, and neuroscientific concepts have contributed to the pro-

found success of deep learning algorithms across many areas. The next leap in AI/ML

may again come from a deeper understanding of brain architectures and processes—this

dissertation focuses on deepening this understanding with machine learning models.

We first discuss a convex optimization framework to analyze and integrate multimodal

brain data to infer brain subnetworks and understand heterogeneity across tasks. Next,

we propose a novel deep learning model to learn representations of multimodal and

dynamic brain signals. Although these models are mostly considered black-box, we can

characterize the input brain signals with attribution methods, study brain organizational

structures, and unveil the heterogeneity among brain regions, tasks, and individuals. We

then demonstrate that semantic representation is an essential piece in the human visual

system. With added text modality, we are able to reconstruct complex high-fidelity

imagery from input brain signals and infer brain activities from visual stimuli. Further

studies are then presented to explore the redundancy and dependency in these brain

signals related to visual information processing. Lastly, we apply neuroscience tools

and insights to deep learning models, gaining a deeper understanding of the latter and
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developing more computation- and memory-efficient models. These works demonstrate

that advances and challenges in neuroscience and AI/ML benefit each other and drive

both fields forward.

0.1 Permissions and Attributions

The majority of the materials described in this dissertation have either been published

by the author of the dissertation or are currently in the process of submission. The author

has made principal contributions to all stages of the published works as described below.

1. The contents of chapter chapter 2 have been previously published as:

You, Hongyuan, Sikun Lin, Ambuj K. Singh. ”Learning Interpretable Models for

Coupled Networks Under Domain Constraints.” In Proceedings of the AAAI Con-

ference on Artificial Intelligence, vol. 35, no. 12, pp. 10727-10736. 2021.

2. The contents of chapter chapter 3 have been previously published as:

Sikun Lin, Shuyun Tang, Ambuj K. Singh. “Deep Representations for Time-varying

Brain Datasets.” In Proceedings of the 28th ACM SIGKDD Conference on Knowl-

edge Discovery and Data Mining p. 999–1009. 2022.

3. Portion of chapter chapter 4 is accepted and under publication at:

Sikun Lin, Thomas C. Sprague, Ambuj K. Singh. “Mind Reader: Reconstructing

complex images from brain activities.” In Proceedings of 36th Conference on Neural

Information Processing Systems. 2022.

4. The contents of chapter chapter 5 is accepted and under publication at:

Sikun Lin, Thomas C. Sprague, Ambuj K. Singh. “Redundancy and dependency

in brain activities.” In 4th Shared Visual Representations in Human Machine

Intelligence (NeurIPS 2022 SVRHM workshop).

x



5. Portion of chapter chapter 6 have been previously published as:

Ali Borji and Sikun Lin. “White Noise Analysis of Neural Networks.” In Interna-

tional Conference on Learning Representations. 2020,

and another portion is under submission, but publicly available at Arxiv, as:

Sikun Lin and Ali Borji. “SplitMixer: Fat Trimmed From MLP-like Models.”

xi



Contents

Curriculum Vitae vii

Abstract ix
0.1 Permissions and Attributions . . . . . . . . . . . . . . . . . . . . . . . . x

List of Figures xv

List of Tables xxviii

1 Introduction 1

2 Modeling Coupled Networks: Structural Connectivity and Static Func-
tional Connectivity 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Constrained Multiple-Output Regression Formulation . . . . . . . . . . . 9

2.2.1 Multiple-output Regression Problem . . . . . . . . . . . . . . . . 9
2.2.2 Relaxing Gaussian Assumptions . . . . . . . . . . . . . . . . . . . 11
2.2.3 Imposing Domain Constraints . . . . . . . . . . . . . . . . . . . . 13

2.3 Alternating Minimization Solution . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Experiments on Synthetic and HCP Datasets . . . . . . . . . . . . . . . 19

2.4.1 Application to Simulated Data . . . . . . . . . . . . . . . . . . . . 20
2.4.2 Application to Human Connectome Data . . . . . . . . . . . . . . 24

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Modeling through Graph Neural Networks: Structural Connectivity
and Dynamic fMRI 32
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Spatial-Temporal GNN for Learning

Multi-Modality Brain Representation . . . . . . . . . . . . . . . . . . . . 35
3.2.1 Preliminary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

xii



3.3 Graph Attribution and Interpretations . . . . . . . . . . . . . . . . . . . 54
3.3.1 Attribution with IG (Integrated Gradients) . . . . . . . . . . . . . 54
3.3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 Going Beyond Brain Modalities: Reconstructing Observed Complex
Images from Brain Activities 65
4.1 Incorporating Additional Text Modality . . . . . . . . . . . . . . . . . . 66

4.1.1 CLIP Space as the Intermediary . . . . . . . . . . . . . . . . . . . 69
4.2 Brain Decoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3 Brain Encoding and Encoding-Decoding Cycle . . . . . . . . . . . . . . . 93
4.3.1 Brain Encoding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3.2 Complete Cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.4 Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.4.1 Other Decoding Attempt . . . . . . . . . . . . . . . . . . . . . . . 95
4.4.2 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . 96
4.4.3 Using Pre-trained Models . . . . . . . . . . . . . . . . . . . . . . 99

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5 Brain Activity Redundancies and Low-dimensional Representations 103
5.1 Dataset and Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2.1 Brain Signals Contain High-level Redundancy . . . . . . . . . . . 106
5.2.2 Autoencoders Effectively “Denoise” Brain Signals . . . . . . . . . 109
5.2.3 Brain Activity Resides in the Semantic Space—the Hopfieldian View110
5.2.4 Masking and Attribution Reveal Voxel and Region Importance . . 111

5.3 Discussions and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . 122

6 Neuroscience-inspired DNN modeling 124
6.1 White Noise Analysis of Neural Networks . . . . . . . . . . . . . . . . . . 125

6.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.1.2 Related Works and Concepts . . . . . . . . . . . . . . . . . . . . 127
6.1.3 Applications to Deep Learning Models . . . . . . . . . . . . . . . 131
6.1.4 Discussions and Conclusion . . . . . . . . . . . . . . . . . . . . . 152

6.2 Sparsifying DNNs: Fat-Trimming MLP-like Models . . . . . . . . . . . . 154
6.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2.2 SplitMixer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
6.2.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . 163
6.2.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.2.5 Discussions and Conclusion . . . . . . . . . . . . . . . . . . . . . 175

xiii



7 Conclusion and Contributions 178

A 182
A.1 Tasks Descriptions of the CRASH dataset . . . . . . . . . . . . . . . . . 182
A.2 Experiment setting details for Chapter 4 . . . . . . . . . . . . . . . . . . 183

Bibliography 185

xiv



List of Figures

2.1 (a) ROC curve for Ω estimation, (b) ROC curve for B estimation. Ben-
efiting from domain constraints, CC-MRCE obtains better ROC curves
when uncovering nonzero entries of B and Ω. . . . . . . . . . . . . . . . 22

2.2 Visualizations of the B matrix for seven tasks: (a) EMOTION, (b)
LANGUAGE, (c) MOTOR, (d) GAMBLING, (e) SOCIAL, (f) RELA-
TIONAL, (g) WM. For each task, each fold in the 10-fold cross-validation
may lead to different models. Here, we only show those entries that are
nonzero more than five times. . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3 Visualization of the edges contributing to all seven tasks. Node size de-
notes the degree, and edge width denotes its importance, as in the mapping
B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4 Task-specific visualizations for high-contributing structural edges. Assum-
ing that the maximum number of nonzero entries of a row in B is m, we
only show the edges corresponding to rows containing more than m/2
nonzero entries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.5 Entry-wise and edge-wise overlap ratio for the mapping of seven tasks. (a)
considers entry-wise overlap of predicted B of different tasks. The value
on position (task i, task j) is the entry-wise IoU (Intersection over Union)
of task i’s B and task j’s B, i.e. number of nonzero entries in Bi ∩ Bj

over number of nonzero entries in Bi ∪ Bj. (b) considers the SC edges
responsible for different tasks. An edge is considered to exist when its
corresponding row in B has nonzero entries. The value in position (task
i, task j) is the number of common SC edges of task i and task j over the
number of SC edges of task j. . . . . . . . . . . . . . . . . . . . . . . . . 30

xv



3.1 The proposed ReBraiD model for integrating brain structure and dynamics
(the architecture shown is for classification). For each batch with batch
size B, input X has a dimension of (B, 1, N, T ), and A,Aadp both have the
dimension (B,N,N). Note: axis order follows PyTorch conventions. The
dimension at the second X index is the expanded feature dimension. The
encoder (green part) encodes temporal and spatial information alternately,
producing a latent representation in (B, dlatent, N, 1). These embeddings
are followed by linear layers for pooling and classification. The final output
has a dimension of (B,C). . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Functional connectivities (FCs) among N brain regions, where each FC ∈
RN×N . The value at FCij is calculated as the Pearson correlation coeffi-
cient between signals of brain region i and region j. The figure shows 6
FCs calculated from 6 consecutive sliding windows within the same fMRI
session, with signal window length being 30 and sliding stride being 30.
From the figure, we can clearly tell that FCs are highly dynamic. . . . . 37

3.3 Comparison of strided non-causal TCN (left) and dilated causal TCN
(right). For a causal TCN, the causal aspect is achieved through padding
(kernel size−1)×dilation number of zeros to the layer’s input. The result-
ing y always has the same length as input x, in which yτ only depends on
inputs xt≤τ . We can view strided non-causal TCN as the rightmost node
of a dilated causal TCN. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Inner cluster smoothing toy example. . . . . . . . . . . . . . . . . . . . . 42
3.5 Ablation studies on different input lengths. . . . . . . . . . . . . . . . . 44
3.6 Learned latent adaptive adjacency matrices. (a) Ai adp of 3 randomly sam-

pled inputs during the DOT task. (b) Ai adp of 3 consecutive inputs from a
same session during the DOT task. (c) column averages of task-averaged
Aadp for resting state, VWM, DYN, DOT, MOD, PVT. (d) left two: t-
SNE of X(node-2, 156)Θadp in six tasks of one subject; right two: t-SNE
of X(node-155, 156)Θadp during the resting state of two subjects (multiple
sessions are aggregated). . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.7 Confusion matrices of: (a) ReBraiD (our proposed model), (b) model
with coarsened graph (setting (viii)), (c) Graph Transformer (best graph
baseline). Tasks are 1-Rest, 2-VWM, 3-DYN, 4-DOT, 5-MOD, 6-PVT.
Misclassification pairs clustered at the first three tasks (resting, VWM,
DYN) and the latter three (DOT, MOD, PVT). Shown confusion ma-
trices are from models trained on length-256 inputs. We note that these
misclassification pairs may differ for models trained on other input lengths
(like 128-frame, etc.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.8 Choosing the number of GNN to TCN layer ratio for different input
lengths. In most cases, two TCN layers per GNN layer results in the
best model performance in terms of F1. . . . . . . . . . . . . . . . . . . . 50

xvi



3.9 (a) adding inner cluster smoothing or input-dependent adaptive adjacency
matrix makes the model more stable across various learning rates (results
shown are from length-16 inputs). (b) Validation loss v.s. training epochs.
Input length is 256, and four smoothing modules are used. Legends are the
soft-assignment cluster numbers of the four smoothing modules. Our other
experiments use decreasing cluster numbers that halved at each module,
corresponding to the 100-50-25-12 choice here. . . . . . . . . . . . . . . . 52

3.10 (a) Temporal importance sanity check of IG results on two pieces of inputs
with a large overlap period. Attribution maps are offset-aligned. (b)
AttrX distributions across 17 brain subnetworks (defined as in [1]) for
VWM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.11 Column averages of task-averaged AttrA (mapped into 34 subnetworks
defined by the 17-network parcellation with left, right hemispheres). The
top row is obtained from real SC-induced A and the bottom row is ob-
tained from random SC-induced Arand. Attributions are normalized to
[0, 1]. Tasks are: Rest, VWM, DYN, DOT, MOD, PVT from left to right. 59

3.12 ROI attributions from AttrA and AttrX . (Task order is the same as
fig. 3.11). Edge color and width are based on task-averaged AttrA ∈
R200×200, and node color and size are based on task and temporal-averaged
AttrX ∈ R200. For visualization, only edges with highest attributions are
shown (the resulting sparsity reduces to 0.009 from 0.196). . . . . . . . . 59

3.13 34 subnetworks’ AttrX distributions of 3 subjects performing the VWM
task (left) and the MOD task (right). Outliers that go beyond [Q1 −
1.5 IQR, Q3 + 1.5 IQR] are omitted. VWM has a much smaller average
attribution variance than MOD. . . . . . . . . . . . . . . . . . . . . . . . 61

3.14 (a) A typical adjacency matrix for simulated graph signals. (b) Task
averaged AttrX of simulation (i). Attribution values are normalized. (c)
Task averaged Aadp of simulation (i) and its entry averages per column. (d)
Task averaged Aadp and task averaged AttrA of simulation (ii). Attribution
values are normalized. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.1 Category-wise AUC-ROC of multi-label classifiers that predicts from four
different signal/embedding sources. The first 80 categories are “things
categories” and the last 91 are “stuff categories” in COCO. . . . . . . . . 68

4.2 Sample-wise AUC-ROC of multi-label classifiers that predicts from five
different signal/embedding sources as the number of samples in stimulus
images increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

xvii



4.3 The pipeline for reconstructing seen images from fMRI signals. (a) details
different components, from collected data to the reconstructed image. The
pipeline is trained in two stages: during the first stage, mapping models
fmi, fmc are trained to encode fMRI activities into the CLIP embedding
space. In the second stage, conditional generator G and contrastive dis-
criminator D are finetuned while both fmi, fmc are kept frozen. (b) shows
the image generation process once models are trained. . . . . . . . . . . . 72

4.4 Image caption screening through CLIP encoders. For this sample, thresh-
old is put at half of the largest probability: 0.5×0.519. Therefore, captions
(2) and (3) of the image are kept. . . . . . . . . . . . . . . . . . . . . . . 73

4.5 CLIP vector visualizations and thresholding. (a) before (left column) v.s.
after (right column) thresholding at ±1.5 to remove outliers. There are
systematic differences between CLIP image embeddings and text
embeddings; the outliers typically occur at the same positions for each
modality. (b) the caption screening process can make the kept caption
embeddings more aligned. (b)1 and (b)2 are from the same sample, only
difference is the screening process. (c) (thresholded) embeddings of the
same image with different augmentations; embeddings of same image’s
different screened captions. All embeddings are shown the first 200 values
for visualization purposes. . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 fMRI activities responding to two images, each repeating three times. The
figure only shows the activities of the first 200 voxels for visualization
purposes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.7 Embeddings mapped from fMRI signals overlay on ground truth CLIP
embeddings. (a) shows the results of image embedding mapping model
fmi; (b) shows the results of caption embedding mapping model fmc. For
visualization purposes, the figures only show the first 200 values of the
length-512 vectors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.8 Mismatches are semantically close to the ground truth. Figure shows ex-
amples of incorrect matches j (red frame) in a batch of 300 in the validation
set. For each ground truth image i (green frame), we pass it through CLIP

encoder to get h(i) and through fmc to get h(i)′. The shown incorrect ones
are those images with h(j)′, j ̸= i that is closer to h(i) than h(i)′. . . . . . 81

4.9 Images generated by our pipeline given input fMRI signals. . . . . . . . . 87
4.10 Comparisons between previous works and our pipeline. We are using the

recent NSD dataset that involves more complex scenes. However, for com-
parison purposes, we choose four similar images from NSD, each containing
a single object ”plane”, and show our reconstructions from fMRI signals
in fig. 4.10b . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.11 Images generated in microstimulation experiments. In (a)(b), voxel ac-
tivities at multiple task ROIs are increased before passed into the pipeline.
In (c), voxel activities at various visual processing stages are silenced. . . 89

xviii



4.12 fMRI-mapped embeddings in the CLIP space (h′). Each figure contains
(i) an embedding mapped from a regular fMRI signal, (ii) an embedding
mapped from the fMRI signals with voxel activities in earlier-visual ROIs
(left)/ intermediate ROIs (middle) / higher-level ROIs (right) set to zero,
(iii) an embedding mapped from the fMRI signal with voxels at random
positions (same number of voxels as (ii)) set to zero. Setting activities
of the earlier-visual cortex to zero lowers overall embedding vector values,
while setting activities of higher-level ROIs has the opposite effect. We can
also perform the reverse masking: only keep voxel activities at earlier-level
visual/ intermediate / higher-level ROIs, then the effects are reversed. . . 89

4.13 Generated images conditioned on fMRI-mapped CLIP image embedding
h′
img, fMRI-mapped CLIP text embedding h′

txt, or both. . . . . . . . . . . 91
4.14 More examples showcasing model successes and failures. For each two-row

group, the top row shows the ground truth images, and the bottom row
shows the reconstructions. . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.15 Brain encoding results. (a) ground truth and prediction of two samples.
Only the first 1000 voxels are shown for visualization purposes. (b) Voxel-
wise performance (in terms of the correlation coefficient between ground
truth and prediction) v.s. voxel noise ceiling. (c) Prediction performance
on a flatmap, redder regions have more accurate predictions (accounted
for the noise ceiling). Note we only perform prediction on the nsdgeneral
ROI, thus the boundary. . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.16 Encoding-decoding cycle. The top row shows image stimuli; the second
row shows predicted fMRI activities (with corresponding ground truth)
by the encoding pipeline (only 300 voxels are shown for visualization pur-
poses); the third row shows reconstructed images from predicted fMRI
signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.17 Generated images from interpolation of two fMRI scans. Step number is
set to 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.18 Image generated by Lafite pre-trained on the CC3M dataset without fine-
tuning on COCO or NSD. Ground truth stimuli (top row) and generated
images conditioned on fMRI (bottom row). . . . . . . . . . . . . . . . . . 99

4.19 Multi-label classifier (defined in section 4.1.1)’s average sample-wise AUC-
ROC changes when masking input fMRI at different ratios. For a masked
voxel, we set its value to 0. . . . . . . . . . . . . . . . . . . . . . . . . . . 100

xix



5.1 Redundancies observed in the fMRI betas in terms of (a) voxel activity
reconstruction, and (b) stimuli category classification. For reconstruction
with an autoencoder, we gradually increase the masking ratio of the inputs.
Two masking schemes are tested: randomly choosing masked voxels and
consecutively masking voxels. With random masking, the reconstruction
performance stays around the same level up to masking 80%-90% of the
voxels. The right plot of (a) shows the min, mean, and max reconstruction
performance of the two masking schemes. For classification results (b), the
left plot shows sample-wise AUC-ROC as we increase the masking ratio:
the significant drop also occurs after 80%-90%; the right plot shows the
category-wise AUC-ROC with and without masking voxels in the floc-faces
and floc-bodies ROIs, which turned out to be extremely close to each other,
not affecting person category (index 0)’s performance. . . . . . . . . . . . 107

5.2 Accumulated explained variance v.s. the number of principal components
(PCs) used. The trend of the reconstructed signal is close to that of the
latent representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3 The left plot shows the reconstruction correlation coefficient (cc) together
with the voxel-wise noise ceiling (nc) for 1000 voxels. cc is calculated over
the validation set of 4035 samples and aligns well with nc (cc and nc have
a 0.67 correlation with p-value 0). The right plot shows cc − nc values
on a flatmap. Higher-order regions typically have larger values (redder),
meaning the reconstruction is better for those regions. . . . . . . . . . . . 109

5.4 Interpolating the latent embedding and generating reconstructions from
the interpolations. The top row shows the generated signals for 300 voxels,
and the bottom row shows the classification logits for 171 categories when
passing the generated signal through the trained multi-label classifier. Val-
ues in both plots are normalized to 0-1. Interpolations are performed be-
tween three pairs of embeddings: (left) between two fMRIs corresponding
to the same image; (middle) between two fMRIs corresponding to different
images, but with exactly the same set of object categories; (right) between
two fMRIs corresponding to two images having completely two different
sets of object categories. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.5 Latent representations of interpolated fMRI signals between two fMRI
samples, pairs in three samples, and pairs in four samples. The interpola-
tions occupy a much lower dimensional space: for 1000 latent representa-
tions of interpolations between two fMRI signals, only 2 PCs are needed to
explain 0.998 variance, whereas 56 PCs are required to explain the same
variance for 1000 unrelated fMRI signal embeddings. This indicates tran-
sitions between different fMRIs are cheap inside this learned latent space.
For visualization, the first three PCs of the latent representations (> 0.999
variance explained for each interpolation pair with step number = 1000)
are used as the coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . 111

xx



5.6 Masked fMRI embeddings. Masking different ROIs results in different
distances between the masked and original signal embeddings. The re-
lationship between these distances is consistent across samples (all pairs
have a t-test p-value < 1e-50 except for the V2 > V1 pair, which has a
p-value of 0.008): for example, masking floc-faces voxels always results in
a closer embedding to the original signal to masking floc-bodies voxels.
These distance relationships hold across subjects. . . . . . . . . . . . . . 112

5.7 Reconstruction for different categories (a) From left to right: (1) cate-
gories exhibit groupings, (2) unmasked order is very different compared
with masked ones, (3) the orders are consistent for categories in differ-
ent groups for masked inputs, and (4) the orders can be inconsistent for
categories within the same group (as in having a close performance under
the 10%-masking ratio). (b) fMRI signals triggered by images containing
person perform better (redder) at the right hemisphere’s low to mid-level
visual regions than those that do not contain person. In addition, when
calculating the correlation between cc and nc (refer to fig. 5.3), person
ones are larger than non-person ones (with an average of 0.673 v.s. 0.638
for subject 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.8 Average voxel-wise reconstruction correlation coefficient (cc) for fMRI
samples corresponding to different categories. The performance is mea-
sured under a 50%-masking ratio. Plots are for subjects 1, 2, and 5 from
left to right. Error bars stand for the standard deviations of the average
cc across all samples of that category. We also plot the sample occurrence
(in blue lines) for individual categories as some categories, like person,
have significantly more samples than other categories. Colors are based
on super-categories, as indicated in the legend. . . . . . . . . . . . . . . . 115

5.9 Performance decrease rate for different categories, together with the cate-
gory sample occurrence. The rate is calculated as (performance with 10%-
masked inputs - performance with 90%-masked inputs) / performance with
10%-masked inputs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.10 (a) Unmasked voxel and (b) Masked voxel reconstruction performance
when masking V1-V4 on either the left hemisphere (lh) or the right hemi-
sphere (rh). Subjects 1, 2, and 5 are used for the task. Masking the visual
cortex at different levels on either hemisphere does not affect unmasked
voxels differently (true for all subjects). But the reconstructions of masked
V3/V4 voxels on lh consistently have a worse reconstruction than those
on rh (t-test p-value < 1e-8). . . . . . . . . . . . . . . . . . . . . . . . . 117

xxi



5.11 Pairwise reconstruction between ROIs of subject 1. For each matrix, the
rows are source ROIs that provide input activities, and the columns are
target ROIs whose reconstruction performance is evaluated (in terms of
the voxel-wise correlation coefficient). The plots are: (a) reconstruction
mean, (b) reconstruction standard deviation, (c) voxel overlap percentage
normalized by the total number of target ROI voxels, and (d) reconstruc-
tion mean when the overlapped voxels’ activities are not provided in the
inputs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.12 The top two rows of the flatmaps are reconstruction performance differ-
ences when masking two different visual cortex ROIs. The bottom two
rows are visualized localizers of corresponding ROIs. Both sets have rh
on top of lh. The region name stands for the masked region: for exam-
ple, the first column “V1-V2” means “subtracting the voxel-wise recon-
struction with V2-masked inputs from the voxel-wise reconstruction with
V1-masked inputs”. Discrepancies are observed between the performance
difference (top set) and corresponding localizers (bottom set), from which
we can identify region dependencies. For example, V2 depends more on
V1 than V3, and it also shows additional dependencies with the posterior
intraparietal sulcus (IPS) area on the right hemisphere (top tip of the rh
flatmap). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xxii



5.13 Examining the voxel importance of subject 1 with (a-c) reconstruction
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Chapter 1

Introduction

The understanding of human cognitive processes has fascinated scholars and philosophers

for centuries. With recent neuroimaging advancements, researchers now have noninva-

sive measures to peek inside the human brain and observe its activity. In particular,

diffusion imaging that reveals brain structures and functional magnetic resonance imag-

ing (fMRI) that captures activity states provide complementary information about the

brain—just like knowing both hardware devices and software applications. On the other

hand, machine learning techniques, especially deep learning models, are becoming much

more mature and have achieved outstanding performance and surpassed human-level

performance in various evaluation benchmarks [4, 5, 6]. This dissertation focuses on

bridging human and machine intelligence: we will model and learn representations of

brain data with convex optimization and deep learning models and, inversely, investi-

gate and improve deep learning models with computational neuroscience tools or brain

insights.

The first half of this dissertation will study the brain from a network perspective.

The human brain is one of the most complex networks. It is multiplex (multimodal) in

nature, with anatomical networks organized over multiple spatial scales and functional
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networks interactive over multiple temporal scales [7]. Understanding brain connectivity

and activity, especially the relationship between the anatomical brain structures and

the dynamics of neural processes, is a central question in neuroscience. An increasing

number of theoretical and empirical studies approach the function of the human brain

from a network perspective [8]. This is made feasible by the development of new image

acquisition techniques, large-scale initiatives using those techniques to collect population

data, as well as new tools from graph theory, convex optimization, and deep learning—

especially graph neural networks that take graphs as inputs.

Modeling the brain as a dynamic network has a high representation capability and

provides critical insights into neural processes; however, with the memory limitation of

computation hardware, it is not straightforward to model each voxel as a network node.

On the other hand, averaging voxel signals into region-level activities inevitably causes a

loss of fine-grained information. In order to retain as much information as possible, we will

also study the representations with voxel-level inputs in the next part of the dissertation.

Finally, we will demonstrate the successes of borrowing neuroscience insights to examine

and improve machine learning models. In summary, we seek to answer the following

research questions:

• How can we model coupled brain networks of different modalities under domain

constraints?

• How can we effectively learn a comprehensive representation that incorporates both

structural and dynamic functional signals?

• How does the brain represent visual stimuli, and how can we decode them from

brain activities?

• What properties can we learn from the brain, and how can we apply them to build

2
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better deep learning models?

To answer these questions, we have developed novel statistical and machine learn-

ing methods and interpreted the results. Each of the following chapters presents new

methodologies or findings to either (1) better understand the brain structure and func-

tion utilizing deep learning, or (2) understand and design deep learning architectures and

algorithms motivated by neuroscience tools and insights. In particular, this dissertation

is organized as follows:

• In chapter 2, we will study the multiplex nature of brain network data, namely,

jointly model structural and functional brain networks. We propose a convex opti-

mization framework whose objective function does not pose a Gaussian assumption

on the data and is able to take in existing domain knowledge through a hard con-

straint term. These objective function modifications are particularly beneficial for

neuroscience data which is rarely Gaussian and often has a small sample size. Using

domain knowledge to constrain the feasible space is critical for finding the solution

with limited data. We then develop a nested fast iterative shrinkage-thresholding

algorithm to solve the formulated problem. We test our framework on various

task data of the Human Connectome Project, obtaining important insights into

the structural backbones of the functional activities.

• In chapter 3, we will extend upon the previous chapter, covering the other two

aspects of the brain network data, namely multiscale and temporal, while still con-

sidering both brain modalities (structural and functional). To this end, we propose

an efficient graph neural network with temporal convolution layers. The model

utilizes both structural brain networks and a learned sample-level latent adjacency

matrix to capture fixed and changing local connections. We also propose an inner-

cluster smoothing module to learn long-range relationships between regions. In
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addition, a graph attribution method is employed to study how various parts, both

spatial and temporal, of brain activities contribute to different tasks carried out by

subjects. This results in interesting findings regarding the brain region, task, and

subject heterogeneity.

• Differing from the previous two chapters that study the brain under different dis-

crete task states, chapter 4 will investigate brain activities with stimuli with con-

tinuous semantics. It will also do so with voxel-level signals instead of regio-level

ones. In particular, we use the fMRI data collected when subjects view images

from everyday scenes to study visual decoding and encoding processes. We will

first demonstrate that incorporating additional text modality is essential for a vi-

sual decoding pipeline, and brain signals align better with a semantic-rich latent

space. We then show how we can use this to decode complex image stimuli from

brain activities. To counter the issue of data scarcity, we utilize a pretrained vision-

language latent space: we first map fMRI signals into this latent space and then

finetune a pretrained conditional generative model with customized loss functions.

As a result, our pipeline is able to reconstruct image stimuli with both naturalness

and fidelity. We will also show that visual encoding can be performed similarly.

With this same dataset, we will continue the representation study of voxel-level

brain activities in chapter 5. We perform signal reconstruction and category clas-

sification of causative stimuli with two simple models, one autoencoder, and one

multi-label classifier. We will show that brain signals are highly redundant, and

removing 80% of the voxels does not affect much of the information they carry.

The studies in this chapter also confirm again that brain signals reside in a much

lower dimensional semantic space. We will also report other interesting findings

regarding how redundancy and dependency differ across categories, hemispheres,
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regions, and voxels.

• Finally, in chapter 6, we will present two artificial neural network modeling inspired

by neuroscience. The first one studies and unveils the inherent biases of various deep

neural networks by feeding them structured noise inputs and applying techniques

adapted from classification images and spike-triggered averaging. These analyses

are also useful for network filter visualizations, as well as adversarial attacks and

defenses. The second one is inspired by the sparse activation of neurons and the

modular structure of the brain. To bring more sparsity into deep learning models,

we separate neurons into overlapping or non-overlapping segments (“modules”) and

route information inside each one. In a sense, it is also similar to representing a

higher-dimensional state with lower-dimensional coordinates. The resulting model

can achieve a similar level of performance to its unmodified counterparts while

having significant parameter and computation savings. Both modeling efforts in

this chapter highlight the importance of the interplay between deep learning and

brain sciences.

5



Chapter 2

Modeling Coupled Networks:

Structural Connectivity and Static

Functional Connectivity

Modeling the behavior of coupled networks is challenging due to their intricate dynamics.

For example, in neuroscience, it is of critical importance to understand the relationship

between functional neural processes and anatomical connectivities. Modern neuroimaging

techniques allow us to separately measure functional connectivity through fMRI imaging

and the underlying white matter wiring through diffusion imaging. Previous studies have

shown that structural edges in brain networks improve the inference of functional edges

and vice versa. In this chapter, we investigate the idea of coupled networks through an

optimization framework by focusing on interactions between structural edges and func-

tional edges of brain networks. We consider both types of edges as observed instances of

random variables that represent different underlying network processes. The proposed

framework does not depend on Gaussian assumptions and achieves a more robust per-

formance on general data compared with existing approaches. To incorporate existing
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domain knowledge into such studies, we propose a novel formulation to place hard net-

work constraints on the noise term while estimating interactions. This not only leads to

a cleaner way of applying network constraints but also provides a more scalable solution

when network connectivity is sparse. We validate our method on multishell diffusion

and task-evoked fMRI datasets from the Human Connectome Project, leading to both

important insights on structural backbones that support various types of task activities

as well as general solutions to the study of coupled networks.

2.1 Introduction

Recently, there has been an effort to move research from the investigation of single

networks to the more realistic scenario of multiple coupled networks. In this chapter,

we consider the case of pairs of networks, (G1,G2), that are categorized into different

modalities over a population. Such coupled network systems can be found in infrastruc-

tures of modern society (energy-communication), financial systems (ownership-trade), or

even human brains (anatomical substrate-cortical activation). Our goal is to reconstruct

one network from information on the other and, during such a process, obtain a concise

interpretation of how one network affects the other.

To achieve the above goal, we consider an edge-by-edge formulation. We treat one

set of edges in G1 as predictors and the other set of edges in G2 as response variables in

a multivariate linear regression model. Past research for the above problem relies on the

restrictive Gaussian assumption, which simplifies the problem but is difficult to justify,

especially in the domain of brain architectures. Adopting a Gaussian assumption on

non-Gaussian data can significantly prevent the detection of conditional dependencies

and may lead to incorrectly inferred relationships among variables.

The learning of relationships between two different modalities can be difficult without
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sufficient data. As a result, in sparser data settings, the ability to specify constraints

based on domain knowledge can be beneficial. For example, in the case of brain data,

functional edges have mainly local influences, and structural edges are more responsible

for long-distance influences [9, 10]. We want preferences encoded in domain knowledge to

guide the selection of partial correlations of unexplained noise terms in the constructed

model.

Based on the above motivations, we propose a flexible and efficient framework CC-

MRCE (Convex-set Constrained Multivariate Regression with Covariance Estimation)

that simultaneously learns both regression coefficients between two coupled networks

and the correlation structure of noise terms. In a departure from existing methods,

our framework encodes domain knowledge as a set of convex constraints and adopts

a pseudolikelihood-based neighborhood-selection objective in partial correlation estima-

tion, which has been shown to be more robust to non-Gaussian data. Because of the CC-

MRCE objective’s bi-convex nature, we alternately solve a regression sub-problem and

a constrained partial correlation sub-problem until convergence. The latter sub-problem

requires feasible solutions under given domain constraints that we render tractable via a

modified two-stage proximal gradient descent method.

We illustrate the use of our method in the context of the human brain. Brain

data presents one of the greatest technical challenges in analysis and modeling due to a

network-based characterization [8, 11], non-Gaussian nature of data, high dimensionality,

a small number of samples, and the need to incorporate domain knowledge. We apply the

proposed framework to the Human Connectome Project (HCP) dataset [12], where two

coupled networks are constructed from fMRI scans (representing cortical activation) and

diffusion scans (representing the anatomical substrate). We successfully predict a brain

functional network from the given structural network; our method outperforms previous

state-of-art methods, and our obtained models are easier to interpret. We investigate

8



Modeling Coupled Networks: Structural Connectivity and Static Functional Connectivity
Chapter 2

the structure-function coupling for seven different tasks. Our findings agree with the

nature of fMRI tasks and brain region functions in existing literature, thus validating

our model’s ability to discover meaningful couplings.

In the following sections, we propose a regularized multiple regression approach that

adapts to non-Gaussian data (sections 2.2.1 and 2.2.2), and incorporate prior domain

knowledge to model estimation by formulating constraints into an optimization problem

(section 2.2.3). We then develop a fast method based on nested FISTA for solving the

proposed optimization problem (section 2.3). Finally, we show the effectiveness of our

model on HCP brain data using quantitative comparisons with existing approaches as

well as a qualitative analysis (section 2.4.2).

2.2 Constrained Multiple-Output Regression Formu-

lation

In this section, we first introduce existing works on multiple regression under Gaussian

assumptions and then motivate our approach under non-Gaussian settings and domain

constraints.

2.2.1 Multiple-output Regression Problem

Let D be an n-subject sample set in which all subjects share the same coupling

(G1,G2) but have different edge values. For subject i in D, let x(i) = (x
(i)
1 , · · · , x(i)

p ) be

p-dimensional inputs that represent edge values in the first modality network G1, and

y(i) = (y
(i)
1 , · · · , y(i)p ) be p-dimensional outputs1 that stand for edge values in the second

modality network G2. We assume that the inputs xi and outputs yi are correlated through

1In general, models do not require the same dimensions for inputs and outputs. We use the equality
setting only for simplicity.
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a multivariate linear regression model:

y(i) = x(i)B + ϵ(i), for i = 1, ..., n (2.1)

where B is the p × p regression coefficient matrix and its element βjk is the regression

coefficient that measures the cross-modality impact of edge xj to edge yk, and ϵ(i) is the

noise vector of subject i. The model can be expressed in the matrix form:

Y = XB + E (2.2)

where row i of X ∈ Rn×p and Y ∈ Rn×p are the structural and functional edge vectors

x(i) and y(i) of subject i.

A straightforward approach to estimating B is to solve p separate regression prob-

lems, assuming noise terms are independent and uncorrelated. Recently, advanced meth-

ods have been proposed to exploit the correlation in noise terms to improve the modeling.

They accomplish the goal by introducing an assumption that noise terms ϵ(1),...,ϵ(n) are

all i.i.d. Gaussian N (0,Ω−1) and then simultaneously estimating regression coefficients

B and inverse covariance matrix Ω of the noise terms. Two popular methods along this

direction are MRCE [13] and CGGM [14, 15, 16]. The MRCE method considers the

conditional distribution Y |X ∼ N (XB,Ω−1) and estimates both B and Ω by alter-

nately minimizing the negative conditional Gaussian likelihood, with the ℓ1 lasso penalty

applied on the entries of B and Ω. The other method, CGGM, further assumes that

X and Y are jointly Gaussian. Under such formulation, the conditional distribution of

Y |X is given by N (−XΩXYΩ
−1,Ω−1), which reparameterizes the regression coefficient

B as −ΩXYΩ
−1. Compared with MRCE, the objective of CGGM is based on the neg-

ative conditional Gaussian likelihood as well, but is jointly convex for ΩXY and Ω, and
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therefore more friendly to computation.

2.2.2 Relaxing Gaussian Assumptions

Although MRCE and CGGM have received significant attention in solving multi-

output regression problems, one drawback of these two approaches is the Gaussian as-

sumption, especially for applications to brain data [17, 18, 19]. Recall that MRCE as-

sumes the Gaussian noise, and CGGM further assumes joint Gaussian distribution over

both inputs and outputs. We tested whether the HCP structural and functional data is

Gaussian with a significance level of 0.05. The test rejects the Gaussian null hypothesis

for 97.5% of structural edges and 36.3% of functional ones. Since our sample size is

small, false negatives are more likely to occur [20], namely failing to reject the Gaus-

sian hypothesis when the underlying data is non-Gaussian. Therefore, the proportion of

non-Gaussian data in brain networks is expected to be even higher. Thus, relying on

Gaussian assumptions is likely to affect the constructed models negatively.

To avoid a Gaussian assumption, we propose a pseudolikelihood approach for learning

multi-output regression models by optimizing the following objective function:

min
{Bk},{ωjk}

[
− n

p∑
j=1

logωjj +
1

2

p∑
j=1

n∑
i=1

(
ωjj(y

(i)
j − x(i)Bj)

+
∑
k ̸=j

ωjk(y
(i)
k − x(i)Bk)

)2

+ λ1

∑
j<k

|ωjk| + λ2

∑
j<k

|βjk|
]

or in a neat matrix notion:

min
B,Ω

− n log |ΩD| +
1

2
tr
(
(Y −XB)T (Y −XB)Ω2

)
+ λ1∥B∥1 + λ2∥ΩX∥1 (2.3)
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where Ω = {ωjk} denotes the inverse covariance matrix, B = {βjk} denotes the coefficient

matrix, and ΩD and ΩX denote the diagonal and off-diagonal parts of Ω. The proposed

objective can be considered as a reparameterization of the Gaussian likelihood with Ω2

and an approximation to the log-determinant term. It has been proven that under mild

singularity conditions, such reparameterization can guarantee estimation consistency for

distributions with sub-Gaussian tails [21, 22].

Next, we develop an optimization algorithm to minimize the objective. The objective

function itself is not jointly convex for both variables B and X, but remains convex with

respect to each of them while keeping the other fixed. Therefore, we adopt the alternating

minimization idea. In the t-th iteration, we first fix B as the estimated B̂(t−1) from the

previous (t − 1)-th iteration, and calculate the empirical covariance matrix S of noise

terms:

S(t−1) =
1

n
(Y −XB(t−1))T (Y −XB(t−1)) (2.4)

Next, we estimate the inverse covariance matrix: Ω(t) with the given S(t−1) as a constant:

Ω(t) = arg min
Ω

− log |ΩD| +
1

2
tr
(
S(t−1)Ω2

)
+ λ2∥ΩX∥1 (2.5)

Observe that the above subproblem follows CONCORD’s original form, which is more

robust to heavy-tailed data [22, 23] than the conventional Gaussian likelihood approach

and can be efficiently solved using proximal gradient methods with a convergence rate of

O(1/t2) [24]. Lastly, we keep Ω fixed at Ω(t)2 and optimize the regression coefficients B:

B(t) = arg min
B

1

2
tr
(

(Y −XB)T (Y −XB)Ω(t)2
)

+ λ1∥B∥1 (2.6)

Note that subproblem (eq. (2.6)) is convex when Ω(t)2 is positive semi-definite. We

12



Modeling Coupled Networks: Structural Connectivity and Static Functional Connectivity
Chapter 2

present the above regression-based approach as CONCORD-MRCE in Algorithm 1

(pseudocode).

2.2.3 Imposing Domain Constraints

Due to the limited sample size of real-world datasets and their high dimensionality,

incorporating accurate domain constraints can reduce the search space and avoid over-

fitting.

Under a linear mapping assumption, the partial correlation of response variables arises

only from correlations in the noise terms. Therefore, Ω not only represents the inverse

covariance of noise terms, but also equals the conditional inverse covariance of Y |X.

The nonzero entries of Ω encode direct relationships among the target modality outputs

Y that cannot be explained by weighted inputs XB of the source modality. It will be

beneficial if the zero-vs-nonzero structure of Ω is partially given by domain experts and

used as hard constraints in model estimation.

More formally, let M be a binary matrix that has the same dimensions as Ω. We

can define a convex matrix set SM , containing all matrices that share the same set of

zero entries with M . We can then improve the previous regression-based approach to

estimate Ω under the domain constraint that takes the form of Ω ∈ SM , written in an

equivalent unconstrained convex form:

Ω̂ = arg min
B,Ω

− n

2
log |Ω2

D| +
1

2
tr((Y −XB)T (Y −BX)Ω2)

+ λ1∥B∥1 + λ2∥ΩX∥1 + I{Ω ∈ SM} (2.7)

where I{Ω ∈ SM} is an indicator function. This formulation can be extended to Ω ∈ C

whenever C is a closed convex set of positive definite matrices.
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Algorithm 1: CONCORD-MRCE

Input: penalty parameter λ1 and λ2

Initialize t = 0, B̂(0) = 0 and Ω̂(0) = Ω̂(B̂(0)).
while not converged do

step 1: Compute Ŝ(t−1) = Ŝ(B̂(t−1)) as eq. (2.4);
step 2: Update Ω̂(t) = Ω̂(Ŝ(t−1)) as eq. (2.5) by calling CONCORD(Ŝ(t−1)) ;
step 3: Update B̂(t) = B̂(Ω̂(t)) as eq. (2.6);

return B and Ω

2.3 Alternating Minimization Solution

In this section, we show how to adapt the previous solution when the inverse covari-

ance Ω is constrained during estimation. Notice that the ideas of Algorithm 1 can be

mostly used to solve eq. (2.7), except for the Ω-update step, which is now affected by the

added constraints. The new Ω-update step needs to solve the following sub-problem:

Ω(t) = arg min
Ω

− log |Ω2
D| + tr

(
S(t−1)Ω2

)
+ λ2∥ΩX∥1 + I{Ω ∈ SM} (2.8)

We follow the FISTA (Fast Iterative Soft-Thresholding Algorithm [25]) approach that is

used in CONCORD [24]. This method utilizes an accelerated gradient algorithm using

soft-thresholding as its proximal operator for the L1 norm and achieves a fast O(1/t2)

convergence rate. Previous work [24] has also applied FISTA for partial correlation

estimation and proved its efficiency. To adapt our constrained problem into the FISTA

framework, we split our objective function, eq. (2.8), into a smooth part and a non-smooth

part:

h1(Ω) = − log |Ω2
D| + tr(SΩ2)

h2(Ω) = λ2∥ΩX∥1 + I{Ω ∈ SM}
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For any symmetric matrix Ω, the gradient of the smooth function can be easily calculated

as: ∇h1(Ω) = −2Ω−1
D + 2ΩS. With this formulation, we now adapt the FISTA iterative

scheme to solve our network-constrained problem (eq. (2.8)):

αt+1 = (1 +
√

1 + 4α2
t )/2 (2.9)

Θ(t+1) = Ω(t) +
αt − 1

αt+1

(Ω(t) −Ω(t−1)) (2.10)

Ω(t+1) = proxγh2
[Θ(t+1) − (nτt/2)∇h1(Θ

(t+1))] (2.11)

where τt is the step length and t denotes the iteration number. γ is a trade-off param-

eter that controls the extent to which the proximal operator maps points towards the

minimum of h2(Ω), with larger values of γ associated with larger movement near the

minimum.

In these iterative steps, Θt+1 is an expected position, updated purely by momentum.

Within each loop, the algorithm first takes a gradient step of the estimated future position

(eq. (2.10)), and then applies the proximal mapping of a closed convex function h2(Ω).

In contrast to the standard FISTA approach, the composite function h2(Ω) consists

of a sparsity penalty and a network-constrained indicator function. More specifically,

we can write down the explicit form of eq. (2.11) according to the proximal operator

definition:

Ω̂ = Ω̂X + AD

Ω̂X = proxγh2
(AX)

= arg min
ΩX∈C

1

2γ
∥ΩX −AX∥2F + λ2∥ΩX∥1 (2.12)

where A = Θ(t+1) − (nτt/2)∇h(Θ(t+1)). Instead of directly solving the original problem

(eq. (2.12)), we consider its dual problem as follows. Let matrix H be the dual variable
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of matrix Ω. We have:

min
ΩX∈C

(
1

2γ
∥ΩX −AX∥2F + λ2 max

∥HX∥∞≤1
vec(HX)Tvec(ΩX))

= max
∥HX∥∞≤1

min
ΩX∈C

1

2γ

(
∥ΩX − (AX − γλ2HX)∥2F

− ∥AX − γλ2HX∥2F + ∥AX∥22
)

(2.13)

where AD and AX denote the diagonal and off-diagonal part of A. Since the initial

objective function above is convex in ΩX and concave in HX , we exchange the order of

the minimum and maximum operator in which the inner minimization problem has an

obvious solution through orthogonal projection theorem [26], written as

ΩX = PC (AX − γλ2HX) (2.14)

where PC is defined as an projection operator: PC(Γ) = argminR∈C ∥R − Γ∥2F and its

orthogonal projection operator PC⊥ is defined as I−PC . In the special case that C = SM ,

projection PC(Γ) is equivalent to removing invalid nonzero entries of the input matrix Γ.

Inserting the optimal ΩX back into objective (eq. (2.13)), we now obtain the final

dual form of the problem (eq. (2.12)):

ĤX = arg min
∥HX∥∞≤1

∥AX − γλ2HX∥22

− ∥PC⊥(AX − γλ2HX)∥22 (2.15)

where any solution ĤX to the dual problem corresponds to a primal solution through

eq. (2.14). Since the dual objective is continuously differentiable and constraints on l∞-

norm are convex, we can again efficiently solve it with additional inner FISTA iterations,

which is to minimize an equivalent composite objective min g1(HX) + g2(HX), where
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Algorithm 2: Constrained-CONCORD

Input: sample covariance matrix S, sparsity pattern E, penalty parameter λ2

Output: partial correlation matrix Ω
set Θ(1) = Ω(0) ∈ Sp

M , α1 = 1, τ(0,0) ≤ 1, c < 1
while not converged do

G(t) = ∇h1(Θ
(t))

search largest τt ∈ {cjτ(t,0)}j=0,1,···
A(t) = Θ(t) − (nτt/2)G(t)

set Θ̃(1) = H(0) ∈ Sd×d, α̃1 = 1, κ(0,0) ≤ 1, c̃ < 1
while not converged do

G̃
(t′)
X = ∇g1(H

(t′)
X )

search largest κt′ ∈ {c̃j′κ(t′,0)}j′=0,1,···

H
(t′)
X = proxg2

(
Θ̃

(t′)
X − κt′G̃

(t′)
X

)
check backtrack line search criterion

α̃t′+1 = (1 +
√

1 + 4α̃2
t′)/2

Θ̃(t′+1) = H
(t′)
X +

αt′−1

αt′+1

(
H

(t′)
X −H

(t′−1)
X

)
compute κ(t′+1,0)

Ω(t) = PC(AX
(t) − γλ2HX

(t)) + A
(t)
D

check backtrack line search criterion

αt+1 = (1 +
√

1 + 4α2
t )/2

Θ(t+1) = Ω(t) + αt−1
αt+1

(Ω(t) −Ω(t−1))
compute τ(t+1,0)

g1(HX) is smooth and g2(HX) is non-smooth:

g1(HX) = ∥AX − γλ2HX∥22 − ∥PC⊥(AX − γλ2HX)∥22

g2(HX) = I{∥HX∥∞≤1}(HX).

To adapt FISTA to the problem (eq. (2.15)), the only thing left is to obtain the gradient

of the smooth function g1(HX), for which we need the lemma below:

Lemma 1 [27] If g is a closed proper convex function, and for any positive t, define

a proximal operator gt(x) := infu
[
g(u) + 1

2t
∥u− x∥2

]
, then its infimum is attained at
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Algorithm 3: CC-MRCE

Input: penalty parameter λ1 and λ2, convex constraint set C.
Initialize B̂(0) = 0 and Ω̂(0) = Ω̂(B̂(0)).
while not converged do

step 1: Compute Ŝ(t−1) = Ŝ(B̂(t−1)) as eq. (2.4);
step 2: Update Ω̂(t) = Ω̂(Ŝ(t−1)) by calling
Constrained-CONCORD(Ŝ(t−1),E,λ1);
step 3: Update B̂(t) = B̂(Ω̂(t)) as eq. (2.6);

return B and Ω

the unique point proxt(g)(x). Further, gt is continuously differentiable on E with a 1/t-

Lipschitz gradient given by ∇gt(x) = (x− proxt(g)(x))/t.

According to Lemma 1, we simply plug g(u) = δ(u ∈ C), and obtain that proxt(g)(x) =

PC(x). Therefore the gradient ∇g1 is calculated as:

∇g1(HX) = −2γλ2 · PC(AX − γλ2HX). (2.16)

and the proximal mapping of function g2(Ω) becomes a projection of HX into the L∞-

ball:

(
proxg2(H)

)
ij

= sign(HX) min{|HX |,1X} (2.17)

This completes the modified Ω-update step in the constrained setting (referred to as

Constrained-CONCORD). Its corresponding pseudocode is presented in Algorithm 2

(pseudocode). The overall framework of simultaneously estimating Ω and B is presented

in Algorithm 3 (pseudocode), which we name CC-MRCE.

18



Modeling Coupled Networks: Structural Connectivity and Static Functional Connectivity
Chapter 2

Notes on Pseudocodes

CC-MRCE (Algorithm 3) improves CONCORD-MRCE (Algorithm 1) by impos-

ing hard constraints on the solution space.

In every step of the while loop, CC-MRCE calls sub-function Constrained-CONCORD

to estimate the partial correlation matrix Ω(t) under hard constraints, i.e. the solution

Ω(t) shares the same zero and nonzero pattern as matrix E (shown in Algorithm 2).

Such constraints can be replaced by any set of convex constraints on Ω(t). Note that

superscript t′ and t in Algorithm 2 are iteration counters of inner and outer stages in

the Constrained-CONCORD algorithm, respectively.

Lemma 2 Let L(g1) be the Lipschitze constant of the gradient of objective function

g1(HX), then L(g1) ≤ 2λ2
2γ

2.

Although we use line-search to pick a proper step length κt′ in the inner-loop of Algo-

rithm 2, it can be replaced with a constant step length κt′ = 2λ2
2γ

2 according to the

above lemma.

2.4 Experiments on Synthetic and HCP Datasets

We present two sets of experiments. First, to understand our method’s strengths

and limitations, we utilize simulated datasets that allow us to inspect both reconstruc-

tion performance and model selection performance. We compare the proposed method

CC-MRCE with other baselines when the underlying data distribution does not follow

the Gaussian assumption. We show that both the non-Gaussian assumption and the

network constraints contribute to the improvement of performance. Second, we conduct

experiments on the Human Connectome Project (HCP) data [12]. Our model offers a
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Table 2.1: Reconstruction performance and model selection performance of models on
the simulated dataset. CC-MRCE variations uniformly outperform MRCE and CGGM.
CC-MRCE variations with more strict constraints perform better.

Model
Reconstruction

MSE percentage (100%)
Pearson’s
r-score

min
p-value

max
p-value

relative AUC
w.r.t. Ω

relative AUC
w.r.t. B

CC-MRCE (unconstrained) 50.88 0.709 5.146E-09 0.101 0.520 0.536
CC-MRCE (SNR:1.0) 43.24 0.763 2.265E-11 0.083 0.855 0.640
CC-MRCE (SNR:2.0) 43.18 0.764 2.109E-11 0.073 0.925 0.662
CC-MRCE (perfect) 42.98 0.764 2.692E-11 0.064 1.000 0.671
MRCE 60.22 0.653 8.686E-09 0.174 0.375 0.540
CGGM 76.21 0.552 2.141E-07 0.965 0.330 0.195

quantitative advantage over baseline methods for predicting functional networks from

structural ones; at the same time, our results agree with existing neuroscience literature.

2.4.1 Application to Simulated Data

I. Data generation

Using a similar approach to existing works [21, 22, 13], we generate our simulated

dataset by first synthesizing two key model parameter matrices Ω0 and B0, and then

construct input, output, and noise terms (i.e. x(i), y(i) and ϵ(i)’s).

Note that every positive-definite matrix has a Cholesky decomposition that takes

the form of LLT , where L is a lower triangular matrix L, and if L is sparse enough

then LLT is sparse as well. Therefore, we first sample a sparse lower triangular L with

real and positive diagonal entries, and then generate our inverse covariance matrix with

Ω0 = LLT . The generated p × p positive definite matrix Ω0 has 10% nonzeros entries

and a condition number of 4.3. To demonstrate the robustness of proposed method

CC-MRCE on non-Gaussian data, we sample the noise terms {ϵ(i)}ni=1 according to a

multivariate t-distribution with zero mean and covariance matrix Σ = Ω−1
0 .

Next, we generate a sparse coefficient matrix B0 using the matrix element-wise prod-

uct trick, B0 = W ◦ K ◦ Q. In this construction approach, W has entries with inde-
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pendent draws from standard normal distribution N (0, 1). Each entry in K is drawn

independently from a Bernoulli distribution that takes value 1 with probability s1. Q has

rows that are either all one or all zero, which are determined by independent Bernoulli

draws with success probability s2. Generating the sparse B0 in this manner, we not only

control its sparsity level, but also forcibly make (1 − s2)p predictors be irrelevant for

p responses, and guarantee that each relevant predictor is associated with s1p response

variables.

In the following experiments, the probabilities s1 and s2 are chosen to be 0.15 and

0.8, the sample size n is fixed at 50, and the input and output dimensions p and q are

both set to 20. The input x(i)’s are sampled from a multivariate normal distribution

N (0,ΣX) where (ΣX)jk = 0.5|j−k|, following previous works [28, 29]. The output y(i)’s

are calculated as the linear model assumption in eq. (2.1). We replicate the above process

for independently generating a validation dataset of the same sample size. All penalty

parameters are selected simultaneously and tuned according to the validation error.

II. Method

In this heavy-tailed setting, we compare the performance of CC-MRCE to CGGM

and MRCE, which are developed under Gaussian settings. The CGGM implementation

that we used in this experiment is provided by [30] and has been optimized for large-scale

problems and limited memory. The MRCE implementation is provided by [13]. Both

CGGM and MRCE do not adapt to the network constraints we impose here.

In order to inspect the effectiveness of network constraints, we apply multiple vari-

ations of constraint sets to the proposed CC-MRCE method, designated as CC-MRCE

(unconstrained), CC-MRCE (SNR: 2.0), CC-MRCE (SNR: 1.0) and CC-MRCE (perfect).

Network constraints in each variation are defined as follows. For CC-MRCE (perfect),

we choose SE = {Ω : Ω(j, k) = 0 if Ω0(j, k) = 0}, which forces selected nonzeros in
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Figure 2.1: (a) ROC curve for Ω estimation, (b) ROC curve for B estimation. Bene-
fiting from domain constraints, CC-MRCE obtains better ROC curves when uncovering
nonzero entries of B and Ω.

solution Ω to completely fall into ground-truth nonzeros. For CC-MRCE (SNR: 2.0) and

CC-MRCE (SNR: 1.0), we loosen the feasible set by adding 50%∥Ω0∥0 and 100%∥Ω0∥0

spurious nonzero positions, which are randomly sampled from positions of zero entries in

Ω0. For CC-MRCE (unconstrained), we remove all constraints so that the method only

relies on regularized multi-regression.

III. Performance evaluation

We evaluate the reconstruction performance of models using the conventional MSE er-

ror (in percentage). Correlation coefficients between predicted and ground-truth outputs

are also provided along with their corresponding p-values. In addition, we use the relative

area under the curve (AUC) of receiver operating characteristic (ROC) curves [31, 32],

with regards to Ω and B, as key measures to compare model selection performance of

all these methods. The AUC of a perfect ROC curve, which would be 1, indicates an

ideal recovery of ground truth zero-vs-nonzero structure in Ω (or B). However, models

with large false-positive rates (FPR) are barely meaningful in real scenarios. To focus
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on the initial portion of ROC curves, we control the FPRs simultaneously to be smaller

than 0.2 for both Ω and B estimation. Thus, the maximum AUC value that a model can

reach is just 0.2. For ease of comparison, we provide relative AUC values, divided by 0.2

to normalize to 1. For each method, we run the algorithm with at least 25 appropriate

parameter pairs (λ1, λ2) to get its ROC curve. Recall that all methods in this section are

required to estimate 800 parameters given n = 50 samples.

IV. Test results

Table 2.1 displays the test results of six different settings in all measures mentioned

above. As can be seen, all four CC-MRCE variations (with different network constraints)

obtain significantly smaller reconstruction MSE percentages, higher correlation coeffi-

cients, and smaller p-values. Note that CGGM behaves the worst in all measures since

it is deeply rooted in the Gaussian setting and is consequently misled by these assump-

tions. We also see that the performance of CC-MRCE gradually improves when the

applied network constraints are more informative.

We also plot ROC curves for Ω and B estimation in fig. 2.1.(a) and fig. 2.1.(b), re-

spectively. It is clear that CC-MRCE performs better than MRCE and CGGM, across

different choices of network constraints. For Ω estimation, as expected, CC-MRCE with

more strict constraints has steeper curves, suggesting that it recovers mostly correct par-

tial relationships between variables with very few spurious connections, and therefore

achieves higher AUC scores. CC-MRCE (perfect) behaves perfectly for Ω-ROC, by its

definition. For the estimation of matrix B, a similar phenomenon demonstrates that

network constraints improve the learning of regression coefficients and lead to a better

reconstruction performance. Without imposing network constraints, unconstrained for-

mulation of CC-MRCE is likely to generate a biased estimate of Ω̂ on small datasets and

can not recover ground truth features in B.
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2.4.2 Application to Human Connectome Data

I. Problem formulation

Many works in literature report on coupling between brain structural connectivities

(SCs) and functional connectivities (FCs) for both resting state [33, 34, 35, 36] and task-

evoked states [34, 37, 38, 39]. One such recent work [40] maps SC to resting-state FC by

aligning both the eigenvalues and eigenvectors of a subject’s SC and FC matrices, and

evaluates the mapping by reconstructing resting FCs from SCs.

Inspired by the domain observation [10] that two functional connections sharing the

same node are more likely to form a meaningful pathway or functional activation pattern,

we constrain the partial correlations between non-neighboring edges to be zero, i.e. Ωjk =

0 if ej and ek are not incident edges in the fMRI-constructed network.

We conducted experiments by reconstructing task FCs from SCs of 51 subjects with

their fMRI data from HCP dataset under seven task states. We used the parcellation

scheme in [33] with a spatial scale of 33, resulting in 83 brain regions and 3403 possible

edges. Columns in predictor matrix, eq. (2.2), X ∈ R51×3403 represent SCs, whose entries

are numbers of white matter streamlines intersecting pairs of brain regions, and columns

in response matrix Y ∈ R51×3403 represent FCs, whose entries are functional correlations

between cortical activities of brain regions. B denotes the mapping (or coupling) between

SCs and FCs, and E denotes the part of FCs that cannot be explained by SCs. We also

normalized SC values to (0, 1], a range comparable to FC. We ran 10-fold cross-validation

of our model for each task, splitting data in a 9-1 train-validation ratio (46-5 split for the

51 subjects). We selected the optimal hyperparameters λ1 and λ2 by a 5 × 5 grid search

in the log-scale between 10−1.6 to 10−0.4, keeping the models with smallest Mean Squared

Error (MSE) percentage on the validation sets, averaged across 10 folds. In our case,

both λ1 and λ2 have optimal values around 0.1 across tasks. Aside from MSE, we also
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(a) (b) (c) (d) (e) (f) (g)

Figure 2.2: Visualizations of the B matrix for seven tasks: (a) EMOTION, (b) LAN-
GUAGE, (c) MOTOR, (d) GAMBLING, (e) SOCIAL, (f) RELATIONAL, (g) WM.
For each task, each fold in the 10-fold cross-validation may lead to different models. Here,
we only show those entries that are nonzero more than five times.

(a) Axial (from top) (b) Sagittal (from left) (c) Coronal (from back)

Figure 2.3: Visualization of the edges contributing to all seven tasks. Node size denotes
the degree, and edge width denotes its importance, as in the mapping B.

tested the Pearson correlation coefficient between predicted FCs and ground truth FCs,

(referred to as Pearson’s r-score, listed in table 2.2) and minimum, maximum p-values.

The reconstruction MSE percentage is below 1% for the training data and around 8%

for the validation data. Strong and significant positive correlations are shown for both

training (r-score around 0.6 to 0.8) and validation (r-score around 0.5) data. These

results indicate our model’s effectiveness in FC reconstruction by exploiting cross-modal

coupling between SC-FC and domain prior knowledge on FC-FC relationships.

II. Performance evaluation

Regarding the ability to find accurate mappings between SCs and FCs, we compared

our model with the optimization approach CGGM, a deep learning approach Variational
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Table 2.2: Functional connectivity reconstruction performance of seven tasks with dif-
ferent models. Models are numbered as follows. 1: CGGM; 2: VAE: 3: Spectral Mapping;
4: Random B; 5: CC-MRCE (Ours).

Tasks
Reconstruction

MSE percentage
(100%)

Pearson’s
r-score

EMOTION 1 89.78 ± 21.95 -0.0309 ± 0.0285
2 81.57 ± 2.38 0.0777 ± 0.0070
3 61.54 ± 33.84 0.4228 ± 0.0349
4 17.50 ± 1.84 -0.0014 ± 0.0086
5 8.84 ± 0.84 0.4575 ± 0.0402

LANGUAGE 1 41.38 ± 7.10 0.0270 ± 0.0448
2 72.68 ± 6.33 0.0815 ± 0.0081
3 54.23 ± 30.18 0.4764 ± 0.0383
4 35.02 ± 58.49 0.0020 ± 0.0052
5 7.95 ± 0.87 0.4988 ± 0.0205

MOTOR 1 117.85 ± 27.32 -0.0016 ± 0.0456
2 77.30 ± 4.24 0.0782 ± 0.0110
3 57.26 ± 29.63 0.4156 ± 0.0548
4 21.02 ± 7.75 0.0023 ± 0.0090
5 7.80 ± 0.66 0.4807 ± 0.0480

GAMBLING 1 108.99 ± 32.83 -0.0211 ± 0.0795
2 79.14 ± 3.65 0.0804 ± 0.0071
3 54.73 ± 30.70 0.4781 ± 0.0380
4 22.63 ± 13.15 0.0033 ± 0.0072
5 7.86 ± 1.72 0.5014 ± 0.0301

SOCIAL 1 112.82 ± 36.07 -0.0064 ± 0.076
2 79.42 ± 3.72 0.0772 ± 0.0088
3 47.89 ± 28.09 0.4912 ± 0.0353
4 18.68 ± 3.74 0.0025 ± 0.0071
5 6.81 ± 0.95 0.5578 ± 0.0404

RELATIONAL 1 147.61 ± 49.24 -0.0265 ± 0.0754
2 81.11 ± 2.98 0.0706 ± 0.0081
3 54.86 ± 30.68 0.4758 ± 0.0412
4 31.77 ± 18.30 -0.0019 ± 0.012
5 8.43 ± 1.09 0.4858 ± 0.0460

WM 1 81.46 ± 29.72 -0.0447 ± 0.0566
(Working 2 77.99 ± 2.89 0.0799 ± 0.0109
Memory) 3 56.25 ± 32.85 0.4767 ± 0.0579

4 103.96 ± 111.99 -0.0041 ± 0.0089
5 7.69 ± 1.76 0.4968 ± 0.0543
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AutoEncoder (VAE) [41], and the Spectral Mapping method [40]. For CGGM, the time

required to run 10-fold cross-validation with one set of hyperparameters on a single task

ranges from one day to a week. So we ran three sets of hyperparameters on EMOTION

and LANGUAGE, selected the best parameter pair, and fixed it for the rest of the five

tasks. In particular, we chose penalty terms on B and E to be both 0.01. For VAE,

both the encoder and decoder consist of two fully connected layers, with latent variable

dimensions being two. We use MSE as the training loss. In our experiments, increasing

the number of layers or latent dimensions of VAE did not improve the final performance.

For the Spectral Mapping method, we follow the setup of the original paper, setting the

maximum path length k to seven. The 10-fold cross-validation results of CGGM, VAE,

and Spectral Mapping method are reported in table 2.2.

The assumption of Gaussian noise weakens CGGM’s performance on the HCP dataset:

it has unstable and large average MSE percentages across tasks, and the correlations be-

tween predictions and ground truth are very small and even negative, which are also not

statistically significant with regards to p-values. On the other hand, VAE models have

stable MSE percentage (around 80%) and average Pearson’s r-scores with small standard

deviations across all tasks. The correlations of VAE models are weak (all around 0.08), yet

statistically significant, with p-values constantly smaller than 0.0025 for all tasks. This

shows that VAE learns a slightly meaningful mapping, but with such a small sample size,

deep learning models are unlikely to perform well. Lastly, the Spectral Mapping method

is designed to maximize the correlation between fMRI prediction and ground truth for

brain data, so it performs well as for correlation, however, the prediction values are off,

resulting in high MSE percentages. In all, our regression-based model performs better

in both correlation and value reconstruction, showing its superiority in the prediction on

non-Gaussian data with small sample sizes.
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III. Result interpretation

Apart from better reconstruction performance, our model also has the advantage

of result interpretability. We can explore the SC-FC mapping through the resulting

coefficient matrix Bs. Since our problem definition is FC = SC · B + E, the ith row

in B corresponds to ith edge pair in the SC vector. In the following, we say an edge

i exists if row i of B has nonzero entries. As the experiment is run under the 10-fold

cross-validation setting and each training partition may generate a different mapping

B, we consider an entry in the common B to be nonzero if it is nonzero more than

five times in these 10 trials. The results are shown in fig. 2.2. From the figure, we can

see for every task, several rows in B have many more nonzero entries than the others.

This indicates the existence of several significant structural edges being responsible for

most of the functional activities. To test if this assumption is valid, we compared Bs

from our model to randomly generated Bs with the same levels of sparsity. The resulting

MSE percentages, although having large variances, often have smaller means than that of

CGGM and VAE, implying the importance of sparsity level of the coupling. However, the

resulting r-scores of predicted FCs using a random B is the lowest among all methods.

Together with very large p-values, the results predicted by random coupling show no

correlation between predictions and ground truth. This indicates that our models learned

meaningful mapping information from SCs to FCs, and that structured sparsity of B is

important for getting predictions besides the level of sparsity alone.

We now analyze the B matrices for different cognitive tasks. During fMRI data

acquisition of all seven tasks, participants are presented with visual cues, either as images

or videos, and they need to use motions such as pressing buttons to complete the tasks

[42]. Interestingly, apart from the LANGUAGE task, the mappings learned by our model

predict the strongest contribution of left precentral and left postcentral connection, which

28



Modeling Coupled Networks: Structural Connectivity and Static Functional Connectivity
Chapter 2

(a) LANGUAGE (b) GAMBLING (c) RELATIONAL (d) WM

Figure 2.4: Task-specific visualizations for high-contributing structural edges. Assum-
ing that the maximum number of nonzero entries of a row in B is m, we only show the
edges corresponding to rows containing more than m/2 nonzero entries.

is on the motor cortex responsible for right-side body movement. From this, we assume

most participants use their right hands to conduct the required finger movements for

these tasks. All mappings also contain edges in the occipital lobe, complying with the

visual nature of these tasks. The visualization of common edges that exist in all seven

tasks is shown in fig. 2.3. This “backbone” roughly resembles the Default Mode Network

[43, 37].

We then examined which structural edges contribute significantly to the functional

activity under different tasks. For this, we plot the “high-contributing” edges in LAN-

GUAGE, GAMBLING, RELATIONAL, and WM tasks in fig. 2.4. An edge is considered

high-contributing if the number of nonzero entries of its corresponding row in B is more

than half of the maximum number of nonzero entries of any row in B. From fig. 2.4,

we notice although a common backbone exists, structural connections in different brain

regions are responsible for specific tasks (e.g. SCs in and around the hippocampus area

appear to be highly contributing to the WM FCs but not so for the LANGUAGE ones,

which is consistent with the literature [44]). We also plot both entry-wise and edge-wise

overlap ratios for the mapping of seven tasks in fig. 2.5.

Another interesting phenomenon in fig. 2.2 is that the numbers of nonzero entries

of B for LANGUAGE, GAMBLING, RELATIONAL, and WM are much larger than

the other three tasks: EMOTION, MOTOR, and SOCIAL, although the final model
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Figure 2.5: Entry-wise and edge-wise overlap ratio for the mapping of seven tasks. (a)
considers entry-wise overlap of predicted B of different tasks. The value on position
(task i, task j) is the entry-wise IoU (Intersection over Union) of task i’s B and task j’s
B, i.e. number of nonzero entries in Bi ∩Bj over number of nonzero entries in Bi ∪Bj.
(b) considers the SC edges responsible for different tasks. An edge is considered to exist
when its corresponding row in B has nonzero entries. The value in position (task i, task
j) is the number of common SC edges of task i and task j over the number of SC edges
of task j.

Table 2.3: Overlap ratios (%) of predicted B (SCs-FCs mapping) across 10 folds for
seven tasks.

EMOTION LANGUAGE MOTOR GAMBLING
5.34 25.58 3.60 35.36

SOCIAL RELATIONAL WM
4.12 37.77 32.53

for each task has a similar level of prediction performance and similar hyperparameters.

This is largely caused by the nature of non-overlapping Bs for EMOTION, MOTOR,

and SOCIAL tasks: their B overlap ratios are significantly smaller than the other four

tasks, as shown in table 2.3. Here we define the overlap ratio as the number of nonzero

entries in the common B (entry ij being nonzero if it’s nonzero more than five times)

over the number of nonzero entries in B∪ = B1 ∪ · · · ∪B10 with Bk being the predicted

B using the kth split in 10-fold cross-validation. This is also why we omit these three

tasks for fig. 2.4, as the predicted Bs are not stable across the population, and only a few

common connections show significant contributions. We assume this results from group
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heterogeneity when carrying out these tasks. Further studies with heterogeneous models

for the population will be useful to verify this assumption.

2.5 Conclusion

In this chapter, we proposed a regularized regression-based approach (CC-MRCE)

for jointly learning linear models and partial correlations among variables under domain

constraints. Motivated by the neuroscience application of predicting functional brain

activities from structural connections, the CC-MRCE method discards the Gaussian

assumption and incorporates domain constraints into the model estimation. We further

developed a fast algorithm based on nested FISTA to solve the optimization problem.

With synthetic data analysis, we demonstrated that both domain constraints and the

assumption of non-Gaussian data contribute to the performance improvement of CC-

MRCE. Our experimental results on Human Connectome Project data show that CC-

MRCE outperforms existing methods on prediction tasks and uncovers couplings that

agree with existing neuroscience literature.
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Chapter 3

Modeling through Graph Neural

Networks: Structural Connectivity

and Dynamic fMRI

Finding an appropriate representation of dynamic activities in the brain is crucial for

many downstream applications. Due to its highly dynamic nature, temporally aver-

aged fMRI (functional magnetic resonance imaging) can only provide a narrow view of

underlying brain activities. Previous works lack the ability to learn and interpret the

latent dynamics in brain architectures. This chapter proposes an efficient graph neu-

ral network model that incorporates both region-mapped fMRI sequences and structural

connectivities obtained from DWI (diffusion-weighted imaging) as inputs. We find good

representations of the latent brain dynamics through learning sample-level adaptive adja-

cency matrices and performing a novel multi-resolution inner cluster smoothing. We also

attribute inputs with integrated gradients, which enables us to infer (1) highly involved

brain connections and subnetworks for each task, (2) temporal keyframes of imaging se-

quences that characterize tasks, and (3) subnetworks that discriminate between individ-
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ual subjects. This ability to identify critical subnetworks that characterize signal states

across heterogeneous tasks and individuals is of great importance to neuroscience and

other scientific domains. Extensive experiments and ablation studies demonstrate our

proposed method’s superiority and efficiency in spatial-temporal graph signal modeling

with insightful interpretations of brain dynamics.

3.1 Introduction

Neuroimaging techniques such as fMRI (functional magnetic resonance imaging) and

DWI (diffusion-weighted imaging) provide a window into complex brain processes. Yet,

modeling and understanding these signals has always been a challenge. Network neuro-

science [8] views the brain as a multiscale networked system and models these signals in

their graph representations: nodes represent brain ROIs (regions of interest), and edges

represent either structural or functional connections between pairs of regions.

With larger imaging datasets and developments in graph neural networks, recent

works leverage variants of graph deep learning, modeling brain signals with data-driven

models and getting rid of Gaussian assumptions that typically existed in linear models

[45, 46]. These methods are making progress on identifying physiological characteristics

and brain disorders: In [47], authors combine grad-CAM [48] and GIN [49] to highlight

brain regions that are responsible for gender classification with resting-state fMRI data.

Others [50] propose to use regularized pooling with GNN to identify fMRI biomarkers.

However, these works use time-averaged fMRI, losing rich dynamics in the temporal

domain. They also do not incorporate structural modality that can provide additional

connectivity information missing in the functional modality. Another work [51] embeds

both topological structures and node signals of fMRI networks into a low-dimensional la-

tent representation for better identification of depression, but it combines nodes’ temporal
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and feature dimensions instead of handling them separately, leading to a suboptimal rep-

resentation (as discussed in section 3.2.3). To overcome these issues, we propose ReBraiD

(Deep Representations for Time-varying Brain Datasets), a graph neural network model

that jointly models dynamic functional signals and structural connectivities, leading to

a more comprehensive deep representation of brain dynamics.

To simultaneously encode signals along spatial and temporal dimensions, some works

in traffic prediction and activity recognition domains such as Graph WaveNet [52] alter-

nate between TCN (temporal convolution network) [53] and GCN (graph convolutional

network) [54]. Others [55, 56] use localized spatial-temporal graph to embed both do-

mains’ information in this extended graph. Some proposed methods also incorporate

gated recurrent networks for the temporal domain such as [57, 58]. We choose to alter-

nate TCN with GCN layers for ReBraiD, as it is more memory and time-efficient and can

support much longer inputs. On top of this design, we propose novel “sample-level adap-

tive adjacency matrix learning” and “multi-resolution inner cluster smoothing,” both of

which learn and refine latent dynamic structures. With the choice of the temporal layer,

our model is more efficient than other baselines while having the highest performance.

After introducing the proposed model in details (section 3.2.2), we perform extensive

ablation studies to examine individual components of the model, explore the best option

when alternating spatial and temporal layers for encoding brain activities, and quantita-

tively show the representation ability of our model (section 3.2.3). Equally important as

finding a good representation of brain dynamics is interpreting them. In section 3.3, we

utilize IG (integrated gradients) [59] to identify how brain ROIs participate in various

processes. This can lead to better behavioral understanding, discovery of biomarkers, and

characterization of individuals or groups. We also make the novel contribution of iden-

tifying temporally important frames with graph attribution techniques; this can enable

more fine-grained temporal analysis around keyframes when combined with other imag-
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ing modalities such as EEG (electroencephalogram). In addition, our subject-level and

group-level attribution studies unveil heterogeneities among ROIs, tasks, and individuals.

3.2 Spatial-Temporal GNN for Learning

Multi-Modality Brain Representation

In this section, we present ReBraid, an efficient graph neural network model that

jointly models both structural and dynamic functional brain signals, providing a more

comprehensive representation of brain activities when compared to the current fMRI lit-

erature. Unlike typical spatial-temporal GCNs that learn a universal latent structure, we

propose sample-level latent adaptive adjacency matrix learning based on input snippets.

This captures the evolving dynamics of a task better. We also propose multi-resolution

inner cluster smoothing, which effectively encodes long-range node relationships while

keeping the graph structure, enabling the model to leverage structural and latent ad-

jacency matrices throughout the process. Together with subject SC and sample-level

adjacency matrix learning, the inner cluster smoothing learns and refines latent dynamic

structures on limited signal data. We carry out extensive ablation studies and model

comparisons to show ReBraid’s superiority in representing brain dynamics.

3.2.1 Preliminary

We utilize two brain imaging modalities mapped onto the same coordinate: SC (struc-

tural connectivity) from DWI scans, and time-varying fMRI scans. We represent them

as a set of L graphs Gi = (Ai, Xi) with i ∈ [1, L]. Ai ∈ RN×N represents the normalized

adjacency matrix with an added self-loop: Ai = D̃
− 1

2
SCi

˜SCiD̃
− 1

2
SCi

, ˜SCi = SCi + IN and

D̃SCi
=

∑
w( ˜SCi)vw is the diagonal node degree matrix. Graph signal matrix obtained

35



Modeling through Graph Neural Networks: Structural Connectivity and Dynamic fMRI Chapter 3

fMRI signals

learnable adp

A1_adp

1x1
Conv

TCNemb

TCNgate

tanh GNNemb

GNNpool

inner-cluster
smooting

2 pooling layers 
on node axis

predicted class
distribution

MLP

linear
linear
linear

residual
linear

explicit

ba
tc

h 
si

ze

ba
tc

h 
si

ze

A2_adp
A3_adp

A1
A2

A3

latent

......

X1
X2

X3
...

Figure 3.1: The proposed ReBraiD model for integrating brain structure and dynamics
(the architecture shown is for classification). For each batch with batch size B, input X
has a dimension of (B, 1, N, T ), and A,Aadp both have the dimension (B,N,N). Note:
axis order follows PyTorch conventions. The dimension at the second X index is the
expanded feature dimension. The encoder (green part) encodes temporal and spatial
information alternately, producing a latent representation in (B, dlatent, N, 1). These em-
beddings are followed by linear layers for pooling and classification. The final output has
a dimension of (B,C).

from fMRI scans of the ith sample is represented as Xi ∈ RN×T . Here N is the number

of nodes, and each node represents a brain region; T is the input signal length on each

node. We refine our representation using the task of classifying brain signals Gi into one

of C task classes through learning latent graph structures.

3.2.2 Method

ReBraiD takes (A,X) as inputs and outputs task class predictions. The overall

model structure is shown in fig. 3.1. For the ith sample Xi ∈ RN×1×T , the initial 1 × 1

convolution layer increases its hidden feature dimension to dh1, outputting (N, dh1, T ).

The encoder then encodes temporal and spatial information alternately, and generates

a hidden representation of size (N, dh2, 1). The encoder is followed by two linear layers

to perform pooling on node embeddings and two MLP layers for classification. Cross
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Figure 3.2: Functional connectivities (FCs) among N brain regions, where each
FC ∈ RN×N . The value at FCij is calculated as the Pearson correlation coefficient
between signals of brain region i and region j. The figure shows 6 FCs calculated from
6 consecutive sliding windows within the same fMRI session, with signal window length
being 30 and sliding stride being 30. From the figure, we can clearly tell that FCs are
highly dynamic.

entropy is used as the loss function: LCE = −
∑

i yi log ŷi, where yi ∈ RC is the one-hot

vector of ground truth task labels and ŷi ∈ RC is the model’s predicted distribution. We

now explain the different components of the model.

I. Learning sample-level latent graph structures

Structural scans serve as our graph adjacency matrices. However, they remain fixed

across temporal frames and across tasks. In contrast, FC (functional connectivities) are

highly dynamic, resulting in different connection patterns across both time and tasks,

as shown in fig. 3.2. To better capture dynamic graph structures, we learn an adaptive

adjacency matrix from each input graph signal. Unlike other works such as [52] that use

a universal latent graph structure, our model does not assume that all samples share the

same latent graph. Instead, our goal is to give each sample a unique latent structure

that can reflect its own signaling pattern. This implies that the latent adjacency matrix

cannot be directly treated as a learnable parameter as a part of the model. To solve

this, we minimize the assumption down to a shared projection Θadp that projects each

input sequence into an embedding space and use this embedding to generate the latent

graph structure. Projection Θadp can be learned in an end-to-end manner. The generated

adaptive adjacency matrix for the ith sample can be written as follows (Softmax is applied
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Figure 3.3: Comparison of strided non-causal TCN (left) and dilated causal TCN
(right). For a causal TCN, the causal aspect is achieved through padding (kernel size −
1) × dilation number of zeros to the layer’s input. The resulting y always has the same
length as input x, in which yτ only depends on inputs xt≤τ . We can view strided non-
causal TCN as the rightmost node of a dilated causal TCN.

column-wise):

Ai adp = Softmax
(

ReLU
(

(XiΘadp ) (XiΘadp )⊤
))

,Θadp ∈ RT×hadp (3.1)

II. Gated TCN (Temporal Convolutional Network)

To encode signal dynamics, we use the gating mechanism as in [60] in our temporal

layers:

H(l+1) = tanh
(
TCNemb(H(l))

)
⊙ σ

(
TCNgate(H

(l))
)
, (3.2)

where H(l) ∈ RN×d×t is one sample’s activation matrix of the lth layer, ⊙ denotes the

Hadamard product, and σ is the Sigmoid function. In contrast to TCNs that are generally

used in sequence to sequence models that consist of dilated Conv1d and causal padding

along the temporal dimension ([61]), we simply apply Conv1d with kernel = 2 and stride

= 2 as our TCNemb and TCNgate to embed temporal information. The reason is twofold:

first, for a sequence-to-sequence model with a length-T output, yτ should only depend on

xt≤τ to avoid information leakage, and causal convolution can ensure this. In contrast, our

model’s task is classification, and the goal of our encoder along the temporal dimension is

to embed signal information into the feature axis while reducing the temporal dimension
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to 1. The receptive field of this single temporal point (with multiple feature channels)

is meant to be the entire input sequence. Essentially, our TCN is the same as the last

output node of a kernel-two causal TCN whose dilation increases by two at each layer

(fig. 3.3). Second, from a practical perspective, directly using strided non-causal TCN

works the same as taking the last node of dilated causal TCNs, as discussed above, while

simplifying the model structure and reducing training time to less than a quarter.

III. Graph Network layer

In our model, every set of l temporal layers (section 3.2.3 studies the best l to choose) is

followed by a spatial layer to encode signals with the graph structure. Building temporal

and spatial layers alternately helps spatial modules to learn embeddings at different

temporal scales, and this generates better results than placing spatial layers after all the

temporal ones.

To encode spatial information, [54] uses the first-order approximation of spectral fil-

ters to form the layer-wise propagation rule of a GCN layer: H(l+1) = GCN(H(l)) =

f(AH(l)W (l)). It can be understood as spatially aggregating information among neigh-

boring nodes to form new node embeddings. In the original setting without temporal

signals, H(l) ∈ RN×d is the activation matrix of lth layer, A ∈ RN×N denotes the normal-

ized adjacency matrix with self-connections as discussed in section 3.2.1, W (l) ∈ Rd×d′ is

learnable model parameters, and f is a nonlinear activation function of choice. Parame-

ters d and d′ are the numbers of feature channels.

We view a GCN layer as a local smoothing operation followed by an MLP, and simplify

stacking K layers to AKH as in [62]. In ReBraiD, every graph network layer aggregates

information from each node’s K-hop neighborhoods based on both brain structural con-

nectivity and the latent adaptive adjacency matrix: thus, we have both Ai
KH(l)WK and

Ai adp
KH(l)WK adp for input H(l). We also gather different levels (from 0 to K) of neigh-
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bor information with concatenation. In other words, one graph convolution layer here

corresponds to a small module that is equivalent to K simple GCN layers with residual

connections. We can write our layer as:

H(l+1) = GNN(l)
(
H(l)

)
= MLP

[
ConcatKk=1

(
H(l),ReLU(Ai

kH(l)),ReLU(Ai adp
kH(l))

)]
(3.3)

Note that in eq. (3.3), Ai ∈ RN×N and H(l) ∈ RN×d×t, and as a result their product

∈ RN×d×t. Outputs of different GNN(l) layers are parameterized and then skip-connected

with a summation. Since the temporal lengths of these outputs are different because of

TCNs, max-pooling is used before each summation to make the lengths identical.

IV. Multi-resolution inner cluster smoothing

While GNN layers can effectively pass information between neighboring nodes, long-

range relationships among brain regions that neither appear in SC nor learned by latent

Aadp can be better captured using soft assignments, similar to DiffPool[63]. To gener-

ate the soft assignment tensor S(l) that assigns N nodes into c clusters (c chosen manu-

ally), we use GNN
(l)
pool that obeys the same propagation rule as in eq. (3.3), followed by

Softmax along c. This assignment is applied to Z(l), the output of GNN
(l)
emb which carries

out the spatial embedding for the lth layer input H(l), producing clustered representation

H̃(l):

S(l) = Softmax
(

GNN
(l)
pool

(
H(ℓ)

)
, 1
)
∈ RN×c×t

Z(l) = GNN
(l)
emb

(
H(l)

)
∈ RN×d×t

H̃(l) = S(l)⊤Z(l) ∈ Rc×d×t

(3.4)

The additional temporal dimension allows nodes to be assigned to heterogeneous clusters

at different frames. We find that using coarsened A
(l+1)
i = S(l)⊤A

(l)
i S(l) ∈ Rc×c as the
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graph adjacency matrix leads to worse performance compared to using SC-generated Ai

and learned Ai adp (comparison in section 3.2.3). In addition, if the number of nodes

is changed, residual connections coming from the beginning of temporal-spatial blocks

can not be used, impacting the overall performance. To continue using Ai and Ai adp as

graph adjacency matrices and to allow residual connections, we reverse-assign H̃(l) with

assignment tensor obtained from applying Softmax on S(l)⊤ along N , so that the number

of nodes is kept unchanged:

S̃(l) = Softmax
(
S(l)⊤, 1

)
∈ Rc×N×t

H(ℓ+1) = S̃(l)⊤H̃(l) ∈ RN×d×t

(3.5)

In fact, eqs. (3.4) and (3.5) perform signal smoothing on nodes within each soft-assigned

cluster. Fig. 3.4 shows a toy example: note that we will only show one time slice, and the

same operation is done along every t: on a particular t, we have Z ∈ RN×d, S ∈ RN×c. We

will use N = 3, c = 2 and node values a, b, c ∈ Rd for this toy example. In addition, this

example is just to illustrate the concept behind the smoothing operation, and Softmax

along axis 1 is simplified as row normalization for a more straightforward presentation.

In this example, 1st and 2nd nodes are assigned to the first cluster, and 2nd and 3rd nodes

are assigned to the second cluster. The final Hnew after our smoothing module will mingle

the first two nodes’ values, and the last two nodes’ values (based on assignment weights)

while keeping their original node number unchanged.

With the bottleneck c < N , the model is forced to pick up latent community struc-

tures. This inner cluster smoothing is carried out at multiple spatial resolutions: as the

spatial receptive field increases with more graph layers, we decrease cluster number c for

the assignment operation. As these GNN layers alternate with TCN layers, the inner

cluster smoothing also learns the community information across multiple temporal scales.
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Figure 3.4: Inner cluster smoothing toy example.

3.2.3 Experiments

We use fMRI signals from the CRASH dataset [64] for our experiments. The model

classifies input fMRI into six tasks: resting state, VWM (visual working memory task),

DYN (dynamic attention task), MOD (math task), DOT (dot-probe task), and PVT

(psychomotor vigilance task). We preprocess 4D voxel-level fMRI images into graph

signals G = (A,X) by averaging voxel activities into regional signals with the 200-ROI

cortical parcellation (voxel to region mapping) specified by [65]. We also standardize

signals for each region and discard scan sessions with obvious abnormal spikes that may be

caused by head movement, etc. DWI scans are mapped into the same MNI152 coordinate

and processed into adjacency matrices with the same parcellation as fMRI. Our processed

data contains 1940 scan sessions from 56 subjects. Session length varies from 265 frames

to 828 frames (see table 3.1 for details). TR (Repetition Time) is 0.91s.

The 1940 scan sessions from CRASH are separated into training, validation, and

test sets with a ratio of 0.7-0.15-0.15 (subject-wise split does not lead to any noticeable

difference). Each split receives a proportional number of samples for each class. Hyper-

parameters, including dropout rate, learning rate, and weight decay, are selected using

grid search based on validation loss. All results reported in this section are obtained from

the test set. For each scan session, we use a stride-10 sliding window to generate input
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Table 3.1: fMRI scan details for six tasks.

Tasks Rest VWM DYN DOT MOD PVT (Total)
Valid sessions 209 514 767 155 138 157 1940

Frames / Session 321 300 265 798 828 680 —

sequences (in the following experiments T ∈ {8, 16, 32, 64, 128, 256}) and feed them to

the model. To encode temporal and spatial information alternately, we find stacking two

TCN layers per one GNN layer leads to better performance most times (see the following

(IV)). We tested hadp = 2, 5, 10 in eq. (3.1) for our experiments, and 5 appears to be the

best; so we use this value for all the following experiments. K = 1, 2, 3 in eq. (3.3) were

tested on a few settings, and K = 2, 3 have a similar performance, both outperforming

K = 1. Since smaller values of K have smaller computation needs, we use K = 2 for all

experiment settings, meaning each GNN layer aggregates information from 2-hop neigh-

bors based on the provided adjacency matrices. We evaluate our model with weighted

F1 as the metric in order to account for the imbalance in the number of samples in each

task. Our models are written in PyTorch, trained with Google Colab GPU runtimes,

and 30 epochs are run for each experiment setting. Code is publicly available 1.

I. Model components

Ablation studies on graph adjacency matrices For each input sample Gi, we test

different options to provide graph adjacency matrices to the GNN layer. They include (i)

our proposed method: using both adaptive adjacency matrix Ai adp and SC-induced Ai,

(ii) only using Ai, (iii) only using Ai adp, (iv) replacing Ai adp in setting i with Ai FC derived

from functional connectivity, and (v) only using random graph adjacency matrices with

the same level of sparsity as real A’s. The results under different settings are reported

1https://github.com/sklin93/ReBraiD
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Figure 3.5: Ablation studies on different input lengths.

in fig. 3.5 and table 3.2.

From the results of setting (ii) plotted in fig. 3.5, we see that removing the adaptive

adjacency matrix impacts the performance differently at different input lengths: the

gap peaks for signals of length 64–128, and becomes smaller for either shorter or longer

sequences. This could suggest the existence of more distinct latent states of brain signals

of this length that structural connectivities cannot capture. On the other hand, removing

SC (setting (iii)) seems to have a more constant impact on the model performance, with

shorter inputs more likely to see a slightly larger drop. In general, only using Aadp leads

to a smaller performance drop than only using SC, indicating the effectiveness of Aadp

in capturing useful latent graph structures. More detailed studies below show that Aadp

learns distinct representations not captured by A.

As mentioned in section 3.2.2, our motivation behind creating sample-level adaptive

adjacency matrices is FC’s highly dynamic nature. Therefore, for setting (iv), we test

directly using adjacency matrices Ai FC obtained from FC instead of the learned Ai adp.

In particular, Ai FC = D̃
− 1

2
FCi

˜FCiD̃
− 1

2
FCi

∈ R200×200, where (FCi)vw = corr((Xi)v, (Xi)w),
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Table 3.2: Numerical values of weighted F1 of ablation study settings. Training time
ranges from 51 seconds / epoch for length-8 inputs to 298 seconds / epoch for length-256
inputs. Models converge to a relatively stable loss level within 20 epochs.

Input length (frames) 8 16 32 64 128 256
(i): SC + adp 66.19 70.18 75.87 76.14 82.91 90.85
(ii): SC only 64.54 65.58 71.79 70.31 73.63 89.79

(iii): adp only 64.32 65.20 74.01 71.42 80.63 89.46
(iv): SC + FC 66.10 67.58 70.26 75.02 76.91 84.68

(v): random adj 62.17 66.25 72.30 73.72 76.58 89.22
(vi): (i) without smoothing 63.57 62.82 70.19 65.82 72.91 79.65
(vii): (v) without smoothing 56.88 64.08 72.27 62.72 75.16 83.75

(viii): coarsened graph 37.92 42.23 46.18 52.12 57.17 64.25

˜FCi = FCi + IN and D̃FCi
=

∑
w( ˜FCi)vw. Fig. 3.5 shows Ai FC constantly underperforms

Ai adp, except for being really close for length-8 inputs. Larger performance gaps are

observed for longer inputs, where Corr((Xi)v, (Xi)w) struggles to capture the changing

dynamics in the inputs. This demonstrates that our input-based latent Ai adp has better

representation power than input-based FC. We also notice batch correlation coefficients

calculation for Ai FC results in a slower training speed than computing Ai adp.

An interesting result comes from setting (v), where we use randomly generated Erdős-

Rényi graphs with the edge creation probability the same as average edge existence

probability of A’s. Its performance is similar to or even better than settings (ii) and (iii).

We examine this further in section 3.3.2.

Latent adaptive adjacency matrix Aadp The above results demonstrate latent Aadp

can complement the task- and temporal-fixed A. We now show that the learned Ai adp is

sparse for each sample, has evident task-based patterns, and provides new information

beyond Ai. The sparsity of Ai adp can be seen from fig. 3.6a: each input only gets a few

important columns (information-providing nodes in GNN). These columns vary from

one sample to another, indicating Aadp’s ability to adapt to changing inputs within the
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(a) (b)

(c)

(d)

Figure 3.6: Learned latent adaptive adjacency matrices. (a) Ai adp of 3 randomly
sampled inputs during the DOT task. (b) Ai adp of 3 consecutive inputs from a same
session during the DOT task. (c) column averages of task-averaged Aadp for resting
state, VWM, DYN, DOT, MOD, PVT. (d) left two: t-SNE of X(node-2, 156)Θadp in six
tasks of one subject; right two: t-SNE of X(node-155, 156)Θadp during the resting state of
two subjects (multiple sessions are aggregated).

same task. However, when we look into inputs generated by consecutive sliding windows

(not shuffled) from the same scan session as in fig. 3.6b, we can see the latent structures

change smoothly. In addition, when we aggregate samples inside each task, noticeable

task-based patterns emerge (fig. 3.6c). These patterns are different from AttrA in fig. 3.11,

suggesting that Aadp embeds dynamics not captured by A.

Quantitatively, Ai adp entry values range between (0, 1) because of the Softmax, and

only around 2% of entries in Ai adp have values larger than 0.05. As a reference, the

largest entry value is larger than 0.99. A similar sparsity pattern is found when using

synthetic data on the same model, indicating that the sparsity is more due to the model
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(a) (b) (c)

Figure 3.7: Confusion matrices of: (a) ReBraiD (our proposed model), (b) model with
coarsened graph (setting (viii)), (c) Graph Transformer (best graph baseline). Tasks
are 1-Rest, 2-VWM, 3-DYN, 4-DOT, 5-MOD, 6-PVT. Misclassification pairs clustered
at the first three tasks (resting, VWM, DYN) and the latter three (DOT, MOD, PVT).
Shown confusion matrices are from models trained on length-256 inputs. We note that
these misclassification pairs may differ for models trained on other input lengths (like
128-frame, etc.).

than the underlying biology. Given how Ai adp is used in GNN layers, each column of

it represents a signal-originating node during message passing. We hypothesize that the

model learns the most effective hubs that pass information to their neighbors. A related

idea is information bottleneck [66]: deep learning essentially compresses the inputs as

much as possible while retaining the mutual information between inputs and outputs.

In a sense, Ai adp represents the compressed hubs for a given input signal. We also

note that this sparsity emerges even without any additional constraints. In fact, adding

L1 constraints on Aadp does not change the model performance or the Ai adp sparsity

level. We hypothesize that the naturally trained Ai adp is sparse enough, and further

sparsification is unnecessary.

We visualize the projected inputs XiΘadp in fig. 3.6d, which clearly shows the task,

node and subject heterogeneities. Different tasks have varied representations in the latent

space for the same node, but DOT, MOD, PVT has similar embedding patterns across

individuals and most nodes. Indeed, when looking at the confusion matrix across models

(fig. 3.7), the misclassifications mostly cluster between these three tasks, indicating their
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natural similarity. We want to note here that adding a learnable bias to XΘadp does not

separate the task embeddings further, nor does it improve overall performance. Subjects

also exhibit heterogeneity: the same pair of nodes during the same task can have different

embedding distances, thus graph edge weights, for each individual.

Multi-resolution inner cluster smoothing To verify the capability of inner cluster

smoothing operation in capturing latent graph dynamics, we test the following settings:

(vi) using our proposed model and inputs, except removing paralleled GNNpool and inner

cluster smoothing module; (vii) previous setting (v) but remove GNNpool and inner cluster

smoothing module; (viii) keep GNNpool, but using coarsened graph instead of smoothing

(essentially performing DiffPool with an added temporal dimension). In this last

setting, we hierarchically pool and reduce the graph to a single node, and we keep the

total number of GNN layers the same as our other settings. Values of soft-assigned

cluster number c are chosen to be halved per smoothing module (e.g., N/2, N/4, · · · ) for

our experiments. Different choices of c affect the model convergence rate but only have a

minor impact on the final performance (see the following). Results are reported in fig. 3.5

and table 3.2.

The above results demonstrate that both setting (vi) and (vii) outperforms (viii) by

a large margin, indicating the importance of keeping the original node number when

representing brain signals. In addition, all three settings underperform our proposed

method. They are also mostly worse than changing graph adjacency matrices as in

settings (ii)–(v): this shows the inner cluster smoothing module has a more significant

impact in learning latent graph dynamics. We also find using adaptive adjacency matrices

and inner cluster smoothing can stabilize training, making the model less prone to over-

fitting and achieving close-to-best performance over a larger range of hyperparameters

(see fig. 3.9).
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Apart from these three settings, we also test adding pooling regularization terms into

the loss function as follows. More specifically, for each soft assignment matrix S ∈ RN×c×t

in eq. (3.4), we test:

• Similar to DiffPool, to ensure a more clearly defined node assignment, namely

each node is only assigned to few clusters (the closer to one the better), we minimize

the entropy of single node assignments: LE1 = 1
c

∑c
i=1H(Si).

• To ensure a representation separation among nodes, meaning the assignment should

not assign all the nodes a same way, we maximize the entropy of node assignment

patterns across all nodes: LE2 = −1
c

∑c
i=1H(

∑n
j=1 Sij).

• To make the assignment along temporal axis smoother, we penalize assignment

variances within a small time window [t̂, t̂ + τ ]: LT = 1
t−τ

∑t−τ
t̂=0 σ(S[t̂,t̂+τ ]), where σ

represents standard deviation.

Together with cross-entropy classification loss LCE, the final loss function of the model

becomes Lreg = α1LCE + α2LE1 + α3LE2 + α4LT ,
∑

i αi = 1. However, none of these

regularization terms lead to much of a difference.

Choosing the number of GNN layers The total number of temporal layers depends

on the input signal length since each strided TCN layer reduces the temporal length by

a factor of two: if the input length is 2i, there need to be i temporal layers. But is

alternating every TCN with GNN the best strategy, or do we only need to follow one

GNN after a few TCNs? We study this question with different input lengths.

Model weighted F1 are plotted in fig. 3.8 for all possible GNN to total TCN ratios

(e.g. length-256 inputs requires 8 TCN layers. The possible ratios are 1
8
, 1
4
, 1
2
, 1 since we

can insert one GNN per 8, 4, 2, 1 TCN layers). The figure shows alternating every layer

rarely yields the highest performance and the best ratio lies around one GNN per two
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Figure 3.8: Choosing the number of GNN to TCN layer ratio for different input lengths.
In most cases, two TCN layers per GNN layer results in the best model performance in
terms of F1.

TCN layers for our dataset. We repeat the experiment for K = 1, 3 (in eq. (3.3)) to rule

out the possibility that this result is related to how many neighbors one GNN layer can

reach; we find they have roughly the same pattern as the K = 2 case. We hypothesize

that a lower GNN to TCN ratio does not capture enough spatial context, while higher

ones might be overfitting. We leave exploring the relationship between this ratio and the

number of nodes N to a future study.

The best GNN to TCN ratio also depends on whether model incorporates latent adja-

cency matrices or not: without Aadp, length-128 signals achieves its relative best (among

all ratios) when having one GNN per two TCNs, but it only needs one GNN per three

TCNs if using Aadp. This shows learning latent structures Aadp not only improves overall

model accuracy but can also reduce model parameters, thus complexity, in achieving

better results.
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Choosing the number of soft-assignment clusters During our experiments, we

find that as long as the smoothing module is used, the final performance will be close

to each other, only the convergence rates are different. Fig. 3.9b shows how validation

loss converges with different c (cluster number) or when there is no smoothing module.

From it, we can observe that halving the numbers (100-50-25-12) is the most helpful

setting, and we use it for our other experiments; decreasing the numbers (160-120-80-40)

or all larger numbers (all 100) works better than increasing the numbers (12-25-50-100)

or all smaller numbers (all 12). With the inner cluster smoothing module, all cluster

number settings converge to around 0.23 at their smallest when trained for 30 epochs;

their test weighted F1 range from 89.47 (model with 12-25-50-100) to 90.85 (model with

100-50-25-12).

On the contrary, if no smoothing module is used, the model overfits easily, and the

validation loss can only reach about 0.4 before going up (with the best set of learning

rate and weight decay parameters found with grid search). Understandably, the model

is prone to overfitting given the complexity of GNN and the relatively small dataset size.

However, our added inner cluster smoothing module effectively counters the effect and

further brings the loss down in a stable manner.

II. Model comparisons

Since we adopt a network view to studying the brain, where brain regions are treated

as graph nodes, we source our baselines from graph models. To do so, we examined

all models in PyTorch Geometric (PyG)2 and its temporal extension (PyG-T)3 as they

contain the most up-to-date and well-organized open-source graph neural network model

implementations. In particular, we compare our model with the vanilla GCN from [54],

2https://pytorch-geometric.readthedocs.io/
3https://pytorch-geometric-temporal.readthedocs.io/
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(a) (b)

Figure 3.9: (a) adding inner cluster smoothing or input-dependent adaptive adjacency
matrix makes the model more stable across various learning rates (results shown are from
length-16 inputs). (b) Validation loss v.s. training epochs. Input length is 256, and four
smoothing modules are used. Legends are the soft-assignment cluster numbers of the four
smoothing modules. Our other experiments use decreasing cluster numbers that halved
at each module, corresponding to the 100-50-25-12 choice here.

Chebyshev Graph Convolutional Gated Recurrent Unit (GConvGRU) from [57], Graph-

SAGE from [68], GAT V2 from [67] and Graph Transformer as in [69]. Baseline models

are constructed similar to ours: each has four graph encoding layers taking in both sig-

nals and adjacency matrices, followed by two linear layers along the node axis and two

linear layers for the final classification. We train baseline models with the same input,

loss, optimizer, and epoch settings (all models are well-converged). Grid search is used to

optimize the rest of the hyperparameters. We compare weighted F1 and training time per

epoch in table 3.3; we also plot our model and Graph Transformer’s confusion matrices

in fig. 3.7.

Our model shows significant performance gains and requires less training time than

graph baselines. We believe the most critical reason is that the models in PyG treat

temporal signals as feature vectors instead of placing them into a separate temporal

dimension. Without sequence modeling on the temporal dimension, even the state-of-
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Table 3.3: Model comparisons with length-256 inputs.

Model Weighted F1
Training time
(s / epoch)

GCN [54] 42.84 713
GAT V2 [67] 50.36 1142

GConvGRU [57] 56.05 9886
GraphSAGE [68] 61.87 1048

Graph Transformer [69] 66.11 1890
MVTS Transformer [70] 88.16 39

ReBraiD (proposed: TCN + GNN) 90.85 298
ReBraiD (TCN only) 71.98 119

ReBraiD (TCN + CNN) 75.79 124

the-art graph attention models (GAT-v2 and graph Transformer) cannot perform well.

In addition, almost all models in PyG-T assume one common graph for the inputs (appli-

cation scenarios are traffic network forecasting, link predictions, etc.), whereas we need

to feed different SC for every sample. Out of them, we were able to choose one model

(GConvGRU) that supports different adjacency matrices, but it didn’t give a satisfac-

tory result. Our proposed ideas of sample-level adaptive adjacency matrix learning and

multi-resolution inner cluster smoothing help capture latent brain dynamics and improve

performance. The higher model performance here reflects a better encoding ability of

brain signals, which can benefit different downstream tasks such as disease and trait

prediction.

In addition to graph baselines, we also tested the state-of-the-art model for multi-

variate time series classification (MVTS Transformer [70]), which has comparable per-

formance to ours. This stresses the critical role of temporal modeling when dealing with

dynamic signals, so we tested our model without GNN layers. We experiment with both

removing GNN layers altogether and replacing them with 1 × 1 CNN layers: both out-

perform graph models that focus on the spatial modeling aspect. Although these results
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demonstrate that temporal modeling is crucial, adding graph modeling that includes

signals’ spatial relationships, as proposed, can further improve the performance. Since

the MVTS Transformer model has projections to generate queries, keys, and values from

the input sequence, it can also implicitly learn spatial relationships between variables

(nodes). On the other hand, explicitly adding graph components allows the model to

utilize prior structures (e.g., SC). The attribution of graph models can also provide better

interpretability of brain networks, such as identifying critical region connections, as we

will discuss in the following section.

3.3 Graph Attribution and Interpretations

In this section, we introduce how we leverage graph attribution, in particular, inte-

grated gradients, to attribute and interpret the importance of both spatial brain ROIs

and temporal keyframes, as well as heterogeneities among brain ROIs, tasks, and sub-

jects. These can open up new opportunities for identifying biomarkers for different tasks

or diseases and markers for other complex scientific phenomena.

3.3.1 Attribution with IG (Integrated Gradients)

Understanding how signals in different brain regions contribute to the final classifi-

cation outputs has many important applications in neuroscience, as we have mentioned.

As one approach to model interpretability, attribution assigns credits to each part of the

input, assessing how important they are to the final predictions. [71] gives an extensive

comparison between different graph attribution approaches, in which IG [59] is top-

performing and can be applied to trained models without any alterations of the model

structure. IG also has other desirable properties, such as implementation invariance,

that other gradient methods lack. It is also more rigorous and accurate than obtain-
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ing explanations from attention weights or pooling matrices that span multiple feature

channels. Intuitively, IG calculates how real inputs contribute differently compared to

a selected baseline; it does so by aggregating model gradients at linearly interpolated

inputs between the real and baseline inputs.

In order to apply IG, we calculate attributions at each point of both input A ∈ RN×N

and X ∈ RN×T for each sample:

AttrGvw = (Gvw − G ′
vw) ×

M∑
m=1

∂F (GIntrpl)

∂GIntrplvw

× 1

M
,

G = (A,X), GIntrpl = G ′ +
m

M
× (G − G ′)

(3.6)

F (G) here represents our signal classification model, M is the step number when

making Riemann approximation of the path integral, and G ′ is the baselines of G (see

section 3.3.2 for more details). Note that eq. (3.6) calculates the attribution of one edge

or one node on one sample. The process is repeated for every input point, so attributions

AttrA,AttrX have identical dimensions as inputs A,X. To obtain the brain region

importance of a task, we aggregate attributions across multiple samples of that task.

3.3.2 Experiments

This section studies the contributions of different brain ROIs and subnetworks defined

by their functionalities. For the subnetwork definition, we choose to use the 17 networks

specified in [1], which has a mapping from our previous 200-ROI parcellation4. To select

baseline inputs, we follow the general principle for attribution methods: when the model

takes in a baseline input, it should produce a near-zero prediction, and Softmax(outputs)

should give each class about the same probability in a classification model. All-zero

baselines A′ and X ′ can roughly achieve this for our model, so we choose them as our

4https://github.com/ThomasYeoLab/CBIG/blob/master/stable projects/brain parcellation
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baseline inputs. Step number M is set to 30. The IG computation is done on 900 inputs

for each task to get an overall distribution.

The extracted high-attribution regions and connections should be reproducible across

different initializations to be used for downstream tasks. Since the overall problem is

non-convex, we empirically test and confirm the attribution reproducibility with two

randomly initialized models before proceeding to the following analyses. In addition, [71]

demonstrates IG’s consistency (reproducibility among a range of hyperparameters) and

faithfulness (more accurate attribution can be obtained with better-performing models).

Since our model has higher performance with longer inputs, we compute IG attributions

of a model trained on length-256 input signals in this section.

I. Temporal importance

On the single input level, we can attribute which parts of the inputs in Gi are more

critical in predicting the target class by looking into (AttrX)i. This attribution map

not only shows which brain regions contribute more but also reveals the important signal

frames. One critical drawback of fMRI imaging is its low temporal resolution, but if we

know which part is more important, we can turn to more temporally fine-grained signals

such as EEG to see if there are any special activities during that time. To confirm that

the attributions we get are valid and consistent, we perform a sanity check of IG results on

two overlapped inputs with an offset τ : the first input is obtained from window [t0, t0+T ]

and the second is obtained from window [t0 + τ, t0 + τ + T ]. Offset-aligned results are

shown in fig. 3.10a, in which the attributions agree with each other quite well.

II. Spatial importance

We examine the connection importance between brain ROIs by looking at AttrA.

In particular, columns in AttrA with higher average values are sender ROIs of high-
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(a) (b)

Figure 3.10: (a) Temporal importance sanity check of IG results on two pieces of
inputs with a large overlap period. Attribution maps are offset-aligned. (b) AttrX

distributions across 17 brain subnetworks (defined as in [1]) for VWM.

contributing connections, which is what matters in the GNN operation. We also explore

why using random graph adjacency matrices (setting (v) in section 3.2.3) can produce

a similar result for length-256 inputs compared to using both SC-induced Ai and Ai adp

(setting (i)). By examining AttrA under both settings (fig. 3.11), we see that the column

averages of AttrA under these two settings are similar for almost all tasks, meaning the

model can learn the important signal sending regions relatively well even without explicit

structures. We credit this ability primarily to multi-resolution inner cluster smoothing, as

the performance drops notably without it (setting (vii)). However, using ground truth SC

not only gives us higher performance for shorter inputs but also provides the opportunity

to interpret brain region connections better. We can directly use task-averaged AttrA

as the weighted adjacency matrix to plot edges between brain ROIs, just as in fig. 3.12.

Important discriminatory brain regions obtained from AttrA mostly comply with the

previous literature:

• Resting state: The top attributed ROIs belong to the default mode network, which

57



Modeling through Graph Neural Networks: Structural Connectivity and Dynamic fMRI Chapter 3

is regarded salient during the resting state [37].

• VWM: The dominant attributions are from visual regions and posterior parietal

regions, which complies with [72].

• DYN: Attributions from our model suggest regions along the cingulate gyrus (defaultA-

SalValAttnB-ContA-ContC-defaultC), as well as peripheral visual and somatomo-

tor regions. Literature suggests anterior cingulate cortex (ACC) to be active [73]

and posterior cingulate cortex (PCC) to be inactive [74] during visual attention

tasks. This means both regions provide discriminative information about the DYN

states, which is what our attribution method votes for.

• DOT: Important ROIs from our analysis are located in control networks, in par-

ticular both ACC and PCC, as well as in the peripheral visual system. In the

literature, dorsal and rostral regions of the ACC are proven to be involved with

dot-probe performance [75, 76].

• MOD: Our important ROIs are mostly in temporal-parietal regions and default

mode network (anatomically frontoparietal), and literature suggests similar regions:

parietal [77] and prefrontal [78].

• PVT: Our top attributed ROIs belong to control networks, attention networks,

and somatomotor regions. This is similar to [79], where both attention and motor

systems are considered important.

In addition to AttrA, AttrX can also provide insights on spatial importance when

the attribution maps are aggregated along the temporal dimension. But it does so from

another perspective: based on how the model takes in the inputs, larger AttrA implies

critical structural connections between brain regions, meaning that information passing
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Figure 3.11: Column averages of task-averaged AttrA (mapped into 34 subnetworks
defined by the 17-network parcellation with left, right hemispheres). The top row is
obtained from real SC-induced A and the bottom row is obtained from random SC-
induced Arand. Attributions are normalized to [0, 1]. Tasks are: Rest, VWM, DYN,
DOT, MOD, PVT from left to right.

Figure 3.12: ROI attributions from AttrA and AttrX . (Task order is the same as
fig. 3.11). Edge color and width are based on task-averaged AttrA ∈ R200×200, and node
color and size are based on task and temporal-averaged AttrX ∈ R200. For visualization,
only edges with highest attributions are shown (the resulting sparsity reduces to 0.009
from 0.196).

between those regions is deemed essential in classifying task states. In contrast, larger

AttrX reveals regions or subnetworks that are sources of the important signals : it does

not matter if the signal activities propagate from one region to another. Instead, the

signals themselves are crucial for differentiating between task states. We notice that

signal-important ROIs are not necessarily the same as connection-important ROIs: top-

ranked subnetworks for resting state are DefaultA and DefaultB by AttrA, and VisCent

and DorsAttnA by AttrX ; although they do coincide with each other for tasks like VMN.

This disparity is reflected in fig. 3.12 as edge and node differences. Another observation
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is that DYN and PVT have similar AttrA patterns; both have a high attribution on

connections originating from visual, control, and somatomotor systems. But when look-

ing at AttrX , DYN and PVT are extreme opposites. For example, PVT has a very high

AttrX for a few ROIs in LH SomMotA, DorsAttnA TempOcc, and RH VisCent ExStr,

while DYN has very low AttrX for them. This suggests that the model uses these

ROIs’ activities to distinguish between the two tasks. Therefore, the attributions are not

absolute but relative to what they are compared against. As a result, when identifying

biomarkers with attribution, it is crucial to have contrasts—for example, different tasks,

different disease states, etc.

In fig. 3.10b, we plot the distribution of time-averaged and subnetwork-averaged

(mapping 200 ROIs into 17 subnetworks) AttrX during the VWM task. We can see

the clear dominance of VisCent, DorsAttnA, and ContA subnetworks (numbered as 1, 5,

11), indicating signals from these regions are useful for the model to decide if the input is

from the VWM task. More informative than the rankings is the distribution itself: even

though VisCent, DorsAttnA, and ContA ranked top 3 for both resting state and VWM

for signal attributions, their relative importance, and attribution distribution variances

are drastically different. In a sense, the distribution can act as a task fingerprint based

on brain signal states.

III. Group, session, and region heterogeneity

Average variances of attributions are very different across tasks, especially those of

AttrX : VWM and DYN have much smaller attribution variances compared to other

tasks. This can be caused by either task dynamics when certain tasks have more phase

transitions and brain status changes, or/and group heterogeneity when individuals carry

out specific tasks more differently than others. We investigate this by examining three

subjects that have multiple scan sessions for every task.
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Figure 3.13: 34 subnetworks’ AttrX distributions of 3 subjects performing the VWM
task (left) and the MOD task (right). Outliers that go beyond [Q1−1.5 IQR, Q3+1.5 IQR]
are omitted. VWM has a much smaller average attribution variance than MOD.

We report the following findings: (1) Even only aggregating attributions over a single

subject’s sessions, attribution variances of the other four tasks are still larger than VWM

and DYN. And these variance values are comparable to that of aggregating over many

subjects. This means the large variances are not mainly due to group heterogeneity;

rather, some tasks have more states than others. (2) There is still group heterogeneity

apart from different task dynamics, and group heterogeneity is also more evident for

tasks with more dynamics (high attribution variances). We can see from fig. 3.13 that

attributions for VMM are much more concentrated and universal across subjects than

that of MOD. (3) Flexibility of different subnetworks varies: subnetworks with small

distribution IQR (interquartile range) of the same subject’s different sessions are also

more consistent across subjects. One example is that subnetwork 18 during the MOD

task has both higher within-subject IQR and more significant across-subject differences

than subnetwork 19. This indicates that for a particular task, some subnetworks are

more individual and flexible (may activate differently across time), while others are more

collective and fixed. In summary, we can find both critical regions that a particular task

must rely on and regions that can characterize individual differences during tasks.
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(a) A (b) Simulation (i) AttrX of 200 nodes

(c) Simulation (i) Aadp of 200 nodes

(d) Simulation (ii) Aadp and AttrA of 200 nodes

Figure 3.14: (a) A typical adjacency matrix for simulated graph signals. (b) Task
averaged AttrX of simulation (i). Attribution values are normalized. (c) Task averaged
Aadp of simulation (i) and its entry averages per column. (d) Task averaged Aadp and
task averaged AttrA of simulation (ii). Attribution values are normalized.

IV. Simulation study

To validate the results of our interpretations, we perform simulation studies with

known ground truth. All graphs are generated with SBM (stochastic block model) using

the same community structure (200 nodes, 10 communities), but each graph has its own

adjacency matrix. This generation process mimics brain structures in that samples share

similar community structures but have distinct structural connectivities. Fig. 3.14a

shows a typical adjacency matrix of a synthetic graph. All adjacency matrices are bi-

nary. Time-series on each node are then generated with code adapted from pytorch-gnn

62



Modeling through Graph Neural Networks: Structural Connectivity and Dynamic fMRI Chapter 3

repository 5. In particular, the value at each time step of each node is a small temporal

Gaussian random noise plus signals from neighbors’ (a small spatial Gaussian noise is

added to the adjacency matrix) previous step.

Simulation (i) We create two classes for this simulation. In class one, only the first

three communities (nodes 1–60) generate small temporal noises, and other nodes are

only affected by neighbors. In class two, only the last three communities (nodes 141–

200) generate small temporal noises, and other nodes are only affected by neighbors. We

visualize the task aggregated AttrX and Aadp and in figs. 3.14b and 3.14c. The signals

are characterized well in AttrX . For the generated series, signals are more important

in node 1–60 for class 1 and 141–200 for class 2: Aadp finds this pattern and helps

propagate signals in these regions better. We notice that AttrA is mostly random, with no

apparent patterns. This is consistent with the graph signal generation: when aggregating

information from neighbors, all connected edges are weighted the same (binary); thus,

the connections do not affect generated signals. We perform the following study to

understand the opposite effect.

Simulation (ii) We again create two classes for the simulation: in class one, connec-

tions from nodes 61–100 are strengthened; in class two, connections from nodes 101–140

are strengthened. The weights of strengthened edges are increased from 1 to 5 during

signal generation. However, the model still takes in binary adjacency matrices as inputs

(processed as mentioned in section 3.2.1 before feeding to the model). We visualize the

task aggregated Aadp and AttrA in fig. 3.14d. This time the connection differences are

reflected in AttrA. Signals in node 61–100 for class 1 or 101–140 for class 2 are less im-

portant because stronger connections can send these signals out: this results in smaller

5https://github.com/alelab-upenn/graph-neural-networks
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values for corresponding columns in Aadp. Combined with the previous simulation re-

sults, this suggests that strong signal-sending regions or regions with weak connections

that are over-reflected in the graph adjacency matrix tend to have higher Aadp values. In

other words, Aadp complements both signals and connections to encode latent dynamics,

while attributions obtained from IG are better at interpreting the modalities separately.

3.4 Conclusion

This chapter proposes ReBraiD, a high-performing and efficient graph neural net-

work model that embeds both structural and dynamic functional signals for a more

comprehensive representation of brain dynamics. To better capture latent structures,

we propose sample-level adjacency matrix learning and multi-resolution inner cluster

smoothing. Apart from quantitative results showing ReBraiD’s superiority in represent-

ing brain activities, we also leverage integrated gradients to attribute and interpret the

importance of both spatial brain regions and temporal keyframes. The attribution also

reveals heterogeneities among brain regions (or subnetworks), tasks, and individuals.

These findings can potentially reveal new neural basis, biomarkers of tasks or brain dis-

orders when combined with behavioral metrics. They can also enable more fine-grained

temporal analysis around keyframes when combined with other imaging techniques and

extend to different scientific domains with sample (subject) heterogeneity.
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Chapter 4

Going Beyond Brain Modalities:

Reconstructing Observed Complex

Images from Brain Activities

Understanding how the brain encodes external stimuli and how these stimuli can be

decoded from the measured brain activities are long-standing and challenging questions in

neuroscience. In this chapter, we focus on reconstructing the complex image stimuli from

fMRI (functional magnetic resonance imaging) signals, and will also briefly touch upon

the encoding direction. Unlike previous works that reconstruct images with single objects

or simple shapes, our work aims to reconstruct image stimuli that are rich in semantics,

closer to everyday scenes, and can reveal more perspectives. However, data scarcity of

fMRI datasets is the main obstacle to applying state-of-the-art deep learning models

to this problem. We find that incorporating an additional text modality is beneficial

for the reconstruction problem compared to directly translating brain signals to images.

Therefore, the modalities involved in our method are: (i) voxel-level fMRI signals, (ii)

observed images that trigger the brain signals, and (iii) textual description of the images.
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To further address data scarcity, we leverage an aligned vision-language latent space pre-

trained on massive datasets. Instead of training models from scratch to find a latent

space shared by the three modalities, we encode fMRI signals into this pre-aligned latent

space. Then, conditioned on embeddings in this space, we reconstruct images with a

generative model. The reconstructed images from our pipeline balance both naturalness

and fidelity: they are photo-realistic and capture the ground truth image contents well.

In the following sections, we first validate our main argument: incorporating text

modality into brain visual encoding/decoding process is beneficial (section 4.1), then we

present our brain decoding pipeline (section 4.2), and finally, briefly demonstrate that

brain encoding process can be performed with the same central principle (section 4.3).

Understanding the importance of semantic representation of human visual system can

lead to many future research, and we discuss some of them in section 4.4.

4.1 Incorporating Additional Text Modality

In an effort to understand visual encoding and decoding processes, researchers in

recent years have curated multiple datasets recording fMRI signals while the subjects

are viewing natural images [80, 81, 82, 83]. In particular, the Natural Scenes Dataset

(NSD [80]) was built to meet the needs of data-hungry deep learning models, sampling at

an unprecedented scale compared to all prior works while having the highest resolution

and signal-to-noise ratio (SNR). In addition, all the images used in NSD are sampled

from MS-COCO [84], which has far richer contextual information and more detailed

annotations compared to datasets that are commonly used in other fMRI studies (e.g.,

Celeb A face dataset [85], ImageNet [86], self-curated symbols, grayscale datasets). This

dataset, therefore, offers the opportunity to explore the decoding of complex images that

are closer to real-life scenes.

66



Going Beyond Brain Modalities: Reconstructing Observed Complex Images from Brain Activities
Chapter 4

Human visual decoding can be categorized into stimuli category classification [87],

stimuli identification [88], and reconstruction. We focus on stimuli reconstruction in

this study. Different from previous efforts in reconstructing images from fMRI [89, 90,

91, 92, 93, 82, 94], we approach the problem with one more modality, that of text. The

benefits of adding the text modality are threefold: first, the brain is naturally multimodal.

Research [95, 96, 97] indicates that the brain is not only capable of learning multisensory

representations, but a larger portion of the cortex is engaged in multisensory processing:

for example, both visual and tactile recognition of objects activate the same part of the

object-responsive cortex [98]. Visual-linguistic pathways along the border of the occipital

lobe [99] also bring a more intertwined view of the brain’s representation of these two

modalities. Second, multimodal deep models tend to explain the brain better (having

higher representation correlations) than the visual-only models, even when compared

with activities in the visual cortex [100]. Lastly, our goal is to reconstruct complex

images that have multiple objects in different categories with intricate interactions: it is

natural to incorporate contextual information as an additional modality.

Instead of training a model to map all three modalities (fMRI, image, text) to a

unified latent space, we propose to map fMRI to a well-aligned space shared by image

and text, and use conditional generative models to reconstruct seen images from repre-

sentations in that space. This design addresses the data scarcity issue of brain datasets

by separating fMRI from the other two modalities. In this way, a large amount of data

is readily available to learn the shared visual-language representation and to train a gen-

erative model conditioned on this representation. Furthermore, pre-trained models can

be utilized to make the whole reconstruction pipeline more efficient and flexible.

Recent developments in contrastive models allow more accurate embeddings of im-

ages and their semantic meanings in the same latent space. This performance is realized

using massive datasets: models such as CLIP [101] and ALIGN [102] utilize thousands of
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Figure 4.1: Category-wise AUC-ROC of multi-label classifiers that predicts from four
different signal/embedding sources. The first 80 categories are “things categories” and
the last 91 are “stuff categories” in COCO.

Table 4.1: Numerical AUC-ROC values of the classifiers presented in fig. 4.1.

AUC-ROC ”things” categories ”stuff” categories Overall
Performance w.r.t.

fMRI (%)

CLIP 0.9718 ± 0.0266 0.8973 ± 0.0639 0.9318 ± 0.0624 112.36
fMRI 0.8704 ± 0.0557 0.7937 ± 0.0824 0.8293 ± 0.0807 100.00

fMRI-mapped CLIP 0.8468 ± 0.0604 0.7817 ± 0.0733 0.8119 ± 0.0748 97.90
ResNet-50 0.7061 ± 0.0736 0.7032 ± 0.0719 0.7044 ± 0.0725 84.94

fMRI-mapped ResNet-50 0.5410 ± 0.1106 0.5520 ± 0.0941 0.5469 ± 0.1020 65.95

millions of image-text pairs for representation alignment. In comparison, brain imaging

datasets that record pairs of images and fMRI range from 1.2k to 73k samples, making

it difficult to learn brain encoding and decoding models from scratch. However, we can

utilize aligned embeddings obtained from pre-trained contrastive models as the interme-

diary and generate images conditioned on these embeddings. In what follows, we show

that utilizing rich semantic space, in particular, the CLIP space, better captures brain

dynamics than the traditional image latent space.
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4.1.1 CLIP Space as the Intermediary

In this section, we show that multimodal embedding space, particularly the CLIP

space, is beneficial for brain signal decoding. To this end, we trained a set of multi-label

category classifiers to classify if a certain object category exists in the image based on the

following inputs: (1) image-triggered fMRI xfmri ∈ R15724; (2) image CLIP embeddings

himg ∈ R512; (3) CLIP embeddings mapped from image-triggered fMRI h′
img ∈ R512; (4)

image ResNet embeddings ResNet(ximg) ∈ R2048 (obtained from Layer4, the final block

before fully connected layers). All classifier models consist of 3 linear layers with ReLU

activations in between, and finish with a Sigmoid activation. For fMRI signals, we use

(2048, 512) as the hidden dimension; for CLIP embeddings (setting (2) and (3)), we use

(384, 256) as hidden dimensions; and for the ResNet embedding, we use (512, 256) as

hidden dimensions. The final output covers 171 classes, including 80 things categories

(bounded objects, like “person”, “car”), and 91 stuff categories (mostly unbounded ob-

jects, like “tree”, “snow”).1 Binary cross-entropy loss is used for each class to predict its

existence in the input image.

Fig. 4.1 shows the category-wise AUC-ROC. The result demonstrates that CLIP

embeddings contain the most object-level information about the image out of all the input

sources. Following it, fMRI signals are also surprisingly very predictive, considering they

carry a lot of noise. The performance discrepancy between settings (2) and (3) is minimal,

meaning mapping fMRI signals into the CLIP space retains most of the fMRI signals’

information: this provides strong support for the validity of our design. Lastly, ResNet

embeddings perform poorly compared with other input sources. Therefore, even with

a perfect mapping model, projecting fMRI signals into this space will lose information

about the image since the expressiveness of the embedding is bounded by the lower

1Please refer to https://github.com/nightrome/cocostuff/blob/master/labels.txt for the full category
list.
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Figure 4.2: Sample-wise AUC-ROC of multi-label classifiers that predicts from five
different signal/embedding sources as the number of samples in stimulus images increases.

performer. In addition, we note that both CLIP embeddings and fMRI have poorer

performance on stuff categories than on things categories, whereas ResNet embeddings

do not. This can indicate brain signals align better with the multimodal CLIP space

than with single-modality ResNet space. In addition, when the number of objects in

the image increases, per-sample classification performance using CLIP, fMRI, and fMRI-

mapped CLIP vector as inputs gradually decreases (the only difference is the single-object

case). In contrast, ResNet inputs do not exhibit this property (fig. 4.2). We hypothesize

that CLIP vectors can better mimic the cognitive overload when the scene becomes more

crowded. Previous brain signal decoding work utilizing pre-trained generators all relied

on image-only embedding spaces (ResNet-50 [92], VGG19 [94]), and we believe moving

to a multimodal latent space is a crucial step towards better brain signal decodings.

Similar to our conclusion here, previous evidence also suggests that the brain represents

thousands of object categories by organizing them into a continuous semantic similarity

space that is mapped systematically across the visual cortex [103], and a very recent
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work proposes that a central objective of the visual system is transforming visual input

into rich semantic scene descriptions [104].

4.2 Brain Decoding

To the best of our knowledge, this is the first work on reconstructing complex images

from human brain signals. It provides an opportunity to study the brain’s visual decoding

in a more natural setting than using object-centered images. Compared to previous

works, it also decodes signals from more voxels and regions, including those outside the

visual cortex, that are responsive to the experiment. This inclusion allows us to study

the behavior and functionality of more brain areas. We address the data scarcity issue

by incorporating additional text modality and leveraging pre-trained latent space and

models. For the reconstruction, we focus on semantic representations of the images while

taking low-level visual features into account. Our results show we can decode complex

images from fMRI signals relatively faithfully. We also perform microstimulation on

different brain regions to study their properties and showcase the potential usages of the

pipeline.

4.2.1 Method

Our overall pipeline is shown in fig. 4.3. We use pre-trained CLIP image and text

encoders to provide the representations of image stimuli and their captions. we first

map fMRI signals to these CLIP embeddings, then pass these vectors to a conditional

generative model for image reconstruction.
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(a) (b)

Figure 4.3: The pipeline for reconstructing seen images from fMRI signals. (a) details
different components, from collected data to the reconstructed image. The pipeline is
trained in two stages: during the first stage, mapping models fmi, fmc are trained to
encode fMRI activities into the CLIP embedding space. In the second stage, conditional
generator G and contrastive discriminator D are finetuned while both fmi, fmc are kept
frozen. (b) shows the image generation process once models are trained.

I. Caption screening

Each image ximg in the COCO dataset has five captions {xcap1 , · · · ,xcap5} collected

through Amazon’s Mechanical Turk (AMT), and in nature, these captions vary in their

descriptive ability. Fig. 4.4 shows a sample image with its five captions, and we can tell

captions (2) and (3) are more objective and informative than caption (4) when it comes

to describing the content of that image, thus are more helpful to serve as the image

generation condition. We utilize pre-trained CLIP encoders to screen the high-quality

captions since representations in the CLIP space are trained to be image-text aligned.

A caption with an embedding more aligned to the image embedding is more descriptive

than a less aligned one; it is also less general and more specific to this particular image

because of the contrastive loss in CLIP. For the screening, we pass each image together

with its five captions to the CLIP model, which outputs corresponding probabilities that

the captions and image are proper pairs. We keep captions with probabilities larger than
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Figure 4.4: Image caption screening through CLIP encoders. For this sample, threshold
is put at half of the largest probability: 0.5 × 0.519. Therefore, captions (2) and (3) of
the image are kept.

half of the highest probability. After screening out less informative captions, we have one

to three high-quality captions per image.

II. Mapping fMRI signals to CLIP space

Each fMRI signal that reflects a specific image is a 3D data volume, and the value on

position (i, j, k) is the relative brain activation on this voxel triggered by the image. We

apply an ROI (region of interest) mask on this 3D volume to extract signals of cortical

voxels that are task-related and have good SNRs. The signal is then flattened into a 1D

vector and voxel-wise standardized within each scan session. The end results xfmri are

used by our image reconstruction pipeline. We choose to use the ROI with the widest

region coverage, and the length N of xfmri ranges from 12682 to 17907 for different brains

in the NSD dataset.

Our goal is to train two mapping models, fmi and fmc in fig. 4.3 (collectively denoted

as fm), that encodes xfmri ∈ RN to himg = Cimg(ximg) ∈ R512 and hcap = Ctxt(xcap) ∈ R512

respectively. Here Cimg, Ctxt are CLIP image and text encoders, and xcap is one of the

image captions chosen randomly from the vetted caption pool. We construct both fm as a

CNN with one Conv1D layer followed by four residual blocks and three linear layers. The

training objective is a combination of MSE loss, cosine similarity loss, and contrastive

loss on cosine similarity. We use the infoNCE definition [105] of contrastive loss, for the
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ith sample in a batch of size B:

Contra(a(i), b(i)) = −Ei

[
log

exp(cos(a(i), b(i))/τ)∑B
j=1 exp(cos(a(i), b(j))/τ)

]
(4.1)

For the mapping model fmi that encodes fMRI to image embeddings, we have h
(i)
img

′
=

fmi(x
(i)
fmri). The training objective is:

Lmi = Ei

[
α1||h(i)

img

′
− h

(i)
img||

2
2 + α2(1− cos(h

(i)
img

′
,h

(i)
img))

]
+ α3Contra(h

(i)
img

′
,h

(i)
img), (4.2)

where τ, α1, α2, α3 are non-negative hyperparameters selected through sweeps. The loss

Lmc for caption embedding mapping model fmc is defined similarly. Although CLIP

embeddings are trained to be aligned, there are still systematic differences between image

and text embeddings, with embeddings under each modality showing outlier values at a

few fixed positions. In addition, we also notice the generated images emphasize either

image content (object proximity, shape, etc.) or semantic features depending on which

condition we use. Therefore, including both embeddings as the conditions for a generator

can cover both ends, and that is why we train two mapping models for the two modalities.

Since the outlier indices are fixed for each modality across images, clipping the value

should not affect image-specific information. Therefore, before normalizing the ground

truth embeddings into unit vectors, we set h = clamp(h,−1.5, 1.5). This can greatly

improve the mapping performance during training. See fig. 4.5 for the visualizations of

CLIP embeddings that show image and text embedding differences, effect of thresholding

(as well as effects of image augmentation and random caption selection that will be

discussed later).
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(a)

(b)

(c)

Figure 4.5: CLIP vector visualizations and thresholding. (a) before (left column) v.s.
after (right column) thresholding at ±1.5 to remove outliers. There are systematic
differences between CLIP image embeddings and text embeddings; the outliers
typically occur at the same positions for each modality. (b) the caption screening process
can make the kept caption embeddings more aligned. (b)1 and (b)2 are from the same
sample, only difference is the screening process. (c) (thresholded) embeddings of the
same image with different augmentations; embeddings of same image’s different screened
captions. All embeddings are shown the first 200 values for visualization purposes.

III. Image reconstruction with CLIP embedding conditioning

The mapping models output fMRI-mapped CLIP embeddings h′
img and h′

cap that

serve as conditions for the generative model. We aim to generate images that have

both naturalness (being photo-realistic) and high fidelity (can faithfully reflect objects

and relationships in the observed image). Our generation model is built upon Lafite

[106], a text-to-image generation model: it adapts unconditional StyleGAN2 [107, 108]

to conditional image generation contexted on CLIP text embeddings.

In our generator G, both conditions h′
img and h′

cap are injected into the StyleSpace:

each of them goes through two fully connected (FC) layers and is transformed into con-

dition codes cimg and ccap. These condition codes are max-pooled and then concatenated
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with the intermediate latent code w ∈ W , which is obtained from passing the noise vector

z ∈ Z through a mapping network (see fig. 4.3). Using a mapping network to transform

z into an intermediate latent space W is the key of StyleGAN as W is shown to be much

less entangled than Z [109]. The conditioned style s is then passed to different layers of

G as in StyleGAN2, generating image ximg
′:

s = w||max(cimg, ccap), ximg
′ = G(s). (4.3)

We align the semantics of generated ximg
′ and condition vectors by passing ximg

′ through

pre-trained CLIP encoders and apply contrastive loss (eq. (4.5) Lc2) between them. For

further alignment of the lower-level visual features, such as prominent edges, corners and

shapes, we also pass the image through resnet50 and align the position-wise averaged

representation obtained from Layer2 (eq. (4.5)Lc3).

The discriminator D has three heads that share a common backbone: the first head

Dd classifies images to be real/fake, the second and the third semantic projection heads

Dsi, Dsc map ximg
′ to h′

img and h′
cap. The latter two ensure the generated images are

faithful to the conditions. It is also shown that contrastive discriminators are useful

for preventing discriminator overfitting and improving the final model performance [110,

111]. Applying contrastive loss (eq. (4.5) Lc1) between the outputs from discriminator

semantic projection heads and the condition vectors fed to G can therefore help stabilize

the training. To summarize the objective function, the standard GAN loss is used to

ensure the naturalness of generated ximg
′:

LGANG
= −Ei

[
log σ(Dd(x

(i)
img

′
))
]
,

LGAND
= −Ei

[
log σ(Dd(x

(i)
img)) − log(1 − σ(Dd(x

(i)
img

′
)))

]
,

(4.4)

where σ denotes the Sigmoid function. Meanwhile, contrastive losses are used to align the
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semantics of generated images and the fMRI-mapped condition vectors that supposedly

reside in the CLIP space:

Lc1 = Contra(Dsc(x
(i)
img

′
),h(i)

cap

′
) + Contra(Dsi(x

(i)
img

′
),h

(i)
img

′
),

Lc2 = Contra(Cimg(x
(i)
img

′
),h(i)

cap

′
) + Contra(Cimg(x

(i)
img

′
),h

(i)
img

′
),

Lc3 = Contra(ResNet(x
(i)
img

′
),ResNet(x

(i)
img))

(4.5)

The overall training objectives are:

LG = LGANG
+ λ1Lc1 + λ2Lc2 + λ3Lc3,LD = LGAND

+ λ1Lc1,

where λ1, λ2, λ3, are non-negative hyperparameters.

The whole generation pipeline, consisting of mapping models and GAN, is trained in

two stages. First, mapping models fmi and fmc are trained on fMRI-CLIP embedding

pairs. Next, starting from the trained mapping model weights and Lafite language-free

model weights, we modify the losses and model structure and finetune the conditional

generator. For the additional condition vector projection layers in G and semantic head

in D, we duplicate the weights in the existing parallel layers to make the model converge

faster. Note that Lafite is pre-trained on the Google Conceptual Captions 3M dataset

[112] then finetuned on the MS-COCO dataset, both of which are much larger than NSD.

Finetuning from it allows us to exploit the natural relationships between semantics and

images with sparse fMRI data. We can still utilize a two-stage training to compensate for

data scarcity even if no pre-trained conditional GAN like Lafite is available, for example,

when using a different generator architecture. Only this time, we should firstly train the

conditional GAN on a large image dataset with noise perturbed himg and hcap as the

pseudo input condition vectors.
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4.2.2 Results

I. Data and experimental setup

The NSD data is collected from eight subjects. We focus on reconstructing observed

scenes from a single subject’s brain signals. The reasons are twofold: first, it is more

accurate to utilize individual brain coordinates instead of mapping voxels into a shared

space, which can result in information loss during the process. More importantly, brain

encoding and perception are different among individuals. This project aims to get the

best reconstruction for a single individual, thus training models on one subject’s data.

Nevertheless, the commonality of this encoding process among the population is an ex-

citing topic for future explorations.

We use subject one from NSD: the available data contains 27750 fMRI-image sample

pairs on 9841 images. Each image repeats up to three times during the same or different

scan sessions. Note that brain responses to the same image can differ drastically during

the repeats (fig. 4.6). Although we use activities and signals interchangeably throughout

the chapter, what we mean are fMRI betas in the NSD dataset. Betas are not direct

measurements of BOLD (blood-oxygenation-level dependent) changes, but the inferred

activities from BOLD signals through GLM (general linear models). The reason for using

betas instead of direct measurements is that image stimuli are shown consecutively to

the subjects without prolonged delay, and activities triggered by the previous image can

interfere with the next one if there is no proper separation. Authors of NSD proved

the effectiveness of their GLM approach with much improved SNR in the betas over raw

measurements [80]. The dataset is split image-wise: 23715 samples corresponding to 8364

images are used as the train set, and 4035 samples corresponding to the remaining 1477

images are used as the validation set. Therefore, our pipeline never sees the image it

will be tested on during the training. We use 1pt8mm-resolution scans and only consider
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Figure 4.6: fMRI activities responding to two images, each repeating three times. The
figure only shows the activities of the first 200 voxels for visualization purposes.

fMRI signals from voxels in the nsdgeneral ROI provided by the dataset. This ROI covers

voxels responsive to the NSD experiment (voxels with high SNR) in the posterior aspect

of the cortex, and contains 15724 voxels for subject one (xfmri ∈ R15724). Images are all

scaled to 256 × 256.

Additional experiment settings, including hyperparameters of two training phases,

are provided in appendix A.2. Our experiments are conducted on one Tesla V100 GPU

and one Tesla T4 GPU. The code is publicly available.2

II. Mapping models from fMRI to CLIP embeddings

Evaluation criteria In the first training stage, mapping models fmi and fmc are

trained to encode fMRI signals to CLIP embeddings. We use two criteria to evalu-

ate the mapper performance to decide which one to use in the next stage. The first

criterion is FID (Fréchet Inception Distance) [113] between generated image and ground

truth using the trained mapper and a pre-trained generator. Given a Lafite model pre-

trained on MS-COCO (language-free setting), we can replace its conditional vector with

the outputs of our mapping models to generate images conditionally. These FIDs can

indicate the starting points of the finetuning processes: the lower the FID, the better

2https://github.com/sklin93/mind-reader
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the candidate model. Secondly, we use the success rate of image ”retrieval” in a batch of

size 300. For the ith sample in the batch, if the cosine similarity between h(i)′ and h(i) is

larger compared to between h(i)′ and h(j), j ̸= i, then it counts as one successful forward

retrieval. For backward retrieval, we count the number of correct matches of h(i) to all

h(j)′.

Configuration comparisons We tested different configurations on the mapping mod-

els, including: (1) Whether to place the threshold at ±1.5 as mentioned in section 4.2.1;

(2) When training fmi, whether to perform image augmentations (augmentation details

are listed in appendix A.2) before passing images through the CLIP encoder; (3) When

training fmc, whether to use the CLIP text embedding of a fixed caption, a random valid

caption, or use the average embedding of all valid captions; (4) Which loss function to

use: MSE only, cos (cosine similarity) only, Contra only, MSE+cos, MSE+cos+Contra;

(5) Whether auxiliary networks help. We tested adding an auxiliary discriminator with

GAN loss, as well as adding auxiliary expander networks with VICReg loss [114].

We found: (1) Clamping ground truth embeddings significantly increase performance;

(2) Using image augmentations increase fmi performance. This further indicates CLIP

embeddings are more semantic related; (3) For fmc, selecting a random caption from

the valid caption pool each time is better than using a fixed one or using the average

embedding of all valid captions; (4) Using MSE+cos as the loss gives the best base

models, but then finetune these base models with MSE+cos+Contra can further lower

the starting FID for pipeline finetuning, making the training in the next stage converge

faster; (5) Adding auxiliary networks and objectives will not improve the performance.

In general, although hcap and himg are already relatively well aligned, fmc can still map

xfmri closer to hcap than himg, whereas fmi maps xfmri to an embedding that is equally

close to both, while being able to capture a few extreme values in himg (fig. 4.7). We
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(a) fmi(xfmri) with himg and hcap (b) fmc(xfmri) with himg and hcap

Figure 4.7: Embeddings mapped from fMRI signals overlay on ground truth CLIP
embeddings. (a) shows the results of image embedding mapping model fmi; (b) shows
the results of caption embedding mapping model fmc. For visualization purposes, the
figures only show the first 200 values of the length-512 vectors.

Figure 4.8: Mismatches are semantically close to the ground truth. Figure shows exam-
ples of incorrect matches j (red frame) in a batch of 300 in the validation set. For each
ground truth image i (green frame), we pass it through CLIP encoder to get h(i) and

through fmc to get h(i)′. The shown incorrect ones are those images with h(j)′, j ̸= i that
is closer to h(i) than h(i)′.

think this difference reflects that it is easier to map fMRI signals to a more semantic

representation (from the text space) than to a visual one.

To verify fMRI-mapped embeddings h′ are semantically well aligned with ground

truth CLIP embeddings, we examined the mismatches during the image retrieval. For

four incorrect retrievals, fig. 4.8 shows which images’ h(j)′ are closer to the ground truth

images’ h(i) than h(i)′. Notably, these mismatches are semantically close to the ground

truth images. This indicates that the mapping models can successfully map fMRI signals

into a semantically disentangled space. Embeddings in this space are suitable for provid-

ing contexts to a conditional generative model. We also tested another mapping model
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fmr that maps fMRI signals to representations obtained from resnet50 Layer2. Unlike

the CLIP embedding space, the resnet vector encodes more lower-level visual features.

We see a jump in the image retrieval rate when we combine the representations obtained

from fmi, fmc with fmr (table 4.3). However, the generative model is difficult to train

when taking in two conditions from distinct embedding spaces. Therefore, we add the

low-level vision constraint into the contrastive loss Lc3 instead.

Quantitative results We list the numerical results of the summarized findings in

table 4.2. Simply put, forward retrieval checks the correct match of ”which ground truth

CLIP embedding is the closest to the fMRI-mapped one?” while the backward retrieval

checks ”which fMRI-mapped embedding is the closest to the ground truth CLIP one?”.

When multiple losses are involved, we use hyperparameter settings as in appendix A.2.

Fig. 4.7 visualizes the mapping results of the best setting (models trained with

threshold, image augmentation, use a random valid caption each time, pre-trained with

MSE+cos loss then finetuned with MSE+cos+Contra loss).

Combining the mapped embeddings from multiple mappers boosts the retrieval per-

formance, especially the backward one (as shown in table 4.3). To use multiple mapping

models, we first calculate a B × B batch similarity matrix between the mapped em-

beddings for each model. Then we combine the similarity matrices with a weighted

sum (weights are obtained through grid search) and perform image retrievals based on

this combined similarity matrix. The mapping model fmr that encodes fMRI to ResNet

embeddings has a correct forward retrieval 6 and backward retrieval 50. But when its

similarity matrix is combined with mapped-CLIP embedding similarity matrices, the

performance is far above that of both ResNet and CLIP embeddings.
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Table 4.2: Starting FID without generator finetuning (pre-trained LF-Lafite is used
here) and correct retrievals in a batch of size 300 using embeddings obtained from fmi

and fmc. In the top table, models are trained with MSE+cos loss. In the bottom table,
defaults are: with threshold, with image augmentation, using random caption. For the
two options with auxiliary modules, the model is finetuned from MSE + cos model
since training from scratch gives much worse results. FID evaluations are omitted if the
retrieval performance of a setting is strictly worse than its competitors.

threshold
no

threshold
image aug

no
image aug

fixed
caption

random
caption

average caption
embedding

fmi FID ↓ 73.46 — 73.46 — n/a n/a n/a
Retrieval

(forward) ↑ 21 13 21 19 n/a n/a n/a

Retrieval
(backward) ↑ 49 25 49 46 n/a n/a n/a

fmc FID ↓ 75.24 — n/a n/a — 75.24 79.36
Retrieval

(forward) ↑ 14 11 n/a n/a 13 14 15

Retrieval
(backward) ↑ 64 45 n/a n/a 39 64 43

MSE cos Contra MSE + cos
MSE + cos + Contra

(from scratch)
MSE + cos + Contra
(from MSE + cos)

Auxiliary GAN
Auxiliary expander

(VICReg)
fmi FID ↓ — — — 73.46 — 68.14 — —

Retrieval
(forward) ↑ 5 12 25 21 27 29 25 19

Retrieval
(backward) ↑ 16 34 50 49 50 51 42 35

fmc FID ↓ — — — 75.24 — 53.68 — —
Retrieval

(forward) ↑ 4 10 27 14 30 33 24 9

Retrieval
(backward) ↑ 19 31 42 64 43 45 38 37

III. Conditional image generation

Quantitative results In the second training stage, we finetune the conditional Style-

GAN2.3 There is no standard metric to measure image reconstruction quality from fMRI

signals for complex images. Since previous works focused on reconstructing simpler im-

ages, the metrics typically involve pixel-wise MSE or correlation measures. However,

when it comes to complex images, it seems more reasonable to use a perceptual metric,

such as FID, which is based on Inception V3 [115] activations and is widely used in GAN.

3Codes are adapted from https://github.com/NVlabs/stylegan2-ada-pytorch,
https://github.com/drboog/Lafite
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Table 4.3: Correct image retrievals in a batch of size 300 when combining different
models.

Multiple models fmi + fmc fmi + fmc + fmr

Retrieval
(forward)

32 24

Retrieval
(backward)

73 147

In addition to using FID as a metric, we also perform 2-way identification for images re-

constructed by models under different settings, and n-way identification of generated

images with n = 2, 5, 10, 50 under the best setting (finetuned from LF, with Lc3, with

mapping models fm frozen). For n-way identification, we reconstruct an image from the

fMRI signal for each sample in the validation set. For each generated image, we compare

it with a set of n randomly selected images, including the ground truth one. Then based

on the cosine similarity of their Inception V3 embeddings (before FC layers, the length-

2048 vector), we identify which image the generated one corresponds to. This process is

repeated ten times because of the randomness of the n-sample selection. Different from

FID that reflects the naturalness of the generated images, n-way identification accuracy

demonstrates more of the fidelity and uniqueness of the generated images.

We perform the ablation studies on the pipeline to answer the following questions:

(1) Which mapping model trained in stage one leads to the best final performance? fmc

or fmi or using both? (2) Which pre-trained GAN leads to the best final performance?

For this, we compare using Lafite pre-trained on either the langue-free (LF) setting or the

fully supervised setting. (3) Whether including the contrastive loss Lc3 between lower-

level visual features can further improve the performance of a semantic-based generative

model? Finally, we tested (4) whether finetune the whole pipeline end-to-end or freezing

the mapping models is better? The new mapping model losses are set to L′
m = Lm +

λ4LGANG
if trained end-to-end.
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Table 4.4: FID of the pipeline under different settings.

FID↓ fmi fmc fmi & fmc

from supervised without Lc3 fm frozen 37.75 41.51 —

from LF without Lc3 fm frozen 30.83 33.78 50.59

from LF with Lc3 fm frozen 29.74 33.35 49.47

from LF with Lc3 end to end 45.02 48.54 50.96

Results of FID are reported in table 4.4. We observed the following: (1) in terms of

FID, using h′
img obtained from fmi as the generator condition is better than using the h′

cap

from fmc or using two conditional heads. On the other hand, fmc and the two-head setting

achieve as good or even better performance as fmi does in terms of n-way identification

accuracy. In addition, if training time or resource is the concern, using two heads and

pre-trained LF-Lafite with only condition feeding interface changes and cloned weights in

the new branches can already give reasonably good results. (2) Training the pipeline on

LF-Lafite is much better than on the fully supervised Lafite. This result is expected for

the generator conditioned on h′
img since the supervised version is conditioned on CLIP

text embeddings. However, the same discrepancy exists for the generator conditioned

on h′
cap. This may reflect the flexibility of pre-trained generators to adapt to the slight

changes in the embedding space. It also shows the crucial impact of a pre-trained model

on final performance when training data is limited. (3) The addition of low-level visual

feature constraint Lc3 is beneficial for the model performance, especially faithfulness. It

also seems to have more effects on single-head models than the two-head one. (4) For the

end-to-end pipeline training, we test performance with λ4 = [0.1, 1, 10], all of which give

worse performance than keeping the mapping model weights frozen (reported values are

from λ4 = 1). In particular, we found that h′ tends to collapse to having nonzero values

at only a few positions if the mappers are finetuned together with GAN.

Results of n-way identification accuracy are reported in tables 4.5 and 4.6. The n-
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Table 4.5: 2-way identifications accuracy of the pipeline under different settings.

accuracy (%) fmi fmc fmi & fmc

from supervised without Lc3 fm frozen 72.6± 6.14 68.6± 5.22 —

from LF without Lc3 fm frozen 73.0± 4.40 73.2± 4.49 76.2± 5.89

from LF with Lc3 fm frozen 76.8± 4.16 78.2± 5.47 78.0± 4.47

from LF with Lc3 end to end 51.4± 5.59 50.8± 5.43 50.2± 5.31

Table 4.6: n-way identification accuracy (%) with n = 2, 5, 10, 50.

n 2 5 10 50

fmi 76.8± 4.16 55.2± 3.23 41.9± 6.09 24.9± 3.98

fmc 78.2± 5.47 56.4± 3.32 42.2± 4.33 25.6± 4.05

fmi & fmc 78.0± 4.47 57.3± 3.63 44.0± 6.05 25.8± 3.82

way identification accuracy of the two-head setting (fmi & fmc) is slightly better most

of the time (table 4.6), followed by the caption-vector-conditioned setting, followed by

the image-vector-conditioned setting. Note that when performing n-way identification,

previous image reconstruction works are typically tested on a validation set that contains

50 images of 50 different categories [116]. However, there are multiple objects involved

in each image in the complex images we aim to reconstruct; it is not straightforward

to separate them into different categories and pick one from each. Therefore, we leave

the validation set as is (1477 image-fMRI pairs in total), and there will be overlapping

categories in it; for example, several images contain scenes of animals in a natural envi-

ronment.

Qualitative results We show several generated images in fig. 4.9. Although the gen-

erator takes in both the noise vector z and fMRI-mapped embeddings, the results vary

much more with the latter condition, while z only contributes to variations on some mi-

nor details. In general, the generated images capture both semantics and visual features

relatively well, even on complex images containing interactions of multiple objects. Since
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(a) Ground truth stimuli (top row) and generated images conditioned on fMRI (bottom
row).

(b) Generated images from three different fMRI scans responding to the same stimulus
(green frames).

Figure 4.9: Images generated by our pipeline given input fMRI signals.

each stimulus is repeated up to three times to the subject, we have multiple fMRI scans

corresponding to the same image. The semantic differences in the generated images con-

ditioned on these multiple scans could potentially reveal brain processing discrepancies

of the same stimulus. For example, the three generations for the second image in fig. 4.9b

emphasize respectively: (1) the overall scene and the fence, (2) people with green suits,

and (3) overhead flags and the fence; these might reflect the variations in the subject’s

attention or interpretations of that image. Eyetracking data can be further examined to

study attention’s effect on generated images.

It is challenging to perform one-to-one comparisons with previous deep image recon-

struction works since the images in the MS-COCO dataset have much higher complexities

than artificial shapes, faces, or images containing a single centered object (like in Ima-

geNet). We show results from a few best models for reconstructing images from fMRI in

fig. 4.10a. There is also a recent survey [117] covering more models and results if readers

are interested. As our dataset is different, we search for similar images in the NSD valida-
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ground truth DNN DNN+DGN GAN EncDec EncDec SSGAN D-VAE/GAN
[82] [82] [94] [89] [91] [90] [93]

(a) Image reconstruction results from fMRI in previous works.

(b) Image reconstruction results from fMRI by our pipeline. Four ground truth images
are green framed.

Figure 4.10: Comparisons between previous works and our pipeline. We are using the
recent NSD dataset that involves more complex scenes. However, for comparison pur-
poses, we choose four similar images from NSD, each containing a single object ”plane”,
and show our reconstructions from fMRI signals in fig. 4.10b

tion set and show our generations in fig. 4.10b. Compared to other methods, our pipeline

can generate more photo-realistic images that reflect objects’ shapes and backgrounds

well. It also utilizes more voxel activities than previous works (15724 voxels versus a

few hundred). More importantly, it is able to reconstruct the relationships of different

components when the images are more complex. As natural scenes around us are rarely

isolated objects and always information-laden, we think reconstructing images through

semantic alignment and conditioning is more beneficial and realistic than focusing on

lower-level visual features.

Microstimulation In neuroscience, microstimulation refers to the electrical current-

driven excitation of neurons and is used to identify the functional significance of a popu-

lation of neurons. Here, we ”microstimulate” the input fMRI signals of voxels in different

brain ROIs, aiming to identify the roles of individual regions. In the NSD dataset, there

are four floc (functional localizer) experiments targeting regions responsible for faces,
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ground truth regular floc-bodies floc-words floc-places floc-faces

(a) Increase voxel activities at different task ROIs.

OFA FFA-1 FFA-2

(b) Increase voxel activities at different face
areas.

early visual intermediate higher-level

(c) Set voxel activities to 0 at different pro-
cessing levels.

Figure 4.11: Images generated in microstimulation experiments. In (a)(b), voxel activ-
ities at multiple task ROIs are increased before passed into the pipeline. In (c), voxel
activities at various visual processing stages are silenced.

Figure 4.12: fMRI-mapped embeddings in the CLIP space (h′). Each figure contains
(i) an embedding mapped from a regular fMRI signal, (ii) an embedding mapped from
the fMRI signals with voxel activities in earlier-visual ROIs (left)/ intermediate ROIs
(middle) / higher-level ROIs (right) set to zero, (iii) an embedding mapped from the fMRI
signal with voxels at random positions (same number of voxels as (ii)) set to zero. Setting
activities of the earlier-visual cortex to zero lowers overall embedding vector values, while
setting activities of higher-level ROIs has the opposite effect. We can also perform the
reverse masking: only keep voxel activities at earlier-level visual/ intermediate / higher-
level ROIs, then the effects are reversed.
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bodies, places, and words. A typical standardized fMRI signal has a value range around

[−4, 4]. For the experiment, we locate the corresponding task-specific voxels based on

ROI masks and increase the voxel activities to 10 while keeping the activities in unrelated

voxels unchanged; results are shown in fig. 4.11. We observe the emergence of bodies or

words when we increase the voxel activities in ”bodies” or ”words” ROIs. For voxels in

”places” ROIs, elevating the signals will result in mesh-like patterns in the background,

and this is true across different images. For ”faces” ROIs, the generated images under

elevated facial area signals seem to contain many small repeated patterns/perturbations.

Interestingly, this appears to result from FFA (fusiform face area) signal changes since

increasing only OFA (occipital face area) regions’ activity does not result in similar pat-

terns (fig. 4.11b). Overall, increasing a specific task ROI’s signal across fMRI samples

results in CLIP embedding changes in similar positions. This means the disentangled

space of CLIP embedding aligns well with how the human brain processes visual cues.

Apart from task-specific ROIs, we also changed brain region activities based on their

roles in the visual processing hierarchy. We use the streams mask in the dataset to

identify early visual cortex ROIs, intermediate ROIs, and higher-level ROIs. We then

zero out voxels at each level; sample results are shown in fig. 4.11c. Our observations

are: (1) when silencing the early visual cortex, objects and the whole scene are prone

to be in dull colors, and objects tend to have sharp shapes. Meanwhile, the mapped

embedding in the CLIP space will constantly have a lower value at almost all positions

compared to mapped from unchanged signals (fig. 4.12). (2) Silencing the higher-level

ROIs has the opposite effect: more colors, more shapes, and crowded scenes. This is

reasonable since the lower-level visual regions will bring up all the details when they lack

high-level control. This time, the embeddings in the CLIP space have values consistently

higher than normal. Finally, (3) silencing the intermediate ROIs seems to have the

least visual impact or CLIP embedding changes among the three. We performed the
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Ground truth

Conditioned on h′
img

Conditioned on h′
txt

Conditioned on both

Figure 4.13: Generated images conditioned on fMRI-mapped CLIP image embedding
h′
img, fMRI-mapped CLIP text embedding h′

txt, or both.

above microstimulation experiments on our pipeline with existing ROIs; however, it is

potentially helpful for testing new ROI definitions and hypotheses.

Additional examples As mentioned in section 4.2.1, we found that the generated

results conditioned on embeddings of different modalities tend to emphasize different

aspects: more visual (colors, shape, etc.) if conditioned only on h′
img, and more semantic

if conditioned only on h′
txt. This could reflect the slight difference between the latent

space of the two modalities. We show the examples conditioned on either one of these

two conditions, or both, in fig. 4.13.

The pipeline tends to fail under the following conditions: (1) the image only con-

tains close-up details without too much semantic information; (2) the presented scene is

semantically novel (e.g., a big banana-shaped decoration hanging in the middle of the

91



Going Beyond Brain Modalities: Reconstructing Observed Complex Images from Brain Activities
Chapter 4

Figure 4.14: More examples showcasing model successes and failures. For each two-
row group, the top row shows the ground truth images, and the bottom row shows the
reconstructions.
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room). The model also tends to: (3) generate based on data biases: adding windows

to indoor scenes, adding people to food scenes, generating colored images when the in-

puts are black-and-white, etc.; (4) change or ignore the background; (5) Mix-up colors

(assigning colors in the scene to a wrong object); (6) generate the wrong number of ob-

jects/people. We showcase these failures together with more other generated images in

fig. 4.14. Given that the model is confident (in terms of GAN’s discriminator output

staying at the same level) when generating results based on training data biases, future

extensions should focus on exploring generators pre-trained on a much larger dataset, as

discussed in section 4.4.3.

4.3 Brain Encoding and Encoding-Decoding Cycle

Although the primary goal of this chapter is decoding stimuli from brain activities,

we also tested the encoding process with CLIP as the intermediate. In this section, we

briefly present our results, as well as the complete encoding-decoding cycle.

4.3.1 Brain Encoding

Brain encoding is a problem that predicts brain activities from stimuli. It has a

data scarcity problem similar to the decoding process. In addition, brain activities are

intrinsically noisy and contain randomness, even when responding to the same stimulus.

To this end, we solve the problem similar to the decoding process: the image stimuli are

passed through pretrained CLIP encoders, obtaining CLIP embeddings himg. Then we

train a mapping model that perform regression from himg to xfmri. The mapping model is

also similar to fm, consisting of four residual blocks, one transposed convolutional layer,

two linear layers, and is trained with a combination of MSE and cosine similarity loss.

Fig. 4.15a shows the signal ground truth and predictions for the first 1000 voxels
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(a)

(b) (c)

Figure 4.15: Brain encoding results. (a) ground truth and prediction of two samples.
Only the first 1000 voxels are shown for visualization purposes. (b) Voxel-wise perfor-
mance (in terms of the correlation coefficient between ground truth and prediction) v.s.
voxel noise ceiling. (c) Prediction performance on a flatmap, redder regions have more
accurate predictions (accounted for the noise ceiling). Note we only perform prediction
on the nsdgeneral ROI, thus the boundary.

of two samples. We also found that voxel-wise prediction (in terms of the correlation

coefficient) aligns very well with the noise ceiling of that voxel (see fig. 4.15b).4 How-

ever, there are discrepancies in this alignment: in fig. 4.15c, we visualize the voxel-wise

prediction correlation coefficient (cc) minus the voxel’s noise ceiling (nc) as a flatmap.

Here, redder areas correspond to better predictions, and the result shows that high-level

semantic regions are better predicted than V1-V4. Utilizing latent spaces other than

CLIP’s results in lower prediction performance and larger distance between cc and nc,

as well as a more uniform performance among high-level regions and V1-V4.

4Noise ceiling values are calculated based on the method in the NSD data paper [80], utilizing SNR
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Figure 4.16: Encoding-decoding cycle. The top row shows image stimuli; the second
row shows predicted fMRI activities (with corresponding ground truth) by the encoding
pipeline (only 300 voxels are shown for visualization purposes); the third row shows
reconstructed images from predicted fMRI signals.

4.3.2 Complete Cycle

We tested the encoding-decoding cycle with trained encoding and decoding pipelines:

ground truth images are fed to the encoding pipeline, which gives fMRI predictions.

We then pass these predicted fMRI signals through the decoding pipeline to perform

decoding. The results are shown in fig. 4.16. We observe that image semantic information

is still relatively well conserved.

4.4 Discussions

4.4.1 Other Decoding Attempt

Prior to our current pipeline design, we experimented with a DALL-E-like structure

[118] since we can view the image reconstruction problem as signal-to-signal translation.
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In particular, we applied VQVAE [119] on both fMRI and image to represent them as

discrete latent codes and train a Transformer model to autoregressively generate text and

image tokens from fMRI tokens. However, it was challenging to train the Transformer-

based model to converge with limited fMRI-image data. Incorporating the caption as

text tokens to serve as the bottleneck between fMRI and image tokens while utilizing

pre-trained models on the text and image modality did not help either. We think this

suggests the need to introduce a semantic medium to avoid direct translations between

fMRI and image, as well as a solution to data scarcity.

4.4.2 Limitations and Future Work

We address both the rich-semantic and data scarcity issue with the semantic space

of CLIP embeddings. First, CLIP space is semantically informative and visually de-

scriptive: for example, we can use image-text CLIP embedding alignment probabilities

to screen captions. Mapping fMRI signals to representations in this latent space will

retain rich information about the image that needs to be reconstructed. Second, the

pre-training of the generative model can be separated entirely from fMRI data, meaning

it can utilize much larger datasets than the one we use. However, there is a trade-off

between generating a semantically similar scene and faithfully reconstructing each pixel.

Although trained with additional contrastive loss targeting low-level visual features, the

generated images by our pipeline are still leaning towards the former. We consider this

a reasonable choice since brains are more likely to perceive the image as a whole rather

than identifying each pixel, especially with multiple objects in the scene. Nevertheless,

this results in worse reconstructions for images with fine details but less semantic, such

as single faces. The reconstruction of complex images with better aligned low-level visual

features is worth further studies.
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Figure 4.17: Generated images from interpolation of two fMRI scans. Step number is
set to 10.

There are many more areas to explore. First, our study focuses on reconstructing a

single subject’s brain signals. Applying the model to different subjects and observing

the differences when generating the same image would be interesting. Since the data

contains behavioral measures like valence and arousal towards each image, one can test

if the generated images reflect personalized attention and perceptions. Second, other

latent spaces can be examined. Although CLIP is one of the best-aligned computation

models for the brain, other multimodal models like TSM [120] seem to have a better

alignment [100] with the visual cortex. In addition, other conditional generative

models, such as diffusion models, can be explored. In particular, DALL-E 2 [121]

generates images conditioned on CLIP embeddings through diffusion, and it also provides

an alternative solution to the differences exhibited in the image the text CLIP embeddings

by learning a Prior model. Third, given the additional text modality, our pipeline opens

up new opportunities to study visual imagery even without ground truth images. For

example, one can either use mapping models trained on given fMRI-image pairs and pre-

trained generators to reconstruct imagined scenes, or study the mapping between brain

signals and the text embeddings of the mental images’ descriptions. Lastly, we mainly

focus on the decoding (brain-to-image) process, but the encoding (image-to-brain)

process of complex images is equally important and exciting, and much more can be

explored than the brief coverage in section 4.3. The following paragraphs discuss three

more possible future directions with more details.

Input interpolations and the potential extension to movie reconstruction

In addition to reconstructing observed images, we found utilizing the CLIP space can
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also result in a smooth transition when decoding from interpolations of two fMRI scans

(fig. 4.17). Combined with the ability to capture complex semantics, this pipeline can

be helpful for movie reconstruction from brain signals. Temporal constraints can also be

added, which could, in turn, benefit the reconstruction of each frame.

Decoding text from fMRI Apart from being the conditional vector for an image

generator, CLIP embeddings can also be used to generate texts. To decode texts from

fMRI data, the only change needed is replacing the conditional image generator in our

pipeline with a text generator conditioned on CLIP vectors.5 With this text pipeline, one

can “define” the functions of each voxel through the following procedures: (1) provide a

pseudo-fMRI activity to the pipeline with only the target voxel having non-zero activities,

(2) generate fMRI-mapped CLIP embeddings h′ with the mapping models fm, (3) provide

h′ to the conditional text generator and get the text description of that voxel activity. An

advantage of decoding the signals into the text form is that text is more straightforward

than images in terms of explaining the semantics. This makes it easier to perform voxel

clusterings and to find brain modules. The texts can also help understand which parts

of the semantics are not mapped through from the fm by comparing the ground truth

captions and generated texts from the fMRI activities.

Neural population control with synthetic images With the encoding pipeline

that we briefed in section 4.3, one can feed the pipeline with artificial images to test and

understand how different shapes and semantics trigger voxels at various locations, thus

having a better understanding of voxel functionalities. In addition, works similar to [122]

can be tested by finding out which type of stimuli trigger a specific level of brain activity

(e.g., higher activation) and then synthesizing images that control the neural population

in the desired manner. Lastly, given pipelines of a complete cycle, images generated by

5An example CLIP-conditioned text decoder can be found here: https://github.com/fkodom/clip-
text-decoder.
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Figure 4.18: Image generated by Lafite pre-trained on the CC3M dataset without fine-
tuning on COCO or NSD. Ground truth stimuli (top row) and generated images condi-
tioned on fMRI (bottom row).

the decoder can also be benchmarked by passing them through the encoder.

4.4.3 Using Pre-trained Models

Our pipeline relies on two pre-trained components. The first and the most crucial one

is the CLIP encoder that provides the latent space where we project fMRI signals. The

second is a conditional GAN (Lafite) that generates images, which could be swapped for

other generators. In what follows, we will discuss these two components separately.

CLIP One exciting aspect of CLIP is the size of its training dataset, which consists

of 30 million Flicker images that should cover most of the natural image statistics. This

coverage is also proved by subsequent works that generate images guided by CLIP em-

beddings through their abilities to perform generations in various styles. In addition, as

we observed in section 4.1.1, CLIP embeddings can retain around 98% of object-level

information in fMRI with a very well-aligned performance across categories.

Albeit its incredible expressive power, CLIP does have a much lower dimensionality

than the original signal: no matter how faithful, it is a compression. By the nature of

compression, CLIP only retains the most crucial information and removes most of the
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Figure 4.19: Multi-label classifier (defined in section 4.1.1)’s average sample-wise AUC-
ROC changes when masking input fMRI at different ratios. For a masked voxel, we set
its value to 0.

redundancies in the original signal. Indeed, if we mask fMRI at different ratios, from 0 to

1, and perform the multi-label classification (the same task as in section 4.1.1) using (1)

masked fMRI or (2) CLIP mapped from masked-fMRI, we will notice a very drastic dif-

ference in the performance drop rate. As shown in fig. 4.19, prediction performance from

fMRI only drops drastically after the masking ratio becomes larger than 0.9, indicating

brain redundancies to represent the objects. In contrast, if we map the masked fMRI

into the CLIP space and use these embeddings for prediction, the performance drop is

almost at a constant rate. This discrepancy makes the CLIP space more vulnerable to

adversarial attacks than the fMRI space since a small change would cause the generated

images to derail from the ground truth. In addition, CLIP embeddings also carry more

biases than fMRI, as its mean AUC-ROC is much larger even with all-masked inputs.

One should consider these traits of CLIP embeddings when applying this system and

design defense mechanisms accordingly.

Lafite As for the generator, we utilize a conditional GAN pre-trained on the MS-

COCO dataset (containing 328K images), from which NSD drew its experiment images.
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This naturally provides an alignment in the data distribution. Although MS-COCO

images are about everyday objects, humans, and scenes, the data statistics could vary

when we move to other settings. Therefore, future studies are needed to extend current

generators to one trained on broader sources (e.g., DALL-E 2, mentioned in section 4.4,

used 650M images sampled from CLIP and DALL-E training data). This should minimize

the dataset biases, although one should not interpret results without considering the

training/testing discrepancies.

To show that our concept works across different generators, but dataset biases indeed

play an important role, we test our pipeline with a Lafite pre-trained on the Google Con-

ceptual Captions 3M dataset (CC3M, consisting of 3.3 million images) as the generator

without any extra finetuning. We used our trained fmc as the mapping function. The

results are shown in fig. 4.18. All generated images have the watermark where CC3M

sources its images. In addition, when trying to generate out-of-distribution images, the

quality decreases in terms of photo-realism. Nonetheless, semantic alignments are still

shown in these reconstructions. We also want to note that pre-trained models provide

excellent bases for finetuning. For example, Lafite finetuned its COCO model on the

CC3M model within three hours, compared to four days to reach the same performance

if training from scratch. Therefore, if the pipeline is known to be used on certain types

of images, a small-scale dataset and some light training should greatly help the model to

fit into the desired data distribution.

Societal impact With current brain signal recording devices, the negative social

impact of this work is minimal: portable devices like EEG have poor spatial resolutions,

making them unlikely to provide enough image-related details; On the other hand, fMRI

scanners are used under highly controlled settings with designed procedures, therefore

unlikely to have subject-unapproved privacy violations. However, when new devices that

can address these issues become readily available, regulations would be needed on col-
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lecting and inspecting user data, since they potentially reveal sensitive information that

users are unwilling to share through neural decoding. With pre-trained components, the

pipeline may also misinterpret brain signals or be hacked to generate from manipulated

inputs (no matter how unlikely it is) and produce over-confident false reconstructions

because of the training data distributions. Several tricks may alleviate this issue, for

example, training an input discriminator and placing it before the entire pipeline to filter

out suspicious inputs. Or, using a parallel pipeline targeting pixel-level reconstruction as

a check: if the two systems agree with each other above a certain threshold/confidence,

the reconstruction results are accepted, otherwise discarded. Future pipeline improve-

ments should also focus on exploring high-performing models pre-trained on large (thus

more generalizable) and unbiased datasets.

4.5 Conclusion

This chapter proposes a pipeline to reconstruct complex images observed by subjects

from their brain signals. With more objects and relationships presented in the image,

we bring in an additional text modality to better capture the semantics. To achieve

high performance with limited data, we utilize pre-trained semantic space that aligns

visual and text modalities. We first encode fMRI signals to this visual-language latent

space and use a generative model conditioned on the mapped embeddings to reconstruct

the images. We also introduce additional contrastive loss to incorporate low-level visual

features into this semantic-based pipeline. As a result, the reconstructed images by our

method are both photo-realistic and, most of the time, can faithfully reflect the image

content. This brain signal to image decoding pipeline opens new opportunities to study

human brain functions through strategic input alterations and can even potentially be

helpful for human-brain interfaces.
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Brain Activity Redundancies and

Low-dimensional Representations

How many signals in the brain activities can be erased before the encoded information is

lost? Surprisingly, we found that both reconstruction and classification of voxel activities

can still achieve relatively good performance even after losing 80%-90% of the signals.

This leads to questions regarding how the brain performs encoding in such a robust

manner. This chapter investigates the redundancy and dependency of brain signals using

two deep learning models with minimal inductive bias (linear layers). Furthermore, we

explored the alignment between the brain and semantic representations, how redundancy

differs for different stimuli and regions, as well as the dependency between brain voxels

and regions.

Natural images are extremely rare in the vast image space, making them highly com-

pressible [123]. Similarly, brain signals only occupy a small fraction of the signal space

they reside in, and many signal dimensions are redundant–if we only care about encoding

meaningful brain activities. [124] linked neural activity modeling to compressed sensing

because of its low-dimensional nature, and [125] proposed decomposing signals into pre-

103



Brain Activity Redundancies and Low-dimensional Representations Chapter 5

sentations of visual motifs as the way the brain performs compact neural encoding. With

the recent emergence of larger-scale brain imaging datasets, we now have the chance to

systematically study the redundancy and dependency of brain signals with deep learning

models. In this work, we first examine the redundancy of brain signals in two tasks:

signal reconstruction, in which the goal is to reproduce the activities across all voxels

using only a subset of voxels, and classification, in which the goal is to determine the

visual categories that appear in the stimuli. We embed the brain signals into a latent

space and analyze the number of latent dimensions and interpolations. We also study

the redundancies and dependencies in different visual subtasks, hemispheres, regions, and

voxels. These steps help us analyze the dependencies and redundancies across different

parts of the brain and reveal important insights about the visual brain architecture and

representations.

In the following sections, we first introduce the data and models we use to study

brain signal redundancy and dependency (section 5.1). We then discuss our findings

(section 5.2), including: brain activity exhibits a high level of local and hierarchical de-

pendency, and the high-dimensional signal, in fact, resides in a low-dimensional semantic

space. In the same section, we also discuss the redundancy and dependency for different

hemispheres, regions, and voxels, as well as for signals corresponding to stimuli with

different semantics.

5.1 Dataset and Models

We conduct our studies on the Natural Scenes Dataset (NSD) [80], the same one used

in the previous chapter 4, which records functional magnetic resonance imaging (fMRI)

signals while the subjects view natural images. It provides high-resolution scans with a

high signal-to-noise ratio (SNR) at an unprecedented scale. The number of samples in
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NSD allows better training and investigation of brain data using deep learning models. In

particular, we directly utilize the provided fMRI betas, the estimated response amplitude

of each voxel to each trial, obtained through the general linear model (GLM), with an

additional z-score operation for each session. There are eight subjects in NSD, and the

following results are from subjects 1, 2, and 5: 1 is the principal subject, and 2, 5 are

used for verification (result plots correspond to subject 1, if unspecified). We focus the

study on one region of interest (ROI), nsdgeneral, which covers voxels responsive to the

NSD experiment in the posterior aspect of the cortex.

Two models are involved in this study: one for voxel activity reconstruction and

the other for signal classification. For both models, the inputs are flattened fMRI betas

from nsdgeneral voxels. For the reconstruction model, we use an autoencoder (AE) with a

three-linear-layer encoder and a three-linear-layer decoder. Nonlinear activations (ReLU)

are added between the layers. The hidden dimension of the bottleneck representation

is 1024 (encoder layers’ output dimensions are 4096, 2048 and 1024, and decoder’s are

the reverse). The reconstruction model is trained with mean squared error loss, and

we measure its performance using the voxel-wise reconstruction correlation coefficient.

For the multi-label classification task, we train the model to classify if specific object

categories exist in the image stimulus that triggers the corresponding fMRI. The category

information is obtained from MS-COCO [84] as all NSD images are sampled from this

image set. In total, there are 171 categories, including 80 bounded ”things” categories

(e.g., person, car) and 91 unbounded ”stuff” categories (e.g., sky, sea). The classifier

consists of 3 linear layers with ReLU activations in between (layers’ output dimensions

are 2048, 512, 171), followed by a Sigmoid activation. The classification model is trained

with binary cross-entropy loss, and we measure its performance using AUC-ROC. We

perform “masking” on the inputs to remove the information content of voxels. In the

context of this chapter, masking is done by setting the voxel values to zero while keeping
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the input dimension unchanged.

Experiment details Since each image stimulus in NSD corresponds up to three scans,

we split our training-validation data image-wise: for example, for subject 1, 23715 sam-

ples corresponding to 8364 images are used as the train set, and 4035 samples corre-

sponding to the remaining 1477 images are used as the validation set. Therefore, our

pipeline never sees the image it is tested on during the training. We use Adam as the

optimizer, with a 2e-4 learning rate, 2e-4 weight decay for the reconstruction model, and

8e-6 weight decay for the classification model. The values are manually tweaked with grid

search. Since input lengths vary across subjects (N = 15724 for subject 1, N = 14278

for subject 2, and N = 13039 for subject 5), models are trained in a per-subject manner.

Our experiments are conducted on a Tesla V100 GPU with 32 GB memory (however,

only around 4K MB memory is needed for a batch size of 64).

5.2 Findings

5.2.1 Brain Signals Contain High-level Redundancy

We studied the performance degradation when increasing the input masking ratio,

ranging from zero (unmasked) to one (all-zero inputs). As shown in fig. 5.1, we observe

that both reconstruction and classification models can retain the same level of perfor-

mance even when masked up to 80%-90% of voxels if the masked positions are selected

randomly. The most drastic performance drop happens after masking more than 95%

input voxels. Nonetheless, for the reconstruction model, with input activities from only

16 random voxels, the prediction of all the masked voxel activities can still achieve an

average of 0.113 voxel-wise correlation coefficient. This indicates that a considerable

amount of redundancy exists in the fMRI signals. This redundancy is also more local-
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(a) fMRI signal reconstruction performance.

(b) fMRI multi-label classification performance.

Figure 5.1: Redundancies observed in the fMRI betas in terms of (a) voxel activity
reconstruction, and (b) stimuli category classification. For reconstruction with an au-
toencoder, we gradually increase the masking ratio of the inputs. Two masking schemes
are tested: randomly choosing masked voxels and consecutively masking voxels. With
random masking, the reconstruction performance stays around the same level up to
masking 80%-90% of the voxels. The right plot of (a) shows the min, mean, and max re-
construction performance of the two masking schemes. For classification results (b), the
left plot shows sample-wise AUC-ROC as we increase the masking ratio: the significant
drop also occurs after 80%-90%; the right plot shows the category-wise AUC-ROC with
and without masking voxels in the floc-faces and floc-bodies ROIs, which turned out to
be extremely close to each other, not affecting person category (index 0)’s performance.
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(a) Subject 1 (b) Subject 2 (c) Subject 5

Figure 5.2: Accumulated explained variance v.s. the number of principal components
(PCs) used. The trend of the reconstructed signal is close to that of the latent represen-
tation.

ized: if the masking is performed consecutively, where nearby voxels are masked together,

the performance will decrease more consistently. In a consecutively masked window, the

two ends also typically observe better performance as they can get information from

unmasked neighbors. In addition to randomly masking voxels at different ratios, we

also tested masking entire ROIs for the classifier inputs. In particular, we masked all

voxels in floc-faces and floc-bodies, and computed the category-wise AUC-ROC. Surpris-

ingly, the performance with original and ROI-masked inputs are almost the same (as in

fig. 5.1b), even for the person category. This result suggests that brain signals also carry

hierarchical redundancy apart from local dependency: the model can classify the

signal based on activities in the low-level visual cortex without relying on regions with

functional specializations. Note that this is different from compression or dimensionality

reduction of the signals, since masking directly removes information in the observed sig-

nal space instead of in a transformed basis. Similar to our result here, recent work also

found that natural language can be separately decoded from multiple cortical networks

in each hemisphere [126].
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Figure 5.3: The left plot shows the reconstruction correlation coefficient (cc) together
with the voxel-wise noise ceiling (nc) for 1000 voxels. cc is calculated over the validation
set of 4035 samples and aligns well with nc (cc and nc have a 0.67 correlation with p-value
0). The right plot shows cc−nc values on a flatmap. Higher-order regions typically have
larger values (redder), meaning the reconstruction is better for those regions.

5.2.2 Autoencoders Effectively “Denoise” Brain Signals

Just as Robust Principal Component Analysis (RPCA) can decompose images into

low-rank and noise/outlier corruption components [127], an AE can “clean up” the high-

dimensional signals by reconstructing them into low-dimensional ones. When applying

PCA to subject 1’s 1000 samples (15724 voxels each) in the original signal space, 100

principal components (PCs) can explain 0.596 variance. [128] also mentions that the

number of PCs required to explain 0.68 variance is typically two orders of magnitude

smaller than the original number of voxels, meaning the number of PCs required for

the 15724 voxels is on a hundred-scale. On the other hand, 100 PCs can explain more

than 0.99 variance for both latent representations and reconstructed signals (fig. 5.2).

This shows applying an AE can effectively obtain a cleaner version of fMRI signals. In

comparison, we found neither RPCA nor independent component analysis (ICA) can

achieve the same level of compression. To ensure that our reconstructions retain the

primary information, we compared the model’s voxel-wise reconstruction correlation with

the voxel noise ceilings and found a good alignment between the two (fig. 5.3). After

adjusting voxel-wise performance with their noise ceilings, there is uneven performance

across the brain: we observed better reconstructions for voxels in the higher-level regions.
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Same stimulus, different scans Same category, different stimuli Different categories

Figure 5.4: Interpolating the latent embedding and generating reconstructions from
the interpolations. The top row shows the generated signals for 300 voxels, and the
bottom row shows the classification logits for 171 categories when passing the generated
signal through the trained multi-label classifier. Values in both plots are normalized
to 0-1. Interpolations are performed between three pairs of embeddings: (left) between
two fMRIs corresponding to the same image; (middle) between two fMRIs corresponding
to different images, but with exactly the same set of object categories; (right) between
two fMRIs corresponding to two images having completely two different sets of object
categories.

5.2.3 Brain Activity Resides in the Semantic Space—the Hop-

fieldian View

We further studied the latent representations obtained from the encoder. Given two

fMRI signals, we interpolated their latent embeddings and passed the interpolations

through the decoder to generate a set of fake fMRI signals. We then used these gener-

ated signals as inputs to the classifier model and obtain predicted logits for each class.

As shown in fig. 5.4, the generated signals in the voxel space differ much more than

their predicted logits: this is especially true for interpolations between the same image’s

different scans or two scans corresponding to images with similar semantics. This result

suggests that brain signals naturally reside in a more semantically rich space. Therefore,

our findings support the recent claim that the Hopfieldian view, where representations
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Figure 5.5: Latent representations of interpolated fMRI signals between two fMRI sam-
ples, pairs in three samples, and pairs in four samples. The interpolations occupy a
much lower dimensional space: for 1000 latent representations of interpolations between
two fMRI signals, only 2 PCs are needed to explain 0.998 variance, whereas 56 PCs are
required to explain the same variance for 1000 unrelated fMRI signal embeddings. This
indicates transitions between different fMRIs are cheap inside this learned latent space.
For visualization, the first three PCs of the latent representations (> 0.999 variance ex-
plained for each interpolation pair with step number = 1000) are used as the coordinates.

and transformations in the neural space are considered more important than individual

neuron activities, is needed to explain cognitive processes [129]. Fig. 5.5 discusses the

scenario when the interpolation happens in the original signal space instead of the la-

tent embedding space: we found that brain signals can have rich representations with

easy transitions. Moreover, we observe that voxel groups affect the latent representa-

tion in a consistent manner; for example, masking voxels in floc-bodies always results in

representations further away from the original embedding than masking floc-faces vox-

els, indicating the former ones are more important to the overall latent representation

(results are shown in fig. 5.6).

5.2.4 Masking and Attribution Reveal Voxel and Region Im-

portance

By masking part of the inputs, we can investigate which area has more information by

comparing the degradation of the reconstruction results. This section aims to understand
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Figure 5.6: Masked fMRI embeddings. Masking different ROIs results in different dis-
tances between the masked and original signal embeddings. The relationship between
these distances is consistent across samples (all pairs have a t-test p-value < 1e-50 ex-
cept for the V2 > V1 pair, which has a p-value of 0.008): for example, masking floc-faces
voxels always results in a closer embedding to the original signal to masking floc-bodies
voxels. These distance relationships hold across subjects.

the differences among different categories, hemispheres, ROIs, and general redundancy

patterns through masking, providing constrained inputs, and other input attribution

methods.

I. Categories

A natural hypothesis is that the brain encodes various categories with different levels

of redundancy: this can be either a “nature” phenomenon shared by the population or
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1. Categories have groupings
2. Unmasked order is very different compared with masked ones
3. Trend is consistent for categories in different groups for masked inputs
4. Inconsistent for categories within a same group (as in performance being close under the 0.1-

masking ratio)

(a) Reconstruction performance of different categories under different masking ratios.

(b) Reconstruction performance of person fMRI minus that of non-person fMRI (L:
subject 1; R: subject 5).

Figure 5.7: Reconstruction for different categories (a) From left to right: (1) categories
exhibit groupings, (2) unmasked order is very different compared with masked ones,
(3) the orders are consistent for categories in different groups for masked inputs, and
(4) the orders can be inconsistent for categories within the same group (as in having a
close performance under the 10%-masking ratio). (b) fMRI signals triggered by images
containing person perform better (redder) at the right hemisphere’s low to mid-level
visual regions than those that do not contain person. In addition, when calculating the
correlation between cc and nc (refer to fig. 5.3), person ones are larger than non-person
ones (with an average of 0.673 v.s. 0.638 for subject 1).

a “nurture” one influenced by individual experiences. To test this, we separated fMRI

signals based on the categories of their corresponding stimuli. For a stimulus with mul-

tiple objects from different categories, we include its fMRI signal in all these categories.

For unmasked inputs, the reconstruction performance for a category’s fMRI follows its

occurrence: a category with more fMRI samples has a higher chance of having its fMRIs

better reconstructed. However, with partially masked inputs, the category performance

orderings differ from the unmasked ordering and remain mostly consistent across mask-

ing ratios. These orders are also more relevant to the category semantics (categories

that belong to the same supercategory tend to have a clustered performance) and less
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relevant to the occurrence frequency (see figs. 5.7, 5.8, 5.9 for visual results). Noticeable

groupings of categories can be observed based on their performance curve across masking

ratios. There are some consistencies across the three test subjects: sports-image triggered

signals typically receive better reconstruction, and animal-image triggered ones have the

opposite trend. Other orderings are more subject-specific.

One interesting observation is that the brain can learn representations from other

categories under the same supercategory. For example, keeping the number of total

training/validation samples the same, when we take out the entire food supercategory

from the training data, the reconstruction of sandwich signals ranks 45th out of the

171 categories. But when the training data has other food categories, but no sandwich,

the reconstruction of sandwich signals ranks 20th (if there are sandwich signals in the

training data, its reconstruction ranks 9th). Taking out an entire supercategory also

makes the overall reconstruction worse for all categories. These show that signals of each

supercategory can have a relatively unique representation. Or, the food supercategory

impacts the overall representation because there is a food-selective component in the

visual system, as the recent work [130] suggests.

We also tested dichotomous separations, where signals are separated based upon a

single category (e.g., person and non-person triggered fMRIs). Upon testing several parti-

tions based upon person, tree, sea, cow, building, we found that only person/non-person’s

performance has a systematic difference across subjects: person fMRIs are reconstructed

better than non-person fMRIs in low-to-mid-level visual regions of the right hemisphere.

II. Hemispheres

There is a known asymmetry between the two hemispheres when it comes to visual

processing: from the early study of split-brain patients [131] to later experiments with

hierarchical letters and objects [132, 133], results suggest that the right hemisphere (rh)
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Figure 5.8: Average voxel-wise reconstruction correlation coefficient (cc) for fMRI sam-
ples corresponding to different categories. The performance is measured under a 50%-
masking ratio. Plots are for subjects 1, 2, and 5 from left to right. Error bars stand for
the standard deviations of the average cc across all samples of that category. We also
plot the sample occurrence (in blue lines) for individual categories as some categories,
like person, have significantly more samples than other categories. Colors are based on
super-categories, as indicated in the legend.
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Figure 5.9: Performance decrease rate for different categories, together with the category
sample occurrence. The rate is calculated as (performance with 10%-masked inputs -
performance with 90%-masked inputs) / performance with 10%-masked inputs.
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(a)

  


  
(b)

Figure 5.10: (a) Unmasked voxel and (b) Masked voxel reconstruction performance
when masking V1-V4 on either the left hemisphere (lh) or the right hemisphere (rh).
Subjects 1, 2, and 5 are used for the task. Masking the visual cortex at different levels
on either hemisphere does not affect unmasked voxels differently (true for all subjects).
But the reconstructions of masked V3/V4 voxels on lh consistently have a worse recon-
struction than those on rh (t-test p-value < 1e-8).

is better at identifying a global feature while the left hemisphere (lh) is better at process-

ing local ones. But which hemisphere’s information can be better recovered from other

regions when damaged? Masking an ROI’s signals can conveniently emulate a lesion in an

experimental setting. In our study, we masked 300 voxels in each of V1 to V4 for either

rh or lh, and measured the reconstruction performance for both masked and unmasked

regions. Interestingly, we observe no change in the performance of unmasked voxels but

statistically significant differences, with t-test p < 1e−8, between lh/rh−V3/4 for masked

ones. Across subjects, rh−V3/4 can be better reconstructed from other voxels activi-

ties (shown in fig. 5.10), suggesting they are more robust to region damages than the lh

counterparts. Moreover, since the separation of “local” and “global” can be dynamic and

depends on the task, as [134] suggests, we evaluated if the same phenomenon occurs for

reconstruction. To this end, we tested fMRI signals corresponding to different categories

(the categorical signal separation is the same as in the previous section). However, no

noticeable performance difference is observed: we compared the reconstruction perfor-

mance of the following categories, person, tree, sea, kite, book, cow, giraffe, cat, dog, and

only cow differs from the others or the average.
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III. Pairwise ROIs

(a) (b)

(c) (d)

Figure 5.11: Pairwise reconstruction between ROIs of subject 1. For each matrix, the
rows are source ROIs that provide input activities, and the columns are target ROIs
whose reconstruction performance is evaluated (in terms of the voxel-wise correlation
coefficient). The plots are: (a) reconstruction mean, (b) reconstruction standard devia-
tion, (c) voxel overlap percentage normalized by the total number of target ROI voxels,
and (d) reconstruction mean when the overlapped voxels’ activities are not provided in
the inputs.

By providing an ROI A’s activities as inputs, we can evaluate the reconstruction of

another ROI B to understand brain region dependencies. We measured pairwise recon-

structions between four ROIs V1-V4 of the visual cortex and four functional localizer
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V1-V2 V1-V3 V1-V4 V2-V3 V2-V4 V3-V4

Figure 5.12: The top two rows of the flatmaps are reconstruction performance differences
when masking two different visual cortex ROIs. The bottom two rows are visualized
localizers of corresponding ROIs. Both sets have rh on top of lh. The region name
stands for the masked region: for example, the first column “V1-V2” means “subtracting
the voxel-wise reconstruction with V2-masked inputs from the voxel-wise reconstruction
with V1-masked inputs”. Discrepancies are observed between the performance difference
(top set) and corresponding localizers (bottom set), from which we can identify region
dependencies. For example, V2 depends more on V1 than V3, and it also shows additional
dependencies with the posterior intraparietal sulcus (IPS) area on the right hemisphere
(top tip of the rh flatmap).

(floc) ROIs. The result provides a straightforward dependency matrix as shown in the

fig. 5.11. In general, given voxels from floc ROIs, voxels in higher visual areas are recon-

structed better, confirming the high-level nature of floc ROIs. In particular, floc-places

can recover visual cortex voxels much better, implying that the high-level place represen-

tations cover visual details more than other tasks. On the other hand, given visual cortex

voxels, floc-faces and floc-places are reconstructed better, indicating the other two tasks

require additional information from other regions apart from the visual cortex. Note that
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even for self-reconstructions, where the target ROI is the source ROI, the reconstruction

performances differ, suggesting that some ROIs are more self-contained than others and

their dependencies are more local. We also conducted studies between different visual

cortices, as shown in fig. 5.12. These experiments that aim to find dependencies between

brain regions can also link to works in connective field modeling [135, 136].

IV. Optimal voxel measurement for reconstruction and classification

Considering that low-dimensional embeddings can effectively represent neural signals,

a reasonable question is whether one can utilize techniques similar to compressed sensing

and use fewer measurements to obtain high-resolution samples. Here we explore the

dependencies between voxels to find voxels that (1) contribute more to other voxels’

reconstruction and (2) contribute more to the semantic categorization of the signals. For

(1), we chose a target voxel to measure the reconstruction performance while providing

voxels from V1-V4 plus one additional voxel. Then, we brute-forced this additional

voxel and plotted a dependency heatmap. We observed strong local dependencies and

dependencies in the symmetric positions of the other hemisphere (figs. 5.13a and 5.13b).

When the “contribution” is aggregated for all target voxels, we can get a blueprint

regarding which voxel is most important. However, this result is subject-specific, and

more explorations are needed to extend the results to different individuals and achieve

a better upsampling of the signals. For this voxel activity reconstruction task, we also

tested an additional VQ-VAE with a convolutional encoder and decoder and a hidden

dimension of 984 apart from the AE detailed in section 5.1. Compared to linear AE,

convolution-based VQ-VAE can only capture local dependencies well but lose the global

view (fig. 5.13a). Nonetheless, it can reconstruct unmasked signals much better, with cc

having a mean of 0.968 and 0.003 std. For (2), we utilized SHapley Additive exPlanations

(SHAP) [137] to perform input attributions, identifying voxels’ contribution to classifying

120



Brain Activity Redundancies and Low-dimensional Representations Chapter 5

(a)

(b)

(c)

 

(d)

Figure 5.13: Examining the voxel importance of subject 1 with (a-c) reconstruction
models and (d) the classification model. For the reconstruction, Voxel with index 1364
is selected as the target voxel at which we measure the recovery performance; it locates
on lh and belongs to both floc-faces and floc-bodies. (a) The recovery performance at
each voxel if they are served as the “additional” input apart from V1-V4 voxel activities.
The right plot is the zoom-in view of the left plot, showing the strong local dependencies,
which are consistent across models and signal types (the values in (a) are normalized to
0-1 since AE and VQ-VAE cc are at different scales). (b) Given AE’s result, we plot (left)
the top 200 contributing voxels, (middle) voxels that lead to a reconstruction performance
larger than the mean value, and (right) the overall p-values of the reconstruction cc. We
can observe that voxels on mirrored positions of rh are also contributing to the target
voxel’s reconstruction, but overall lh voxels are more important for this target voxel on
lh. p-Values are also aligned well: positions with better performance (larger cc) also have
smaller p-values. (c) (left) The p-value changes with decreasing recovery cc. There is a
sharp increase near the end, indicating those voxels are more irrelevant; (right) The in-
ROI ratio for the top-100 contributing voxels: not all are from the ROIs that the target
voxel belongs to (floc-faces/bodies in this case). (d) SHAP input attribution (absolute
values) aggregated across categories. Redder (higher attribution) means the voxel is more
crucial in determining if a specific category exists in the stimulus.
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each category. Aggregating the attributions for all the categories results in one overall

contribution value for each voxel, thus providing a general voxel importance map for

signal categorization. There is a disparity between the two hemispheres’ aggregated

attributions, with rh having more critical voxels in higher-level regions. However, the

attribution of lh is generally higher than rh (t-test p-value < 0.005) (fig. 5.13d). On

the other hand, when looking at (unaggregated) category-wise SHAP attributions, the

results also support distributed coding scheme [138]: each category’s representation is

coded by a subpopulation of voxels, and each voxel contributes to multiple categories’

representations.

5.3 Discussions and Conclusion

Although we studied many aspects regarding brain signal redundancy and depen-

dency, the list is by no means exhaustive. For example, one can examine the impact of

the dorsal/ventral stream on fMRI signals of different categories. Other questions can

also be explored: the brain can encode both low-level and semantic information upon

seeing images, so how much of each (low-level/semantic) is retained in the latent em-

beddings when the fMRI signals are mapped from the encoder? To answer this question,

we will need to train a model trained from latent embedding to perform multi-label

classification, and compare the performance with the model trained with fMRI inputs.

Similarly, we need to train two other models for low-level details: one takes fMRI signals

as inputs and another from the latent embeddings. Then we can compare the retainment

percentage of low-level image information. These latter two models require labels of the

stimuli regarding image details, such as color, shape, orientation, etc., which are missing

in the current MS COCO dataset. In future work, one could potentially use off-the-shelf

detectors to generate pseudo labels as a way to answer the above question.

122



Brain Activity Redundancies and Low-dimensional Representations Chapter 5

In addition, since linear layers have less inductive bias than convolutional layers, the

models we used are composed of linear layers. In fact, we also tested a convolution-

based autoencoder VQ-VAE [119], as discussed in fig. 5.13. With strong local-grouping

assumptions of the convolution operation, VQ-VAE fails to capture global dependencies.

Nonetheless, we still observed similar curves for masked voxel reconstruction: the no-

ticeable performance decrease starts after the 80% masking ratio. Its results on category

reconstruction orders, latent embeddings’ semantic alignment, orders of pairwise ROI

dependencies, etc., are also consistent with the linear model results we reported. How-

ever, it will still be beneficial to test models with more structural types in future work

to examine if the results hold for all frameworks.

In this chapter, we systematically studied the redundancy and dependency of fMRI

signals with an AE and a multi-label classifier. We found AE can reconstruct signals

in a much lower-dimensional space while having a good reconstruction correlation: this

suggests new ways for signal decomposition and denoising. We also found signals’ latent

space is more aligned with the semantic space, supporting a Hopfieldian view of the brain.

This low-dimensional representation, or semantic information of stimuli, can be further

used to guide signal compression, upsampling, and reconstruction. In addition, our results

suggest that the brain encodes different scene semantics with varying levels of redundancy,

resulting from a combination of nature and nurture. Discrepancies between hemispheres,

ROI dependencies, and voxels dependencies are also explored, each providing additional

insights regarding brain visual encodings.
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Chapter 6

Neuroscience-inspired DNN

modeling

Previous chapters discussed how we could use various machine learning techniques to gain

a better understanding of the brain, and this chapter will discuss the opposite direction

[139]: how tools and insights from neuroscience can help us investigate artificial neural

networks and even inspire new architecture developments.

In section 6.1, inspired by the success of psychophysics tools in studying human

visual processes, we apply similar analyses to artificial neural networks (ANNs) to unveil

inherent model biases at different levels (model, layer, single neuron), and show how these

techniques can be used to perform/detect adversarial attacks on black-box classifiers.

Apart from directly borrowing tools from the neuroscience domain, we can also modify

machine learning models based on the findings we made. In chapter 5, we explored the

redundancy in brain signals with deep learning models–which, in turn, motivated us to

add more sparsity into ANNs, as we will introduce in section 6.2. In particular, we only

keep partial neurons activated at each layer and alternate the selection across layers. This

saves many parameters and computations while maintaining competitive performance.
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6.1 White Noise Analysis of Neural Networks

In this section, a white noise analysis of modern deep neural networks is presented

to unveil their biases at the whole network level or the single neuron level. Our analysis

is based on two popular and related methods in psychophysics and neurophysiology,

namely classification images and spike-triggered analysis. These methods have been

widely used to understand the underlying mechanisms of sensory systems in humans and

monkeys. We leverage them to investigate the inherent biases of deep neural networks

and to obtain the first-order approximation of their functionality. We emphasize on

CNNs since they are currently state-of-the-art methods in computer vision and are a

decent model of human visual processing. In addition, we study multi-layer perceptrons,

logistic regression, and recurrent neural networks. Experiments over four classic datasets,

MNIST, Fashion-MNIST, CIFAR-10, and ImageNet, show that the computed bias maps

resemble the target classes and, when used for classification, lead to an over two-fold

performance than the chance level. Further, we show that classification images can be

used to attack a black-box classifier and to detect adversarial patch attacks. Finally,

we utilize spike-triggered averaging to derive the filters of CNNs and explore how the

behavior of a network changes when neurons in different layers are modulated. Our

effort illustrates a successful example of borrowing from neurosciences to study ANNs

and highlights the importance of cross-fertilization and synergy across machine learning,

deep learning, and computational neuroscience.

6.1.1 Introduction

Any vision system, biological or artificial, has its own biases. These biases emanate

from different sources. Two common sources include: (1) the environment and the data

on which the system has been trained, and (2) system constraints (e.g., hypothesis class,
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model parameters). Exploring these biases is important from at least two perspectives.

First, it allows us to better understand a system (e.g., explain and interpret its decisions).

Second, it helps reveal system vulnerabilities and make it more robust against adversarial

perturbations and attacks.

In this section, we recruit two popular methods from computational neuroscience to

study the inherent biases in deep neural networks. The first one, called the classification

images technique, was introduced into visual psychophysics by [140] as a new experimen-

tal tool. It has been used to examine visual processing and to understand vision across a

variety of tasks, including simple detection tasks, visual search, and object recognition.

It has also been applied to the auditory domain. See [141] for a review of the topic. The

second method, known as spike-triggered analysis [142], is often used to discover the best

stimulus to which a neuron responds (e.g., oriented bars). These methods are appealing

for our purpose since they are general and can be applied to study any black box system

(so long it emits a response to an input stimulus), and only make a modest number of

assumptions. From a system identification point of view, they provide a first-order ap-

proximation of a complex system such as the brain or an artificial neural network. Both

methods are detailed in section 6.1.2.

By feeding white noise stimuli to a classifier and averaging the ones that are catego-

rized into a particular class, we obtain an estimate of the templates it uses for classifi-

cation. Unlike classification image experiments in human psychophysics, where running

a large number of trials is impractical, artificial systems can often be tested against a

large number of inputs. While still a constraint, we will discuss how such problems

can be mitigated (e.g., by generating stimuli containing faint structures) and demon-

strate our findings with the two aforementioned techniques in section 6.1.3. Over four

datasets, MNIST [143], Fashion-MNIST [144], CIFAR-10 [145], and ImageNet [86], we

employ classification images to discover implicit biases of a network, utilize those biases
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Figure 6.1: Illustration of the classification images concept. (a) Two sample digits as
well as their linear combination with different magnitudes of white noise (eq. (6.3)). (b)
Average correct and incorrect prediction maps of a binary CNN trained to separate digits
1 and 7. The fifth column shows the difference between the average of stimuli predicted as
1 and the average of stimuli predicted as 7. The column marked with “*” is similar to the
fifth column but computation is done only over noise patterns (and not the augmented
stimuli), hence “classification images” (i.e., (n̄11 + n̄71) − (n̄17 + n̄77); eq. (6.1)). These
templates can be used to classify a digit as 1 or 7. Yellow (blue) color corresponds to
regions with positive (negative) correlation with the response as 1. (c) Same as B but
using a 5 vs. 6 CNN.

to influence network decisions, and detect adversarial perturbations. We also show how

spike-triggered averaging can be used to identify and visualize filters in different layers

of a CNN. Finally, in a less directly related analysis to classification images, we demon-

strate how decisions of a CNN are influenced by varying the signal-to-noise ratio (akin

to microstimulation experiments in monkey electrophysiology or priming experiments in

psychophysics). We find that CNNs behave in a similar fashion to their biological coun-

terparts, and their responses can be characterized by a psychometric function. This may

give insights regarding top-down attention and feedback mechanisms in CNNs [146].

6.1.2 Related Works and Concepts

Our work relates to a large body of research attempting to understand, visualize, and

interpret deep neural networks. These networks have been able to achieve impressive

performance on a variety of challenging vision and learning tasks (e.g., [147, 148]). How-
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ever, they are still not well understood, have started to saturate in performance [149],

are brittle1, and continue to trail humans in accuracy and generalization. This calls for

a tighter confluence between machine learning, computer vision, and neuroscience. In

this regard, the proposed tools here are complementary to the existing ones in the deep

learning toolbox.

Perhaps, the closest work to ours is [152], where they attempted to learn biases

in the human visual system and transfer those biases into object recognition systems.

Some other works (e.g., [153]) have also used human data (e.g., fMRI, cell recording)

to improve the accuracy of classifiers, but have not utilized classification images. [122]

used is activation maximization to iteratively change the pixel values in the direction of

the gradient to maximize the firing rate of V4 neurons2. Unlike these works, here we

strive to inspect the biases in classifiers, in particular, neural networks, to improve their

interpretability and robustness.

I. Classification images

In a typical binary classification image experiment, on each trial, a signal s ∈ Rd and

a noise image z ∈ Rd are summed to produce the stimulus n. The observer is supposed

to decide which of the two categories the stimulus belongs to. The classification image

is then calculated as:

c = (n̄12 + n̄22) − (n̄11 + n̄21) (6.1)

where n̄sr is the average of noise patterns in a stimulus-response class of trials. For exam-

ple, n̄12 is the average of the noise patterns over all trials where the stimulus contained

signal 1, but the observer responded 2. c ∈ Rd is an approximation of the template that

1Current deep neural networks can be easily fooled by subtle image alterations in ways that are
imperceptible to humans; a.k.a adversarial examples [150, 151].

2See https://openreview.net/forum?id=H1ebhnEYDH for a discussion on this.
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the observer uses to discriminate between the two stimulus classes. The intuition behind

the classification images is that the noise patterns in some trials have features similar

to one of the signals, thus biasing the observer to choose that signal. By computing

the average over many trials, a pattern may emerge. c can also be interpreted as the

correlation map between stimulus and response:

corr[n, r] =
E(n− E[n])E(r − E[r])

σnσr

(6.2)

where σn is the pixel-wise standard deviation of the noise n and σr is the standard

deviation of response r. High positive correlations occur at spatial locations that strongly

influence the observer’s responses. Conversely, very low (close to zero) correlations occur

at locations that have no influence on the observer’s responses. Assuming zero-mean noise

and an unbiased observer, Eq. 2 reduces to ccorr = n̄∗2 − n̄∗1, where n̄∗u is the average

of the noise patterns over all trials where the observer gave a response u (see [141] for

details). Thus, ccorr is the average of the noise patterns over all trials where the observer

responded r = 2, minus the average over all trials where the observer responded r = 1,

regardless of which signal was presented.

We have illustrated the classification images concept in fig. 6.1 with a binary classifier

trained to separate two digits. The stimulus is a linear combination of noise plus signal

as follows:

t = γ × s + (1− γ) × n; γ ∈ [0,1] (6.3)

The computed templates for different γ values3, using about 10 million trials, highlight

regions that are correlated with one of the digits (here 1 vs. 7 or 5 vs. 6). The template

fades away with increasing noise (e.g., γ = 0) but it still resembles the template in the

3We use classification images, bias map, template, and average noise pattern, interchangeably. Please
do not confuse this bias with the bias terms in neural networks.
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low-noise condition (i.e., γ = 0.3).

II. Spike-triggered analysis

The spike-triggered analysis, also known as “reverse correlation” or “white-noise anal-

ysis”, is a tool for characterizing the response properties of a neuron using the spikes

emitted in response to a time-varying stimulus. It includes two methods: spike-triggered

averaging (STA) and spike-triggered covariance (STC). They provide an estimate of a

neuron’s linear receptive field and are useful techniques for the analysis of electrophysio-

logical data. In the visual system, these methods have been used to characterize retinal

ganglion cells [154, 155], lateral geniculate neurons [156], and simple cells in the primary

visual cortex [157, 158]. See [159] for a review.

STA is the average stimulus preceding a spike. It provides an unbiased estimate

of a neuron’s receptive field only if the stimulus distribution is spherically symmetric

(e.g., Gaussian white noise). STC can be used to identify a multi-dimensional feature

space in which a neuron computes its response. It identifies the stimulus features af-

fecting a neuron’s response via an eigendecomposition of the spike-triggered covariance

matrix [160, 161].

Let x ∈ Rd denote a spatio-temporal stimulus vector affecting a neuron’s scalar spike

response y in a single time bin. The main goal of neural characterization is to find Θ, a

low-dimensional projection matrix such that ΘTx captures the neuron’s dependence on

the stimulus x. The STA and the STC matrix are the empirical first and second moments

of the spike-triggered stimulus-response pairs {xi|yi}Ni=1, respectively. They are defined

as:

STA: µ =
1

nsp

N∑
i=1

yixi, and STC: Λ =
1

nsp

N∑
i=1

yi(xi − µ)(xi − µ)T (6.4)

where nsp =
∑

yi is the number of spikes and N is the total number of time bins. The
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traditional spike-triggered analysis gives an estimate for the basis Θ consisting of: (1) µ,

if it is significantly different from zero, and (2) the eigenvectors of Λ corresponding to

those eigenvalues that are significantly different from eigenvalues of the prior stimulus

covariance Φ = E[XXT ]. When a stimulus is not white noise (i.e., is correlated in space

or time), whitened STA can be written as:

STAw =
N

nsp

(XTX)−1XTy (6.5)

where X is a matrix whose ith row is the stimulus vector xT
i and y denotes a column

vector whose ith element is yi. The whitened STA is equivalent to linear least-squares

regression of the stimulus against the spike train.

Classification images and spike-triggered analysis are related in the sense that both

estimate the terms of a Wiener/Volterra expansion in which the mapping from the stimuli

to the firing rate is described using a low-order polynomial [142]. See [162] for a discussion

on this. Here, we focus on STA and leave STC for future work.

6.1.3 Applications to Deep Learning Models

We present four use cases of classification images and STA to examine neural net-

works, with a focus on CNNs since they are a decent model of human visual processing

and are state-of-the-art computer vision models.4 Our approach, however, is general

and can be applied to any classifier. In particular, it is most useful when dealing with

black-box methods where choices are limited.

4Code is available at: https://github.com/aliborji/WhiteNoiseAnalysis.git.
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Figure 6.2: (a) Classification images of a CNN trained on MNIST (with 99.2% test
accuracy). Image titles show ground truth, predicted class for the bias map, and the
frequency of the noise patterns classified as that digit. (b) Classification images of
logistic regression over MNIST with 92.46% test accuracy. (c) Confusion matrices of
four classifiers (CNN and log. reg. biases, mean digit image, and log. reg. weights). The
classification was done via template matching using the dot product.

I. Understanding and visualizing classifier biases

We trained a CNN with 2 conv layers, 2 pooling layers, and one fully connected layer

on the MNIST dataset. This CNN achieves 99.2% test accuracy. We then generated 1

million 28 × 28 white noise images and fed them to CNN. The average noise map for

each digit class is shown in fig. 6.2a. These biases/templates illustrate the regions that

are important for classification. Surprisingly, for some digits (0 to 7), it is very easy to

tell which digit the bias map represents5. We notice that most of the noise patterns are

classified as 8, perhaps because this digit has a lot of structure in common with other

digits. Feeding the average noise maps back to CNN, they are classified correctly, except

8, which is classified as 2 (see image captions in fig. 6.2a).

Classification images of the CNN over MNIST perceptually make sense to humans.

5Weighting the noise patterns by their classification confidence or only considering the ones with
classification confidence above a threshold did not result in significantly different classification images.
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0, |pred| = 1060840 2, |pred| = 617 3, |pred| = 9562 7, |pred| = 2 8, |pred| = 8622748 9, |pred| = 306231

0, |pred| = 5659 2, |pred| = 14554374 3, |pred| = 73015009 5, |pred| = 11677974 6, |pred| = 88 8, |pred| = 746885 9, |pred| = 11

MLP

RNN

Figure 6.3: Classification images for a two-layer MLP (784 −→ 1000 −→ 10) shown at
the top and an RNN classifier at the bottom. None of the noise patterns were classified
as 1 using both classifiers. While the derived biases do not resemble digits, they still
convey information to predict the class of a test digit.

This, however, does not necessarily hold across all classifiers and datasets. For example,

classification images of a logistic regression classifier on MNIST, shown in fig. 6.2b, do

not resemble digits (the same happens to MLP and RNN; see fig. 6.3). This implies that

perhaps CNNs extract features the same way the human visual system does, thus sharing

similar mechanisms and biases with humans. Classification images over the CIFAR-10

dataset, derived using 1 million 32 × 32 RGB noise patterns, are shown in fig. 6.4a. In

contrast to MNIST and Fashion-MNIST (fig. 6.7), classification images on CIFAR-10

(using CNNs) do not resemble target classes. One possible reason might be that images

are more calibrated and aligned over the former two datasets than CIFAR-10 images.

How much information do the classification images carry? To answer this question,

we used bias maps to classify the MNIST test digits. The bias map with the maximum

dot product to the test digit determines the output class. The confusion matrix of this

classifier is shown in fig. 6.2c. Using the CNN bias map as a classifier leads to 25.8%

test accuracy. The corresponding number for a classifier made of logistic regression bias

is 47.6%. Both of these numbers are significantly above 10% chance accuracy. To get an

idea regarding the significance of these numbers, we repeated the same using the mean
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Figure 6.4: (a) Mean training images (top) and mean white noise pattern/bias maps
(bottom) across CIFAR-10 classes. Image titles show the ground truth class and predic-
tion of the bias map, respectively. (b) Confusion matrices using mean images (top) and
bias maps (bottom) as classifiers, respectively. Notice that for some classes, it is easier
to guess the class label from the mean image (e.g., frog).

images and logistic regression weights. These two classifiers lead to 63.1% and 83.8% test

accuracy, respectively, which are better than the above-mentioned results using bias maps

but demand access to the ground-truth data and labels. Over CIFAR-10, classification

using bias maps leads to 23.71% test accuracy, which is well above chance. Using the

mean training images of CIFAR-10 leads to 28.69% test accuracy (fig. 6.4b).

Creating visual noise from natural scene statistics We followed [163] to generate

noise patterns containing subtle structures. We amassed a digit database of 60K images

from the MNIST training set and represented each image as the output of a bank of

Gabor filters at three spatial scales (2, 4, and 10 cycles per image, and wavelets were

truncated to lie within the borders of the image), four orientations (0, 45, 90 and 135

degrees) and two quadrature phases (0 and 90 degrees). Thus, each image is represented

by 2 × 2 × 2 × 4 + 4 × 4 × 2 × 4 + 10 × 10 × 2 × 4 = 960 total Gabor wavelets. The

weights of Gabor wavelets for each image were determined using ridge regression. We
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Figure 6.5: Progressive build-up of the bias maps for 0, 1, and 2.

then performed principal components analysis (PCA) on the 60K-image by the 960-

wavelet weight matrix. We kept the first 250 principal components that explain 96.1%

of the variance in data. A noise image was created by choosing a random value for each

principal component score, scaled to the observed range for each component.

We also gathered a natural object database of 50K images from the CIFAR-10 training

set. For these colored images, we performed the above-mentioned approach on each

channel. More specifically, we represented each 32 × 32-sized channel with four-scale (2,

4, 7, 11 cycles), four-orientation, two-phase Gabor wavelets, which results in 2× 2× 2×

4 + 4 × 4 × 2 × 4 + 7 × 7 × 2 × 4 + 11 × 11 × 2 × 4 = 1520 total Gabor wavelets per

channel. Then for each channel, we performed ridge regression to get the 50K-by-1520

weight matrix, which is passed to PCA and kept the first 600 PCs. These PCAs can

explain variance in three channels as 97.57%, 97.51%, and 97.52%, respectively.

Analysis of sample complexity To get an idea regarding the sample complexity of

the classification images approach, we ran three analyses. In the first one, we varied

the number of noise patterns as n = 1000 × k; k ∈ {1, 10, 100, 1000}. We found that
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with 10K noise stimuli, the bias maps already start to look like the target digits (see

fig. 6.5). In the second analysis, we followed [163] to generate noise patterns containing

subtle structures. Over MNIST and Fashion-MNIST datasets, we used ridge regression to

reconstruct all 60K training images from a set of 960 Gabor wavelets, as described above.

We then projected the learned weights (a matrix of size 60K×960) to a lower-dimensional

space using principal component analysis (PCA). We kept 250 components that explained

96.1% of the variance. To generate a noise pattern, we randomly generated a vector of

250 numbers and projected it back to the 960D space, using them as weights for image-

shaped Gabor wavelets and then summing them to 28×28 noise image. Over CIFAR-10,

we used 1520 Gabor filters for each RGB channel and kept 600 principal components

that explained 97.5% of the variance. Classification images using 1M samples generated

this way for MNIST, Fashion-MNIST, and CIFAR-10 datasets are shown in fig. 6.7.

Classification images resemble the target classes even better now (compared to using

white noise). Using the new bias maps for classification, we are able to classify MNIST,

Fashion-MNIST, and CIFAR-10 test data with 35.5%, 41.21%, and 21.67% accuracy,

respectively.

In the third analysis, we trained an autoencoder and a variational autoencoder [41]

over MNIST, only for 2 epochs. We did so to make the encoders powerful just enough

to produce images that contain subtle digit structures (fig. 6.6). As expected, now the

classification images can be computed with a much less number of stimuli (∼100). Results

from these analyses suggest that it is possible to lower the sample complexity when some

(unlabeled) data is available. This is, in particular, appealing for practical applications

of classification images.

Results on ImageNet We conducted an experiment on ImageNet validation set in-

cluding 50K images covering 1000 categories and 1 million samples using Gabor PCA
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Figure 6.6: Using an AutoEncoder and a VAE to generate samples containing faint
structures to be used for computing the classification images over MNIST dataset, using
a CNN classifier. Both generators were trained only for two epochs to prohibit the CNN
from generating perfect samples (shown at the top). The bottom panels show classifi-
cation images derived using 100, 1K, and 10K samples from each generator. Note that
classification images converge much faster now compared with the white noise stimuli.

Table 6.1: Results on ImageNet.

backbone accuracy run time empty classes

ResNet152 0.00180 2:15 564
ResNet101 0.00152 1:36 539
densenet201 0.00118 2:12 998
squeezenet1 1 0.00104 0:13 999
googlenet 0.00102 0:26 999
mnasnet1 3 0.00082 0:32 922
vgg 19 bn 0.00074 1:51 994
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Figure 6.7: Classification images, some sample generated images, confusion matrices
of bias map classifiers, as well as one sample image and its reconstruction using Gabor
wavelets over MNIST (left), Fashion-MNIST (middle), and CIFAR-10 (right) datasets.
We used 960, 960, and 1520 Gabor wavelets over MNIST, Fashion-MNIST, and CIFAR-
10, respectively. The corresponding numbers of PCA components are 250, 250, and 600
(per color channel).

sampling (from the above CIFAR-10 experiment over CIFAR-10 images) and pretrained

CNNs (on ImageNet train set). As results in table 6.1 show, even with 1M samples and

without parameter tuning, we obtain an improvement over the chance level (0.0010 or

0.1%. We obtain about 2x accuracy than chance using ResNet152 [148]. It seems that

1M samples are not enough to cover all classes since no noise pattern is classified under

almost half of the classes using ResNet152. For some backbones, even a larger number of

classes remain empty: this provides another evidence that white noise can reveal biases

in models. We believe it is possible to improve these results with more samples. As you

can see with more classes being filled, better accuracy can be achieved. It takes only

a few minutes (about 2) to process all 1M images at 32 × 32 resolution using a single

GPU. Notice that ImageNet models have been trained on 224 × 224 images, while here
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Table 6.2: Numbers corresponding to the bar charts in fig. 6.8c.

γ 0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1

(1 − γ) × noise + γ × bias 0.1 0.113 0.127 0.149 0.174 0.207 0.271 0.429 0.666 0.743 0.9
(1 − γ) × signal + γ × bias 0.1 0.1 0.1 0.1 0.101 0.102 0.105 0.123 0.214 0.587 0.9
(1 − γ) × noise + γ ×mean 0.1 0.127 0.179 0.313 0.618 0.842 0.986 1.0 1.0 1.0 1.0
(1 − γ) × signal + γ ×mean 0.1 0.101 0.103 0.109 0.149 0.28 0.534 0.83 0.994 1.0 1.0

we test them on 32 × 32 noise images for the sake of computational complexity. A better

approach would be to train the models on 32 × 32 images or feed the noise at 224 × 224

resolution. This, however, demands more computational power but may result in better

performance.

Overall, our pilot investigation on large-scale datasets is promising. We believe bet-

ter results than the ones reported in table 6.1 are possible with further modifications

(e.g., using better distance measures between an image and the average noise map for

each class). Also, it is likely that increasing the number of samples will lead to better

performance.

II. Adversarial attack and defense

Deep neural networks achieve remarkable results on various visual recognition tasks.

They are, however, highly susceptible to being fooled by images that are modified in

a particular way (so-called adversarial examples). Interesting adversarial examples are

the ones that can confuse a model but not a human (i.e., imperceptible perturbations).

Likewise, it is also possible to generate a pattern that is perceived by a human as noise

but is classified by a network as a legitimate object with high confidence [164]. Beyond

the security implications, adversarial examples also provide insights into the weaknesses,

strengths, and blind spots of models.
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Figure 6.8: (a) Adding bias to a digit changes it to the target class in many cases (here
with γ = 0.8). Adding bias to noise (2nd col.) turns noise into the target digit in almost
all cases. The histograms show the distribution of predicted classes (intact digits or pure
noise; 1st row). Note that most of the noise images are classified as 8 (top histogram in
2nd col). (b) Same as A but using mean digit (computed over the training set). Adding
the mean image is more effective but causes a much more perceptible perturbation. (c)
The degree to which (i.e., accuracy) a stimulus is classified as the target class (i.e., fooled)
by adding different magnitudes of bias (or mean image) to it. Converting noise to a target
is easier than converting a signal. There is a trade-off between perceptual perturbation
and accuracy (i.e., subtle bias leads to less number of digits being misclassified).

Adversarial attack A natural application of the bias maps is to utilize them to in-

fluence a black-box system, in targeted or un-targeted manners, by adding them to the

healthy inputs. Over MNIST, we added different magnitudes of bias maps (controlled

by γ; Eq. 3) to the input digits and calculated the misclassification accuracy or fooling

rate of a CNN (same as the one used in the previous subsection). This is illustrated in

fig. 6.8a. Obviously, there is a compromise between the perceptibility of perturbation

(i.e., adding bias) and the fooling rate. With γ = 0.8, we are able to manipulate the

network to classify the augmented digit as the class of interest 21% of the time (fig. 6.8c;

chance is 10%). In comparison, adding the same amount of the mean image to digits

fools the network almost always but is completely perceptible. In a similar vein, we are

able to convert noise to a target digit class by adding bias to it (fig. 6.8b). With γ = 0.5,

which is perceptually negligible (fig. 6.9), we can manipulate the network 20.7% of the

time. Notice that in contrast to many black-box adversarial attacks that demand access

to logits or gradients, our approach only requires the hard labels and does not make any
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assumption regarding the input distribution.

Adversarial defense In a recent work, [165] introduced a technique called adversarial

patch as a backdoor attack on a neural network. They placed a particular type of pattern

on some inputs and trained the network with the poisoned data. The patches were allowed

to be visible but were limited to a small, localized region of the input image. Here, we

explore whether and how classification images can be used to detect adversarial patch

attacks.

We performed three experiments, two on MNIST and one on CIFAR-10 (fig. 6.10).

Over MNIST, we constructed two training sets as follows. In the first one, we took half

of the 0s and placed a 3×3 patch (x-shape) on their top-left corner and relabeled them as

1. The other half of the zeros and all other digits remained intact. In the second one, we

placed a c-shape patch on the top-right corner of half of the 8s, relabeled them as 9, and

left the other half and other digits intact. We then trained two 10-way CNNs, the same

architecture as in the previous subsection, on these training sets. The CNNs perform

close to perfect on the healthy test sets. Over a test set with all zeros contaminated (or

eights), they completely misclassify the perturbed digits (See confusion matrices in the

2nd and 4th rows of fig. 6.10a). Computing the classification images for these classifiers,

we find a strong activation at the location of the adversarial patches in both cases. Note

that the derived classification images still resemble the ones we found using the un-

attacked classifiers (fig. 6.2a) but now new regions pop out. Over CIFAR-10, we placed

an H-shape pattern on the top-right of half of the birds and labeled them as cats. The

trained CNN classifier performs normally on a clean dataset. Again, computing the bias

unveils a tamper in the network (fig. 6.10b). To verify these findings, we computed the

average gradient of the classification loss with respect to the input image for intact and

attacked networks over the healthy and tampered training sets (fig. 6.10). The average
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Figure 6.9: Illustration of influencing the CNN decisions (on MNIST) towards a partic-
ular digit class by adding bias to the digits (top) and adding bias to the noise (bottom).
This is akin to a targeted attack. See fig. 6.10.
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Figure 6.10: (a) Top: A 10-way CNN trained on MNIST (with half of the zeros aug-
mented with a patch and relabeled as 1) performs very well on a clean test set (top
confusion matrix). On a test set containing all zeros contaminated, it (incorrectly) clas-
sifies them as one. Classification images (right side) successfully reveal the perturbed
region. Bottom: Same as above but over 8 and 9 digits. (b) Classification images reveal
the adversarial patch attack over CIFAR-10. Here, half of the birds are contaminated
with a patch and are labeled as cat. (c) Turning a frog into a car by adding the acti-
vation of the conv6 layer, computed using white noise, of the car category to the frog.
(d) Average gradients before the adversarial patch attack (top) and after the attack
(middle). The small yellow region on the top-right of digit 8 means that increasing those
pixels increases the loss and thus leads to misclassification (i.e., turns 8 to another digit).
(bottom) Average gradient with all 8s contaminated and relabeled as 9. The blue region
on the top-right of digit 9 means that increasing those pixels lowers the loss and thus
leads to classifying a digit as 9. This analysis is performed over the MNIST training set.
Please see also figs. 6.11 and 6.15.

before attack after attack

Figure 6.11: Confusion matrices for adversarial patch attack on CIFAR-10 dataset (bird
to cat). Class names: plane, car, bird, cat, deer, dog, frog, horse, ship, and truck.

gradient shows a slight activation at the location of the perturbation (fig. 6.10d), but it

is not as pronounced as results using bias images.

143



Neuroscience-inspired DNN modeling Chapter 6

MNIST
co

nv
1

co
nv

2

co
nv

4
co

nv
6

co
nv

1
co

nv
2

CIFAR-10 MNIST

co
nv

1
co

nv
1

co
nv

1

CIFAR-10

Figure 6.12: Left two: example filters derived using spike-triggered averaging (STA) for
the first two conv layers of a CNN trained on MNIST dataset (left; RF sizes are 5 × 5
and 14 × 14) and 4 layers of a CNN on CIFAR-10 dataset (middle; RF sizes in order are
3 × 3, 5 × 5, 14 × 14 and 32 × 32). Right: Trained model weights (i.e., convolutional
kernels) of the first layer of a CNN trained on MNIST or CIFAR-10. These are not
calculated by feeding noise patterns. They are derived after training the model on data.
Interestingly, they are the same as those derived using white noise.

III. Filter visualization

A number of ways have been proposed to understand how neural networks work by vi-

sualizing their filters [166]. Example approaches include plotting filters of the first layers,

identifying stimuli that maximally activate a neuron, occlusion maps by masking image

regions [167], activation maximization by optimizing a random image to be classified as

an object [168], saliency maps by calculating the effect of every pixel on the output of the

model [169], network inversion [170], and network dissubsection [171].6 Here, we propose

a new method based on spike-triggered averaging.

For each model, we fed 1 million randomly generated patterns to the network and

recorded the average response of single neurons at different layers. We changed the acti-

vation functions in the convolution layers of the CIFAR-10 CNN model to tanh, as using

ReLU activation resulted in some dead filters. fig. 6.12 shows the results over MNIST

6See also https://captum.ai/docs/algorithms.
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Figure 6.13: Trained model weights (i.e., convolutional kernels) of the first layer of a
CNN trained on MNIST or CIFAR-10. These are not calculated by feeding noise patterns.
They are derived after training the model on data. Interestingly, they are the same as
those derived using white noise as shown in fig. 6.12.

and CIFAR-10 datasets. We also show the filters computed using real data for the sake

of comparison in the fig. 6.13. As can be seen, filters extract structural information

(e.g., oriented edges) and are similar to those often derived by other visualization tech-

niques. Comparing derived filters using noise patterns and derived filters using training

on real data (i.e., kernel weights), we notice that the two are exactly the same. This

holds over both MNIST and CIFAR-10 datasets.

Next, for the CIFAR-10 model, we computed mean layer activation maps of conv2,

conv4, conv6, and fc layers by sending noise through the network. Results are shown

in fig. 6.14. Comparing these maps with the mean activation maps derived using real

data, we observe a high similarity in the fc layer and relatively less similarity in the other

layers. The high similarity in the fc layer is because it is immediately before the class

decision layer, and thus for a noise pattern to fall under a certain class, it has to have a

similar weight vector as the learned weights from real data. This is corroborated by the

higher average L2 distance across different classes in the fc layer, compared to the other

layers, over both noise and real data (bottom panel in fig. 6.14).

We then asked whether it is possible to bias the network towards certain classes

(similar to the adversarial analysis in fig. 6.8) by injecting information, learned from

average noise patterns to the input image or its activation maps at different layers. For
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Figure 6.14: (Top) Average layer activation using noise (left) and real data (right) over
a CNN trained on CIFAR-10 dataset. (Bottom) Mean distance between average layer
activations of different classes across model layers.
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example, as shown in fig. 6.10c, we can turn a frog into a car by adding the average conv6

activation of the noise patterns classified as a car to it. This can be done in a visually

(almost) imperceptible manner. Results over other classes of CIFAR-10 and different

activation layers are shown in fig. 6.15. For some classes (e.g., cat or bird), it is easy to

impact the network, whereas for some others (e.g., horse) it is harder. Results indicate

that for different objects, different layers have more influence on classification.

IV. Micro-stimulation

Microstimulation, the electrical current-driven excitation of neurons, is used in neu-

rophysiology research to identify the functional significance of a population of neu-

rons [172, 173]. Due to its precise temporal and spatial characteristics, this technique is

often used to investigate the causal relationship between neural activity and behavioral

performance.

It has also been employed to alleviate the impact of damaged sensory apparatus and

build brain-machine interfaces (BMIs) to improve the quality of life of people who have

lost the ability to use their limbs.

For example, stimulation of the primary visual cortex creates flashes of light which

can be used to restore some vision for blind people. Microstimulation has been widely

used to study visual processing across several visual areas, including MT, V1, V4, IT, and

FEF [174]. Here, we investigate how augmenting the stimuli with white noise impacts

the internal activations of artificial neural networks and their outputs.

We linearly combined signal and white noise, according to Eq. 3, and measured

the classification accuracy of a CNN trained on MNIST (fig. 6.16). Without any stim-

ulation, with the original network biases and weights, increasing the amount of signal

(shown on the x-axis) improves the accuracy from 0 (corresponding to 100% noise) to

1 (corresponding to 100% signal). The resulting S-shaped curve resembles the psycho-
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Figure 6.15: Effect of adding activation at conv6, conv4, conv2 and input of noises classi-
fied as different classes to real images. The figure shows CIFAR-10 model misclassification
ratio vs. γ, where the input to the model is ((1−γ)×noise activation of a certain class+
γ × real data input image. The misclassification ratio is calculated as the number of im-
ages that do not belong to the activation-added class but are classified as it over the
number of images not belonging to the activation-added class. The visualization of
adding activation to input is shown in fig. 6.10c.
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Figure 6.16: Psychometric curves of a CNN trained on MNIST. The x-axis shows the
magnitude of the signal added to the noise ((d)). The y-axis shows the accuracy. Legends
show the magnitude of stimulation (k in Eq. 6). Larger k (redder curve) means more
bias. (a) Increasing fc bias enhances recognition towards the target digit for all digits.
The opposite happens when lowering the bias. (b)(c) Stimulating neurons in conv layers
helps some digits (for which those neurons are positively correlated) but hinders some
others.

metric functions observed in human psychophysics experiments [175]. We then varied

the amount of network bias in different layers according to the following formula and

measured the accuracy again:

bnewml = boldml + λl × k × 1

max(aml)

N∑
i=1

amli (6.6)

where bml is the bias term for map m in layer l, and amli is the activation of neuron i at

the mth map of the lth layer. k controls the magnitude of stimulation. λl is used to scale
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the activation values, since sensitivity of the output to neurons at different layers varies

(here we use λl = 0.01, 0.1, 1 for fc, conv1, and conv2, respectively). Bias term (bml) is

shared across all neurons in a map (i.e., for the same kernel). Notice that increasing bias

in Eq. 6 is proportional to the map activation. Thus, stimulation has a higher impact

on more active (selective) neurons.

Increasing the bias of fc neurons shifts the psychometric function to the left. This

means that for the same amount of noise as before (i.e., no stimulation), now CNN

classifies the input more frequently as the target digit. In other words, the network

thinks of noise as the digit. Increasing fc biases consistently elevates accuracy for all

digits. Conversely, reducing the fc bias shifts the psychometric function to the right for

all digits (i.e., using minus sign in Eq. 6). The effect of stimulation on convolutional

layers is not consistent. For example, increasing conv2 bias shifts the curves to the right

for 0 and 1, and to the left for 3. We observed that stimulation or inhibition of conv1

layer almost always hurts all digits. We speculate this might be because conv1 filters

capture features that are shared across all digits, and thus a subtle perturbation hurts

the network.

We were able to replicate the above results using a binary CNN akin to yes/no

experiments on humans or monkeys. Results are provided in fig. 6.17. Our findings

qualitatively agree with the results reported in [176]. They artificially stimulated clusters

of IT neurons while monkeys judged whether noisy visual images were ‘face’ or ‘non-face’.

Microstimulation of face-selective neurons biased the monkeys’ decisions towards the face

category.

150



Neuroscience-inspired DNN modeling Chapter 6

-
-
-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-
-
-

g 

g 

A    1 vs. 3 (increasing bias)  1 vs. 3 (decreasing bias)

 2 vs. 8 (decreasing bias)B    2 vs. 8 (increasing bias)

Figure 6.17: Results of microstimulation for binary decision-making tasks using a CNN
classifier (1 vs. 3) and (2 vs. 8). Left(right) panels show increasing (decreasing) bias for
each layer. See fig. 6.16.
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6.1.4 Discussions and Conclusion

We showed that white noise analysis is effective in unveiling hidden biases in deep

neural networks and other types of classifiers. A drawback is the need for a large num-

ber of trials. To lower the sample complexity, we followed the approach in [163] and

also recruited generative models. As a result, we were able to lower the sample com-

plexity dramatically. As another alternative, [152] used the Hoggles feature inversion

technique [177] to generate images containing subtle scene structures. Their computed

bias maps roughly resembled natural scenes. We found that the quality of the bias maps

highly depends on the classifier type and the number of trials. Also, classification images

over natural scene datasets are not expected to look like the instances of natural images

since even the mean images do not represent sharp objects (see figs. 6.2 and 6.7). In this

regard, spike-triggered covariance can be utilized to find stimuli (eigenvectors) to which

a network or a neuron responds [159].

We foresee several avenues for future research. We invite researchers to employ

the tools developed here to analyze even more complex CNN architectures including

ResNet [148] and InceptionNet [178]. They can also be employed to investigate bi-

ases of other models such as CapsuleNets [179] and GANs [180], and to detect and

defend against other types of adversarial attacks. The outcomes can provide a bet-

ter understanding of the top-down processes in deep networks, and the ways they can

be integrated with bottom-up processes. Moreover, applying some other methods from

experimental neuroscience [181] (e.g., lesioning, staining) and theoretical neuroscience

(e.g., spike-triggered non-negative matrix factorization [182], Bayesian STC [161], and

Convolutional STC [183]) to inspect neural networks is another interesting future direc-

tion. Using classification images to improve the accuracy of classifiers (as in [152]) or

their robustness (as was done here) are also promising directions.
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This work focused primarily on visual recognition. On the other hand, [184] used

classification images to estimate the template that guides saccades during the search for

simple visual targets, such as triangles or circles. [185] measured temporal classifica-

tion images to study how the saccadic targeting system integrates information over time.

[186] utilized classification images to investigate the perception of illusory and occluded

contours. Inspired by these works, classification images, and STA can be applied to other

computer vision tasks such as object detection, edge detection, activity recognition, and

segmentation. Finally, unveiling biases of complicated deep networks can be fruitful in

building bias-resilient and fair ANNs (e.g., racial fairness).

In summary, we utilized two popular methods in computational neuroscience, classifi-

cation images and spike-triggered averaging, to understand and interpret the behavior of

artificial neural networks. We demonstrated that they bear value for practical purposes

(e.g., solving challenging issues such as adversarial attacks) and for further theoretical ad-

vancements. More importantly, our efforts show that confluence across machine learning,

computer vision, and neuroscience can benefit all of these fields.
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6.2 Sparsifying DNNs: Fat-Trimming MLP-like Mod-

els

Information in the brain is represented with the sparse coding property [187]: items

trigger strong activation of a relatively small set of neurons. For different stimuli, a differ-

ent subset of all available neurons activate. This section takes insights from this property.

However, instead of having different activations for different inputs, we bring the spar-

sity into DNN by activating partial channels, thus achieving sparse activation of artificial

neurons. In what follows, we present SplitMixer, a simple and lightweight isotropic

MLP-like architecture, for visual recognition. It contains two types of interleaving con-

volutional operations to mix information across spatial locations (spatial mixing) and

channels (channel mixing). The first one includes sequentially applying two depthwise

1D kernels, instead of a 2D kernel, to mix spatial information. The second one is split-

ting the channels into overlapping or non-overlapping segments, with or without shared

parameters, and applying our proposed channel mixing approaches or 3D convolution to

mix channel information. Depending on design choices, a number of SplitMixer variants

can be constructed to balance accuracy, the number of parameters, and speed. We show,

both theoretically and experimentally, that SplitMixer performs on par with the state-

of-the-art MLP-like models while having a significantly lower number of parameters and

FLOPS. For example, without strong data augmentation and optimization, SplitMixer

achieves around 94% accuracy on CIFAR-10 with only 0.28M parameters, while Con-

vMixer achieves the same accuracy with about 0.6M parameters. The well-known MLP-

Mixer achieves 85.45% with 17.1M parameters. On the CIFAR-100 dataset, SplitMixer

achieves around 73% accuracy, on par with ConvMixer, but with ∼52% fewer parame-

ters and FLOPS. Our model also fares well over Flowers102, Food101, and ImageNet-1K

datasets. We hope that our results spark further research toward finding more efficient
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vision architectures and facilitating the development of MLP-like models.

6.2.1 Introduction

Architectures based exclusively on multi-layer perceptrons (MLPs) [188] have emerged

as strong competitors to Vision Transformers (ViT) [189] and Convolutional Neural Net-

works (CNNs) [147, 148]. They achieve compelling performance on several computer

vision problems, in particular large-scale object classification. Further, they are very

simple and efficient, and perform on par with more complicated architectures. MLP-like

models contain two types of layers to mix information across spatial locations (spatial

mixing) and channels (channel mixing). These operations can be implemented via self-

attention as in ViT, MLPs as in MLP-Mixer, or convolutions as in ConvMixer [2]. There

is, in fact, a high degree of similarity among these models (section 6.2.5).

We propose the SplitMixer, a conceptually and technically simple, yet very efficient

architecture in terms of accuracy, the number of required parameters, and computation.

Our model is similar in spirit to the ConvMixer and MLP-Mixer models in that it accepts

image patches as input, dissociates spatial mixing from channel mixing, and maintains

equal size and resolution throughout the network, hence an isotropic architecture. Similar

to ConvMixer, it uses standard convolutions to achieve the mixing steps. Unlike Con-

vMixer, however, it uses 1D convolutions to mix spatial information. This modification

maintains the accuracy but does not lower the number of parameters significantly. The

biggest reduction in the number of parameters is achieved by how we modify channel

mixing. Instead of applying 1 × 1 convolutions across all channels, we apply them to

channel segments that may or may not overlap each other. We implement this part with

our ad-hoc solutions or with 3D convolution. This way, we find some architectures that

are very frugal in terms of model size and computational needs and, at the same time,
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exhibit high accuracy (See fig. 6.24).

Despite its simplicity, SplitMixer achieves excellent performance. For example, with-

out strong data augmentations, it attains around 94% Top-1 accuracy on CIFAR10 with

only 0.27M parameters and 71M FLOPS. ConvMixer achieves the same accuracy but with

0.59M parameters and 152M FLOPS (almost twice more expensive). MLP-Mixer can

only achieve 85.45% with 17.1M parameters and 1.21G FLOPS. ResNet50 [148] achieves

80.76% using 23.84M parameters, and MobileNet attains 89.81% accuracy using 0.24M

parameters.

Inspired by the extensive use of spatial separable convolutions and depthwise separa-

ble convolutions in the literature (e.g., MobileNet), in section 6.2.2, we propose to apply

1D depthwise convolution sequentially across width and height for spatial mixing, and

split the channels into overlapping or non-overlapping segments and applying 1×1 point-

wise convolution to segments for channel mixing. Apart from theoretical analyses, we

also provide empirical support for the computational efficiency of the proposed solution

in section 6.2.3, together with model throughput measurement, and ablation studies to

determine the contribution of different model components.

6.2.2 SplitMixer

The overall architecture of SplitMixer is depicted in fig. 6.18. It consists of a patch em-

bedding layer followed by repeated applications of fully convolutional SplitMixer blocks.

Patch embeddings with patch size p and embedding dimension h are implemented as 2D

convolution with c input channels (3 for RGB images), h output channels, kernel size p,

and stride p:

z0 = N (σ{Convc→h(I, stride=p, kernel size=p)}) (6.7)
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where N is a normalization technique (e.g., BatchNorm by [190]), σ is an element-wise

nonlinearity (e.g., GELU by [191]), and I ∈ Rn×n×c is the input image. The SplitMixer

block itself consists of two 1D depthwise convolutions (i.e., grouped convolution with

groups equal to the number of channels h) followed by several pointwise convolutions

with kernel size 1× 1. Each convolution is followed by nonlinearity and normalization 7.

Therefore, each block can be written as:

z′l = N (σ{ConvDepthwise(zl−1)}) // 1 × k Conv across width (6.8)

z′l = N (σ{ConvDepthwise(z′l)}) + zl−1 // k × 1 Conv across height (6.9)

zl = N (σ{ConvPointwise(z′l)}) // 1 × 1 Conv across channels (6.10)

The SplitMixer block is applied b times (indexed by l), after which global pooling is

applied to obtain a feature vector of size h. Finally, a softmax classifier maps this vector

to the class label. In what follows, we describe the spatial and channel mixing layers of

the architecture.

I. Spatial mixing

We replace the k × k kernels8 in ConvMixer by two 1D kernels: 1) a 1 × k kernel

across width, and 2) a k × 1 kernel across height. This reduces k2 × h parameters to

2k × h in each SplitMixer block. Similarly the W × H × k2 × h FLOPS is reduced to

W ×H×2k×h, where W and H are width and height of the input tensor X ∈ RW×H×h,

respectively. Therefore, separating the 2D kernel into two 1D kernels results in k
2

times

savings in parameters and FLOPS. The two 1D convolutions are applied sequentially and

each one is followed by a GELU activation and BatchNorm (denoted as “Act + Norm”

7We use GELU and BatchNorm throughout this section, except in ablation experiments.
8Throughout the section, a tensor or a kernel is represented as width × height × channels.
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Figure 6.18: Basic architecture of SplitMixer. The input image is evenly divided into
several image patches which are tokenized with linear projections. A number of 1D
depthwise convolutions (spatial mixing) and pointwise convolutions (channel mixing) are
repeatedly applied to the projections. For channel mixing, we split the channels into
segments (hence the name SplitMixer) and perform convolution on them. We implement
this part with our ad-hoc solutions or 3D convolution. Finally, a global average pooling
layer followed by a fully-connected layer is used for class prediction.

in fig. 6.18).

II. Channel mixing

We notice that most of the parameters in ConvMixer reside in the channel mixing

layer. For h channels and kernel size k (h >> k), in each block there are h×k2 parameters

in the spatial mixing part and h2 parameters in the channel mixing part. Thus, the

fraction of parameters in the two parts is h×k2

h2 = k2

h
which is much smaller than 1

(e.g., 52/256). Therefore, most of the parameters are used for channel mixing.

Implementation using 3D convolution The basic idea here is to utilize 3D convo-

lutions with certain strides. The output will be a set of interleaved maps coming from

different segments. The same 3D kernel (with shared parameters) is applied to all seg-

ments. A certain number of 3D kernels will be needed to obtain an output tensor with

the same number of channels as the input. Applying m 3D kernels of size 1× 1× h
m

and

stride h
m

(assume h is divisible by m), will require h2

m
parameters. Hence, more parame-
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Figure 6.19: Channel mixing approaches: (a) channels are split into two overlapping
segments, and only one segment is convolved in each block (no parameter sharing across
segments), (b) channels are equally split into a number of segments, and only one seg-
ment is convolved in each block (no overlap or parameter sharing), (c) all segments are
convolved in each block and parameters are shared across segments, and (d) all segments
are convolved in each block (no parameter sharing).

ters and computation will be saved by increasing the number of segments (i.e., smaller 3D

kernels). While being easy to implement, using 3D convolution has some restrictions. For

example, kernel parameters have to be shared across segments, and all segments have to

be convolved. Further, we find that channel mixing using 3D convolution is much slower

than our other approaches (mentioned next).

Other channel mixing approaches A number of approaches are proposed that differ

depending on whether they allow overlap or parameter sharing among segments. They

offer different degrees of trade-off in accuracy, number of parameters, and FLOPS. Notice

that both of our spatial and channel mixing modifications can be used in tandem or

separately. In other words, they are independent of each other. The channel mixing

approaches are shown in fig. 6.19 and are explained below.
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SplitMixer-I: Overlapping segs, no param sharing, update one seg per block

The input tensor is split into two overlapping segments along the channel dimension. The

intuition here is that the overlapped channels allow efficient propagation of information

from the first segment to the second. Let m be the size of each segment and a fraction of h,

i.e., m = α×h, α > 0.5. The two segments can be represented as X[: m] and X[h−m :] in

PyTorch. For instance, for α = 2/3, one-third of the middle channels are shared between

the two segments. We choose to apply convolution to only one segment in each block,

e.g., the left segment in odd blocks and the right segment in even blocks. m number of 1×1

convolutions are applied to the segment that should be updated. Therefore, the output

has the same number of channels as the original segment, which is then concatenated

to the other (unaltered) segment. The final output is a tensor with h channels to be

processed in the next block. In the experiments, we choose α = i
2i−1

, i ∈ {2 · · · 6}. The

reduction in parameters per block can be approximated as9:

h2 − (α× h)2 = (1 − α2) × h2 (6.11)

which means 1 − α2 fraction of parameters are reduced (e.g., 56% parameter reduction

for α = 2/3; the parameter saving curve as a function of segmentat overlap is plotted

in fig. 6.20). Notice that the bigger the α, the less saving in parameters. Similarly, the

reduction in FLOPS can be approximated as:

W ×H × h× h−W ×H × (α× h) × (α× h) = (1 − α2) ×W ×H × h2 (6.12)

These equations show that the saving in FLOPS is the same as the saving in parameters.

We also tried a variation of this design, denoted as SplitMixer-V, which is updating both

9For simplicity, here we discard bias, BatchNorm, and optimizer parameters.
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Figure 6.20: Parameter saving as a function of (left) segment overlap for SplitMixer-I
and (right) segment for SplitMixer-II and SplitMixer-IV. About 75% of parameters can
be saved in the limit for SplitMixer-I (i.e., as i approaches infinity, see eq. (6.11)).

segments in the same block. This new variation has fewer parameters and FLOPS than

ConvMixer. It saves less parameters compared to SplitMixers (ratio equal to 1 − 2α2)

but achieves slightly higher accuracy (i.e., trade-off in favor of accuracy).

SplitMixer-II: Non-overlapping segs, no param sharing, update one seg per

block We first split the h channels into s non-overlapping segments, each with size h
s
,

along the channel dimension10. In each block, only one segment is convolved and updated.

Parameters are not shared across the segments. Following the above calculation, saving

in parameters and FLOPS is 1− 1
s2

. For example, for s = 2, ∼75% of the parameters are

reduced. The same argument holds for FLOPS.

SplitMixer-III: Non-overlapping segs, param sharing, update all segs per

block Here, h channels are split into s non-overlapping segments with shared param-

eters. Notice that under this setting, h must be divisible by s in order to get all the

channels convolved. All segments are convolved and updated simultaneously in each

block. Due to parameter sharing, the reduction in parameters is the same as SplitMixer-

10Notice that when h is not divisible by the number of segments, the last segment will be longer
(e.g., dividing h = 256 into 3 segments means the segments would have dimension [85, 85, 86], in order).
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II, i.e., the two SplitMixers have the same number of parameters for the same number

of segments. The number of FLOPS, however, is higher now since computation is done

over all s segments. The number of FLOPS is the same as SplitMixer-IV, which will be

calculated in the following subsection.

SplitMixer-IV: Non-overlapping segs, no param sharing, update all segs per

block This approach is similar to SplitMixer-III with the difference that here param-

eters are not shared across the segments. All segments are convolved and updated, and

the results are concatenated. The reduction in parameters per block is:

h2 − s× (h/s)2 = (1 − 1

s
) × h2, (6.13)

which results in 1 − 1
s

parameter saving. For example, 66.6% of the parameters are

reduced for s = 3. More savings can be achieved with more segments. The reduction in

FLOPS is:

W ×H × h× h− s× (W ×H × h

s
× h

s
) = (1 − 1

s
) ×W ×H × h2, (6.14)

which means the same saving in FLOPS as in parameters.

Comparison of channel mixing approaches Among the mixing approaches, the

SplitMixer-II saves the most parameters and computation but achieves lower accuracy.

SplitMixer-I strikes a good balance between accuracy and model size (and FLOPS) thanks

to its partial channel sharing. We assumed the same number of blocks in all mixing ap-

proaches. In practice, a smaller number of blocks might be required when all segments

are updated simultaneously in each block. Notice that apart from these approaches,

there may be some other ways to perform channel mixing. For example, in SplitMixer-I,
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Figure 6.21: Potential savings in parameters and FLOPS for different SplitMixer vari-
ants.

parameters can be shared across the overlapped segments, or multiple segments can over-

lap. We leave these explorations to future research. We have also empirically measured

the amount of potential saving in parameters and FLOPS over CIFAR-10 and ImageNet

datasets, for model specifications mentioned in the next section. Results are shown in

fig. 6.21.

III. Naming convention

We name SplitMixers after their hidden dimension h and the number of blocks b like

SplitMixer-A-h/b, where A is a specific model type (I, II, . . .).

6.2.3 Experiments and Results

We conducted several experiments to evaluate the performance of SplitMixer in terms

of accuracy, the number of parameters, and FLOPS. Our goal was not to obtain the

best possible accuracy. Rather, we were interested in knowing whether and how much

parameters and computation can be reduced relative to ConvMixer. To this end, we
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used their code and parameter settings. A thorough comparison of ConvMixer with

other models is made in [2]. We implemented our model in PyTorch and used a Tesla

V100 GPU with 32GB RAM to run it.11

We used RandAugment [192], random horizontal flip, and gradient clipping. Due to

limited computational resources, we did no perform extensive hyperparameter tuning, so

better results than those reported here may be possible. All models were trained for 100

epochs with batch size 512 over CIFAR-{10,100} and 64 over Flowers102 and Food101

datasets. Unless stated otherwise, h and b were set to 256 and 8 across all datasets. We

used AdamW [193] as the optimizer, with weight decay set to 0.005 (0.1 for Flowers102).

The learning rate (lr) was adjusted with the OneCycleLR scheduler (max-lr was set to

0.05 for CIFAR-{10,100}, 0.03 for Flowers102, and 0.01 for Food101). We utilized the

ithop library12 for measuring the number of parameters and FLOPS.

I. Results on CIFAR-{10,100} datasets

Both datasets contain 50,000 training images and 10,000 test images (resolution is 32

× 32); each class has the same number of samples. We set p = 2 and k = 5 over both

datasets.

As shown in the top panel of fig. 6.22, ConvMixer scores slightly above 94% on CIFAR-

1013. SplitMixer-I has about the same accuracy as ConvMixer but with less than 0.3M

parameters which are almost half of the ConvMixer parameters. The same statement

holds for FLOPS as shown in fig. 6.23. SplitMixer with 1D spatial mixing and regular

1 × 1 channel mixing as in ConvMixer (denoted as “SplitMixer 1D S + ConvMixer C”

in the Figure) attains about the same accuracy as ConvMixer with slightly lower param-

11Code is available at https://github.com/aliborji/splitmixer.
12https://github.com/Lyken17/pytorch-OpCounter
13The original ConvMixer paper has reported 96% accuracy on CIFAR-10 with Mixup and Cutmix

data augmentation with 0.7M parameters. We expect even better results for SplitMixer with stronger
data augmentation.

164

https://github.com/aliborji/splitmixer
https://github.com/Lyken17/pytorch-OpCounter


Neuroscience-inspired DNN modeling Chapter 6

Figure 6.22: Accuracy vs. parameters for different variants of SplitMixer. S stands
for 1D spatial convolution and C stands for 1 × 1 pointwise convolution over channel
segments. We plug in our components into ConvMixer, denoted here as “2D + C” (2D
convolution kernels plus our channel mixing approach) and “1D S + ConvMixer C” (our
1D kernels plus channel mixing as is done in ConvMixer, i.e., 1× 1 convolution across all
channels without splitting). Data points are for different values of split ratio or number of
segments depending on the model type. We have collected more data points on CIFAR-
10 than other datasets. See also fig. 6.23 for accuracy vs. FLOPS plots.

eters and FLOPS. SplitMixer-I with 2D spatial kernels and segmented channel mixing

(denoted as “SplitMixer 2D S + C”) performs on par with SplitMixer-I. Performance of

the SplitMixer-II quickly drops with more segments (and subsequently fewer parameters).

SplitMixers III and IV also perform well (above 90%). Interestingly, with only about 76K

parameters, SplitMixer-III reaches about 91% accuracy. SplitMixer-V performs close to

ConvMixer, but it does not save many parameters or FLOPS.

Qualitatively similar results are obtained over the CIFAR-100 dataset. Here, Con-

vMixer scores 73.9% accuracy, above the 72.5% by SplitMixer-I, but with twice more
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Figure 6.23: Accuracy vs. FLOPS for different variants of SplitMixer. S stands for 1D
spatial convolution and C stands for 1 × 1 pointwise convolution over channel segments.
We plug in our components into ConvMixer, denoted here as “2D + C” (2D convolution
kernels plus our channel mixing approach) and “1D S + ConvMixer C” (our 1D kernels
plus channel mixing as is done in ConvMixer, i.e., 1 × 1 convolution across all channels
without splitting). Data points are for different values of split ratio or number of segments
depending on the model type. We have collected more data points on CIFAR-10 than
other datasets. Notice that the ratio of FLOPS over the number of parameters is almost
the same for all models except SplitMixer-III, where this ratio is higher since all segments
are updated in each block and parameters are shared across segments (see fig. 6.19). That
is why the plots for parameters and FLOPS are almost the same for each model, except
SplitMixer-III.

parameters and FLOPS.

On both datasets, increasing the number of segments saves more parameters and

FLOPS but at the expense of accuracy. Interestingly, SplitMixer-I with only channel

mixing does very well. Our channel mixing approach is much more effective than 1D

spatial mixing in terms of lowering the number of parameters and FLOPS.
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Results using 3D convolution We experimented with a model that uses 128 kernels

of size 1×1×128 and stride 128 along the channel dimension (i.e., channels are partitioned

into two non-overlapping segments each of size 128) for channel mixing. This model

scores 93.09% and 71.99% on CIFAR-10 and CIFAR-100, respectively. While having

similar accuracy, the number of parameters (about 0.2 M), and FLOPS (about 0.08 G)

as SplitMixer models, this model is much slower to train (each epoch takes twice more

time). Notice that, among the channel mixing approaches, only SplitMixer-III can be

considered as 3D convolution. Thus, performing channel mixing through strided 3D

convolution is a subset of our proposed solutions.

II. Results on Flowers102 and Food101 datasets

Flowers102 contains 1020 training images (10 per class) and 6149 test images. Food101

contains 750 training images and 250 test images for each of its 101 classes. We used

larger patch (p = 7) and kernel sizes (k = 7) since image size is bigger in these datasets

(both resized to 224 × 224).

Results are shown in fig. 6.22. The patterns are consistent with what we observed

over CIFAR datasets. SplitMixer variants, with small number of segments, perform close

to the ConvMixer. Over the Flowers102 dataset, SplitMixer-I scores 62.03%, higher than

the 60.47% by ConvMixer. Similarly, over Food101, SplitMixer-I scores 1% lower than

ConvMixer, but with less than half of ConvMixer’s parameters and FLOPS. In general,

increasing the overlap between segments (by raising α in SplitMixer-I) or reducing the

number of segments enhances the accuracy, but also increases the number of parameters

across datasets (not conclusive on Food101 dataset). Further, SplitMixer is effective over

both small and large datasets.
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Table 6.3: Comparison with other models. The best numbers in each column are high-
lighted in bold. The number of parameters and FLOPS are averaged over CIFAR-10
and CIFAR-100 for our models. Notice that some variants of SplitMixer perform better
than the numbers reported here over Flowers102 and Food101 datasets. Results, except
ConvMixer and our model, are reproduced from [3] where they have trained models for
200 epochs. We have trained ConvMixer and SplitMixer for 100 epochs.

Model Model Params/FLOPS CIFAR CIFAR Params/FLOPS Flowers Food
Family (M) / (G) 10 100 (M) / (G) 102 101

CNN ResNet20 [148] 0.27 / 0.04 91.99 67.39 0.28 / 2.03 57.94 74.91

Transformer ViT [189] 2.69 / 0.19 86.57 60.43 2.85 / 0.94 50.69 66.41

MLP AS-MLP [194] 26.20 / 0.33 87.30 65.16 26.30 / 1.33 48.92 74.92
” gMLP [195] 4.61 / 0.34 86.79 61.60 6.54 / 1.93 47.35 73.56
” ResMLP [196] 14.30 / 0.93 86.52 61.40 14.99 / 1.23 45.00 68.40
” ViP [197] 29.30 / 1.17 88.97 70.51 30.22 / 1.76 42.16 69.91
” MLP-Mixer [188] 17.10 / 1.21 85.45 55.06 18.20 / 4.92 49.41 61.86
” S-FC (β-LASSO) [198] - / - 85.19 59.56 - / - - -

” MDMLP [3] 0.30 / 0.28 90.90 64.22 0.41 / 1.59 60.39 77.85

” ConvMixer 0.60 / 0.15 94.17 73.92 0.70 / 0.70 60.47 74.59

” SplitMixer-I (ours) 0.28 / 0.07 93.91 72.44 0.34 / 0.33 62.03 73.56

Comparison with state of the art Table 6.3 shows a comparison of SplitMixer with

models from MLP, Transformer, and CNN families. Some results are borrowed from [3]

where they trained the models for 200 epochs, whereas here we trained our models for

100 epochs. While the experimental conditions in [3] might not be exactly the same

as ours, cross-examination still provides insights into how our models fare compared to

others, in particular the MLP-based models. Our models outperform other models while

having significantly smaller sizes and computational needs. For example, SplitMixer-I has

about the same number of parameters as ResNet20, but is about 2% better on CIFAR-

10 and 5% better on CIFAR-100. Over Flowers102, SplitMixer drastically outperforms

other models in all three aspects, including accuracy, number of parameters, and FLOPS.

Both SplitMixer and ConvMixer are on par with other models on the Food101 dataset,

with ConvMixer performing slightly better.

To illustrate the efficiency of the proposed modifications, in fig. 6.24 we plot accuracy
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Figure 6.24: Comparison of our proposed SplitMixer architectures with state-of-the-art
models that do not use external data for training. Results are shown over CIFAR-
{10,100} datasets. Notice that we have not optimized our models for the best
performance. Rather, we ran the ConvMixer and our models using the exact same code,
parameters, and machines to measure how much we can save parameters and computation
relative to ConvMixer. Please consult [2] for a more detailed comparison of ConvMixer
with other models. We have borrowed some data from https://paperswithcode.com/

to generate these plots.

vs. number of parameters for our models and state-of-the-art models that do not use

external data for training. Over CIFAR-{10,100} datasets, in the low-parameter regime,

our models push the envelope towards the top-left corner, which means a better trade-off

between accuracy and model size (also speed). Our models even outperform some very

well-known architectures such as MobileNet [199].

III. Results on ImageNet-1K dataset

Results are shown in table 6.4. We use SplitMixer-I with a 2/3 overlap ratio for

the experiments. Two parameter settings are considered: a) hidden dimension equal

to 1536, 20 blocks, kernel size 9, patch size 7, and GELU activation, and b) hidden

dimension equal to 768, 32 blocks, kernel size 7, patch size 7, and ReLU activation.

The two settings are trained for 150 and 300 epochs, respectively. The training settings

(including image augmentations, optimizers, schedulers, etc.) and hyperparameters are
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Table 6.4: Results over ImageNet-1k. Models trained and evaluated on 224×224 images.

Network
Patch
Size

Kernel
Size

# Params
(×106)

# FLOPS
(×109)

Act.
Fn.

# Epochs
ImNet

top-1 (%)

ConvMixer-1536/20 7 9 51.6 51.3 G 150 81.37
ConvMixer-768/32 7 7 21.1 0.33 R 300 80.16

SplitMixer-I-1536/20 7 9 23.5 22.6 G 150 79.35
SplitMixer-I-768/32 7 7 9.8 0.15 R 300 (350) (75.05) 75.38

ResNet-152 – 3 60.2 - R 150 79.64
DeiT-B 16 – 86 - G 300 81.8
ResMLP-B24/8 8 – 129 - G 400 81.0

the same as ConvMixers without any tuning. In agreement with the above-mentioned

results, here SplitMixer performs close to ConvMixer (79.35% vs. 81.37%) in setting one.

It, however, requires less than half of ConvMiexer parameters. A similar observation is

made in the second setting. Our model performs ∼4% lower than ConvMixer but has

much fewer parameters. Notice that here we only tested two settings, and the results

seem promising compared to ConvMixer and other models.

We observe a slower convergence of our models. We suspect this might be due to

using OneCycle scheduler. To test this, we continued the training in the second setting

for an additional 50 epochs. The performance improved from 75.05% to 75.38%. Thus,

more training epochs, or a higher max learning rate during the initial training setup,

might help in case of future usage of our models.

IV. Ablation experiments

We conducted a series of ablation experiments to study the role of different design

choices and model components. Results are shown in table 6.5 over CIFAR-{10,100}

datasets. We took SplitMixer-I as the baseline and discarded or added pieces to it. Our

findings are summarized as follows: (1) Completely removing the residual connections

does not hurt the performance much. These connections, however, might be important
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Table 6.5: Ablation study of SplitMixer-I-256/8 with a split ratio of 2/3 (Top-1 Acc).

Ablation of SplitMixer-I-256/8 on CIFAR-{10, 100}

Ablation CIFAR-10 CIFAR-100

SplitMixer-I (baseline) 93.91 72.88

– Residual in eq. (6.9) 92.24 71.34
+ Residual in eq. (6.10) 92.35 70.44

BatchNorm → LayerNorm 88.28 66.60
GELU → ReLU 93.39 72.56

– RandAug 90.87 66.54
– Gradient Norm Clipping 93.38 71.95

SplitMixer-I (Spatial only) 76.24 53.25
SplitMixer-I (Channel only) 64.21 40.46

One segment with size α× h;α = 2
3

76.28 51.28

for very deep SplitMixers; (2) Moving the residual connection to after channel mixing

seems to hurt the performance. We find that the best place for the residual connections

is right after spatial mixing; (3) Switching to LayerNorm from BatchNorm leads to a

drastic performance drop; (4) The choice of activation function, GELU vs. ReLU, is

not very important. In fact, we found that using ReLU sometimes helps; (5) Gradient

norm clipping hinders the performance slightly, thus it is not very important; (6) Data

augmentation, here as RandAug, is critical to gaining high performance. Notice that,

unlike ConvMixer, we do not have Mixup and CutMix; (7) SplitMixer-I with only 1D

spatial mixing, and no channel mixing, performs very poorly. The same is true for

ablating the spatial mixing i.e., having only channel mixing. We find that spatial mixing is

more important than channel mixing in our models; (8) Keeping only one of the segments

in channel mixing, hence 1D spatial mixing plus channel mixing using m channels (m <

h), lowers the accuracy by a large margin. This indicates that there is a substantial

benefit in having a larger h and splitting it into segments (and having overlaps between
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them). Notice that in each block, only one segment is updated. In other words, simply

lowering the number of channels does not lead to the gains that we achieve with our

models. Any ConvMixer, small or large, can be optimized using our techniques.

V. The role of the number of blocks

We wondered about the utility of the proposed modifications over deeper networks.

To this end, we varied the number of blocks b of ConvMixer and SplitMixer-I in the

range 2 to 10 in steps of 2, and trained the models. Other parameters were kept the

same as above. As the results in fig. 6.25 show, increasing the number of blocks improves

the accuracy of both models on CIFAR{10,100}. SplitMixer-I performs slightly below

the ConvMixer, but it has a huge advantage in terms of the number of parameters and

FLOPS, in particular over deeper networks. The model size and computation grow slower

for SplitMixer compared to ConvMixer.

VI. Model throughput

We measured throughput using batches of 64 images on a single Tesla v100 GPU with

32GB RAM [200], averaging over 100 such batches. Similar to ConvMixer, we considered

CUDA execution time rather than “wall-clock” time. Here, we used the network built

for the FLOWER102 classification (h = 256, d = 8, p = 7, k = 7, and image size

224 × 224). We measured throughput when our model was the only process running on

the GPU. Results are shown in table 6.6. The throughput of our model is almost three

times higher than ConvMixer. As expected, the throughput is higher with more channel

segments since the number of FLOPS is lower.
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Figure 6.25: The role of the number of blocks b on model performance. The FLOPS of
models over CIFAR-100 are just slightly higher than CIFAR-10, thus not visible in the
rightmost panel.

6.2.4 Related Work

For about a decade, CNNs have been the de-facto standard in computer vision [148].

Recently, the Vision Transformers (ViT) by [189] and its variants [201, 202, 203, 204,

205, 206], and the multi-layer perceptron mixer (MLP-Mixer) by [188] and its vari-

ants [196, 207] have challenged CNNs. These models have shown impressive results,

even better than CNNs, in large-scale image classification. Unlike CNNs that exploit

local convolutions to encode spatial information, vision transformers take advantage of

the self-attention mechanism to capture global information. MLP-based models, on the

other hand, capture global information through a series of spatial and channel mixing

operations.

MLP-Mixer borrows some design choices from recent transformer-based architec-

tures [208]. Following ViT, it converts an image to a set of patches and linearly embeds
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Table 6.6: Model throughput for SplitMixer-A-256/8 on a Tesla v100 GPU with 32GB
RAM over a batch of 64 images of size 224 × 224, averaged over 100 such batches.

Network Throughput (img/sec)

ConvMixer 815.84
Overlap ratio

2/3 3/5 4/7 5/9 6/11 - -
SplitMixer-I 2097.55 2208.40 2210.06 2220.09 2231.42 - -

Number of segments
2 3 4 5 6 7 8

SplitMixer-II 2322.02 2291.44 2440.16 2464.33 2474.318 - -
SplitMixer-III 2112.290 - 2171.70 - - - 2185.61
SplitMixer-IV 2110.92 2084.55 2170.57 2146.76 - - -

them to a set of tokens. These tokens are processed by a number of “isotropic” blocks,

which are in essence similar to the repeated transformer-encoder blocks [208]. For ex-

ample, MLP-Mixer replaces self-attention with MLPs applied across different dimensions

(i.e., spatial and channel location mixing). ResMLP [196] is a data-efficient variation on

this scheme. CycleMLP [209], gMLP [195], and vision permutator [197], conduct different

approaches to perform spatial and channel mixing. For example, the vision permutator

permutes a tensor along the height, width, and channel to apply MLPs. Some works at-

tempt to bridge convolutional networks and vision transformers and use one to improve

the other [210, 202, 211, 212, 206, 213, 214, 215].

We are primarily inspired by the ConvMixer ( [216]). This model introduces a simpler

version of MLP-Mixer but is essentially the same. It replaces the MLPs in MLP-Mixer

with convolutions. In general, Convolution-based MLP models are smaller than their

heavy Transformer-, CNN-, and MLP-based counterparts. Here, we show that it is

possible to trim these models even more. Perhaps the biggest advantage of the MLP-

based models is that they are easy to understand and implement, which in turn helps

replicate results and compare models. Please see section 6.2.5.
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6.2.5 Discussions and Conclusion

I. A unified view of vision Transformer and MLP-Mixer

MLP-Mixer borrows some design ideas from Vision Transformers. The most obvious

one is splitting the input image into patches and mapping each patch to an embedding

vector using a linear layer. Both ViT and MLP-Mixer do not use convolutions, or at least

claim not to. However, one can argue that the linear embedding is, in fact, convolution

with a stride equal to the patch size and parameter sharing across patches. Here, we cross-

examine both architectures and show that their similarities go beyond the embedding

layer: (1) The embedding layer in the two models is the same and is implemented using

an MLP with a single layer; (2) Channel mixing is done in the exact same way in both

models via a two-layer MLP; (3) Both models use skip connections the same way in both

channel and token mixing parts; (4) Both models use LayerNorm for normalization.

The major difference between the models is the way they implement token mixing.

Token Mixing in the ViT happens in the Multi-head self-attention (MHSA) layer, whereas

in the MLP-Mixer, it is done via a two-layer MLP. MHSA can have multiple heads. In

extreme cases, it can have one head of size d (embedding dimension), or d heads of

size 1. In either case, the information after self-attention is passed through an MLP.

Effectively, the MSHA layer does both token mixing and channel mixing. After multiple

layers of token and channel mixing, the models map information to class labels. In ViT,

an extra token called [cls] token (with dimension d) is mapped to the class labels using

a two-layer MLP. In MLP-Mixer, this is done the same way using an MLP, but first, the

information is pooled across different patches (the Average Pooling layer). Apart from

the major difference in token mixing, there are two other differences that do not seem

to be crucial: (1) The [CLS] token in ViT already contains the summary information

from other patches. Pooling information across patches as it is done in MLP-Mixer
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(the average pooling layer) does not seem to matter much. However, it needs to be

studied; (2) MLP-Mixer does not utilize positional encoding14. ViT authors showed that

including positional information indeed improves accuracy. Positional encoding helps

maintain positional information, which will otherwise be lost after several layers of token

and channel mixing throughout the network. Interestingly, without explicitly accounting

for spatial information, the MLP-Mixer still performs very well and is on par with ViT. It

would be interesting to see if adding spatial information to the MLP-Mixer can improve

its accuracy.

In this unified view, one can link our proposed SplitMixer to axial attention [217]. In

particular, the connection between spatial mixing and axial attention is evident, as both

capture 2D relationships with two 1D components. On the other hand, channel mixing

can also be viewed as a form of axial attention, if one considers the split channels as

different channel “coordinates”.

II. Future work

The proposed solution based on separable filters, depthwise convolution, and channel

splitting is quite efficient in terms of parameters and computation. However, if a network

is already small, reducing the parameters too much may cause the network not to learn

properly during training. Thus, a balance is required to enhance efficiency without signif-

icantly reducing effectiveness. We propose the following directions for future research in

this area: first, try a wider range of hyperparameters and design choices for SplitMixer,

such as strong data augmentation (e.g., Mixup, Cutmix), deeper models, larger patch

sizes, overlapped image patches, label smoothing [218], and stochastic depth [219]. Previ-

ous research has shown that some classic models can achieve state-of-the-art performance

14Unlike NLP where the order or the words can alter the meaning of a sentence, reordering the image
patches does not seem to result in a viable scene and does not happen naturally. Thus, it might not be
important in vision tasks!
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through carefully-designed training regimes [220]. Second, we tried several ways to split

and mix the channels and learned that some perform better than others–there might

be even better approaches to do this. In addition, incorporating techniques similar to

the ones proposed here to optimize other MLP-like models is also a promising direction.

Lastly, MLP-like models, including SplitMixer, lack effective means of explanation and

visualization, which need to be addressed in the future.

This section proposed SplitMixer, a simple yet efficient model, that is similar in spirit

to ConvMixer, ViT, and MLP-Mixer models. SplitMixer uses 1D convolutions for spatial

mixing and splits the channels into several segments, and performs 1 × 1 convolution

on them for channel mixing. Our experiments, even without extensive hyperparameter

tuning, demonstrate that these modifications result in models that are very efficient

in terms of the number of parameters and computation. In terms of accuracy, they

outperform several MLP-based models and some other model types with similar size

constraints. Our main point is that SplitMixer allows sacrificing a small amount of

accuracy to achieve big gains in reducing parameters and FLOPS. Our results entertain

the idea that it may be possible to find model classes that have fewer parameters than

the number of data points. This may challenge the current belief that deep networks

must be overparameterized to perform well.
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Chapter 7

Conclusion and Contributions

This dissertation is devoted to bridging machine learning advances and neuroscience. We

investigated how to use various machine learning tools to deepen our understanding of the

human brain’s cognitive processes, and how to better deep learning models with neuro-

science insights. We first demonstrated how to model the relationship between the brain’s

structural and static functional networks. Then we show how we can learn more compre-

hensive representations with structural connectivities and dynamic functional activities.

Next, we perform stimuli decoding from brain signals, studying the brain dynamics with

continuous semantics instead of under discrete tasks. We then explored the redundancy

and dependency in the brain, providing interesting insights about visual processing. We

conclude our work with two efforts in bringing neuroscience into deep learning models:

one helped us better understand model biases, and another brought more sparsity into

the model, thus saving a considerable amount of parameters and computation.

This chapter summarizes our contributions to the interdisciplinary community that

studies brain science and computer science.

In chapter 2, we proposed a convex optimization framework to perform coupled net-

work reconstructions under domain constraints. In particular, we aimed to understand
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the relationship between functional neural processes and anatomical connectivities, both

of which are represented by their edge networks. We formulated the relationship between

this set of networks as a regularized multiple regression problem with a novel objective

function. The proposed framework does not depend on Gaussian assumptions and is able

to incorporate prior domain knowledge through a hard-constraint put on the noise term.

This constraint term also provides a more scalable solution when network connectivity is

sparse. We then developed a fast method based on nested FISTA for solving the proposed

optimization problem. We validated our method on multishell diffusion and task-evoked

fMRI datasets from the Human Connectome Project, leading to important insights on

structural backbones that support various types of task activities and general solutions

to the study of coupled networks.

In chapter 3, we presented an efficient graph neural network model that jointly mod-

els both structural and dynamic functional brain signals, providing a more comprehen-

sive representation of brain activities than the current fMRI literature. Unlike typical

spatial-temporal graph neural networks that learn a universal latent structure, we pro-

pose sample-level latent adaptive adjacency matrix learning based on input snippets:

this better captures the evolving dynamics of a task. We also proposed multi-resolution

inner-cluster smoothing, which effectively encodes long-range node relationships while

keeping the graph structure, enabling the model to leverage structural and latent adja-

cency matrices throughout the process. Together with subject structural connectivity

and sample-level adjacency matrix learning, the inner cluster smoothing learns and re-

fines latent dynamic structures on limited signal data. We carry out extensive ablation

studies and model comparisons to show the superiority of the proposed model in repre-

senting brain dynamics. We also leverage graph attribution methods to investigate and

interpret the importance of both spatial brain regions and temporal keyframes, as well

as heterogeneity among brain regions, tasks, and subjects. These results can open up
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new opportunities for identifying biomarkers for different tasks or diseases and markers

for other complex scientific phenomena.

In chapter 4, we argued that the brain encodes visual stimuli in a rich semantic

space; thus, incorporating additional text modality when studying visual decoding and

encoding is beneficial. Based on this argument, we proposed a brain decoding pipeline

that successfully reconstructs complex images from human brain signals. It allows one to

study the brain’s visual decoding in a more natural setting than reconstructing object-

centered images. Compared to previous works, it also decodes signals from more voxels

and regions, including those outside the visual cortex, that are responsive to the exper-

iment. This inclusion allows us to study the behavior and functionality of more brain

areas. Furthermore, we addressed the data scarcity issue by leveraging pre-trained mod-

els and a latent space shared by images and texts, with customized losses and training

schemes. Our results show we can decode complex images from fMRI signals relatively

faithfully, particularly from a semantic perspective. We also perform microstimulation

on different brain regions to study their properties and showcase the potential usages of

the pipeline. Finally, we demonstrated that the encoding process, hence the complete

encoding-decoding cycle, can be achieved by incorporating the text modality, similar to

the decoding process.

In chapter 5, we systematically studied the redundancy and dependency of bain sig-

nals with an autoencoder and a multi-label classifier. We did so with two experiments:

reconstructing brain activities and classifying visual stimuli categories that trigger the

brain signals—both with input activities at only a portion of overall voxels. With the

autoencoder, we demonstrated that the latent representation of voxel signals aligns with

semantic information of the causative stimuli, and the final reconstruction of the voxel

activities has a much lower dimensionality. These results suggest new ways for signal

compression, decomposition, denoising, and upsampling through autoencoders. In ad-
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dition, we found that the brain encodes different scene semantics with varying levels of

redundancy, which generally varies across individuals but also with shared patterns. We

also studied discrepancies between hemispheres, and dependencies between regions and

voxels, providing new insights into human visual encoding processes.

Chapter 6 took the opposite direction from the previous ones: instead of using ma-

chine learning tools to gain a deeper understanding of the brain, it presented two of our

efforts to utilize neuroscience tools and insights to study deep learning models. The first

work presented in this chapter utilizes two related psychophysics/neurophysiology meth-

ods: classification images and spike-triggered averaging. Both methods take white noise

as model inputs in the context of deep learning models. Over multiple datasets and model

architectures, we employed classification images to unveil implicit biases of a network,

utilized those biases to influence network decisions and detect adversarial perturbations.

We also showed how spike-triggered averaging could be used to identify and visualize fil-

ters in different model layers. Across different model types, we found that CNNs can be

characterized the best by a psychometric function and behaves most similarly to the bio-

logical visual system. The second work is inspired by the sparse activation of neurons and

the modular organization of the brain: we aimed to bring more sparsity into MLP-like

networks. To this end, we modified both spatial mixing and channel mixing. For spatial

mixing, we apply 1D convolutions across width and height instead of 2D convolutions; for

channel mixing, we split the channels into overlapping or non-overlapping segments and

apply convolution to channel segments instead of all channels. We provided theoretical

analyses and empirical support for the computational efficiency of the proposed solution,

showing that the proposed method can achieve significant gains in reducing parameters

and computation with only minor accuracy sacrification. Both of these efforts showed

promising results in combining neuroscience knowledge into deep learning research.
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Appendix A

A.1 Tasks Descriptions of the CRASH dataset

The following are task descriptions of the CRASH (Cognitive Resilience and Sleep

History) dataset [64]:

Resting state: The subject simply lays in the scanner awake, with eyes open for 5

minutes.

Visual working memory task (VWM): The subject is presented with a pattern

of colored squares on a computer screen for a very brief period (100ms). After 1000ms,

they are presented with a single square and must determine if it is the same or different

color as the previously presented square at that location. Responses are made with a

button press ([221]).

Dynamic Attention Task (DYN): Two streams of orientation gratings are pre-

sented to the left and right of fixation. Subjects monitor a specified stream for a tar-

get (about a 2-degree shift in orientation, clockwise or counterclockwise) that indicates

whether the subject should continue to monitor the current stream (hold) or monitor the

other stream (shift) and respond with a button press ([222]).

Dot Probe Task (Faces) (DOT): On each trial, two faces are presented, one

neutral and the other happy or angry for 500ms. Then, either of two simple symbols
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is presented at the position of either of the faces. The subject must make forced-choice

discrimination against the symbol. Reaction time differences as a function of the valance

for the preceding facial expression are calculated. There is increased variability of the

bias with PTSD and fatigue ([223]).

Math task (MOD): Subjects perform a modular math computation every 8 seconds

and respond with a yes or no button press. The object of modular arithmetic is to judge

the validity of problems such as 51=19(mod 4). One way to solve it is to subtract the

middle number from the first number (i.e., 51–19) and then divide this difference by the

last number (32/4). If the dividend is a whole number, the answer is “true.” Otherwise

the answer is false ([224]).

Psychomotor vigilance task (PVT): The subject monitors the outline of a red

circle on a computer screen for 10 minutes, and whenever a counterclockwise red sweep

begins, they press a button as fast as possible. Subjects are provided with response time

feedback. The experimenter records response latencies ([225]).

A.2 Experiment setting details for Chapter 4

Hyperparameters The following hyperparameters are used in our experiments:

• τ = 0.5 in eq. (4.1) for all the contrastive losses.

• for fMRI-CLIP mappers fmi, fmc (losses are in eq. (4.2)), the models are first trained

with α1 = 0.4, α2 = 0.6, α3 = 0, then finetuned with α1 = 0.2, α2 = 0.3, α3 = 0.5.

• mappers are trained with batch size 32 (on a single GPU) when not including

contrastive loss, and batch size 128 when including the contrastive loss or using

VICReg loss. Learning rate is 0.0004.

• λ1 = 5, λ2 = 10, λ3 = 10 for the losses of conditional StyleGAN2.
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• conditional StyleGAN2 is trained with batch size 16 × number of GPUs (in our

case B = 32 since we used two GPUs). Learning rate is 0.0025.

Image augmentation during training Based on conclusions from StyleGAN2-ADA

[108], we perform the following image augmentations before passing images into the CLIP

encoder when training the fMRI-CLIP mapping model:

• perform random-sized crop with a scale between 0.8 to 1.

• perform horizontal flip with probability p = 0.5.

• perform ColorJitter(0.4, 0.4, 0.2, 0.1) with p = 0.4.

• perform grayscale with p = 0.2.

• perform Gaussian blur with p = 0.5 and kernel size 23.

• perform random masking with 0.3 masking ratio.

We test mapping models trained with and without the above augmentations, and

found augmentations can improve fMRI to CLIP image embedding mapping performance

(details are in table 4.2).
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