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ABSTRACT OF THE THESIS

Passive Acoustic Techniques Using Sources of Opportunity

by

Christopher M.A. Verlinden

Master of Science in Oceanography

University of California, San Diego, 2014

Professor William A. Kuperman, Chair

Recently in the field of Ocean Acoustics there has been a movement towards

the use of passive, rather than active techniques for localizing acoustic sources and

extracting information about the environment. Ships, which can be tracked us-

ing the Automatic Identification System (AIS) represent an underutilized acoustic

Source of Opportunity that can potentially be used to localize sources, invert for

environmental parameters, and extract information about the ocean environment

such as the local time dependent Green’s Function. This thesis demonstrates an

application of using surface ships as a source of opportunity in source localization.

Previous passive source localization methods break down due to our inability to

model the acoustic environment with sufficient accuracy to create reliable replica

x



signals; this method eliminates the need to model the waveguide by using mea-

sured, rather than modeled, replica fields. The method uses AIS ship tracking data

to populate a library of replica cross-correlation vectors which are then compared

to the cross-correlation of received acoustic signals on two horizontally separated

hydrophones in the presence of an unknown acoustic radiator. The coordinates

associated with the correlation vector from the library which most closely corre-

sponds to the measured correlation vector must be the location of the unknown

acoustic radiator. The theory is described, tested using simulations, and validated

with data from a field experiment.
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Chapter 1

Introduction

Recently in the field of Ocean Acoustics there has been a movement towards

the use of passive, rather than active, acoustic techniques for ocean sensing. This is

partially driven by environmental regulations prohibiting the use of loud potentially

disruptive active acoustic sources traditionally used in ocean sensing, and partially

motivated by cost and energy savings associated with passive acoustic techniques.

Passive techniques require only hydrophones and no energetically and monetarily

expensive transducers or other acoustic sources. Locating acoustic sources in the

ocean using methods other than active SONAR systems has been the subject of

a great deal of research. Passive source localization methods such as Matched

Field Processing (MFP) have been developed since the 1970s [4]. In the 1990s

acousticians introduced the concept of “Acoustic Daylight” [5]. Acoustic Daylight

refers to the idea that ambient ocean noise (acoustic waves) can be thought of as

analogous to the electromagnetic waves from the sun. Similar to the manner in

which our eyes and brain receive and process the electromagnetic radiation from

the sun to form images and gain information about our surroundings, the ambient

acoustic waves refracting and reflecting throughout the world ocean can be used

to extract information about, and even image the environment. There have been

remarkable advances in the field of passive acoustics since the idea of Acoustic

Daylight was introduced. Matched Field Processing, Passive Fathometry, and a

great variety of inversion techniques have been developed with varying degrees of

success. Applications of acoustic “Sources of Opportunity” such as ships, biota,

1
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sea ice, and breaking waves have been the subject of recent study.

This thesis focuses on previously unexplored applications of currently un-

derutilized “Sources of Opportunity” in the field of passive underwater acoustics;

specifically focusing on sound generated by shipping traffic. These applications

include a method of acoustic source localization using measured replica fields that

will be explored in detail in chapters three, four, and five. The application of

shipping noise as a source of opportunity is demonstrated by showing that acous-

tic sources can be localized in the ocean environment using measured correlation

replica fields. The theory is described, demonstrated using acoustic simulations

and models, and validated using acoustic data from a field experiment.



Chapter 2

Sources of Opportunity

In the current climate of limiting active acoustic sensing techniques, cap-

italizing on a variety of acoustic sources of opportunity for passive processing

techniques is more important than ever. Sources of opportunity include anything

that puts sound into the water. Sources include surface generated noise such as

bubbles and waves, biologically generated noise such as that produced by marine

mammals and fish, and mechanically generated noise from sources such as break-

ing and cracking ice, seismic noise, and shipping noise from surface vessel traffic.

This thesis focuses primarily on noise generated from surface ships; as with recent

advances in vessel tracking technology, this represents an enormous, and relatively

untapped, resource for ocean acousticians.

A popular source of sound for passive acoustic processing is breaking waves,

bubbles bursting, and other physical oceanographic surface effects. When this

noise is modeled as an infinite screen of tiny point sources in the surface layer,

it can be used in a variety of applications [6]. Noise credited to breaking waves

and bubbles has been used for passive fathometry [1]. Using a vertical array, and

standard beamforming techniques that will be discussed further in later sections

of this thesis, researchers beamformed in the vertical direction. The output of

the beamformer directed straight up was cross-correlated with the output of the

beamformer directed straight down. The theory is that the noise coming from

directly downward must be the noise coming from the surface propagating straight

down reflected off the bottom, so the lag time of the cross-correlation between

3
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the upward and downward propagating signals should be the travel time of the

signal from the array to the bottom and back. Using an estimated sound speed

(just as with active fathometry) the depth of the ocean bottom, and even sub-

bottom sediment structure can be determined. Figure 2.1 shows the results from

the first iteration of this project. Shown in the Figure is the output of the method

using a traditional, linear, Bartlett style beamformer, as well as the results using a

Minimum Variance Distortion Reduction (MVDR) beamformer; both compared to

the bottom frame which shows the results from an active bottom profiler. It is clear

that the results compare favorably. This represents a significant advance in the

field of passive acoustics as it is a clear demonstration of a technique using passive

acoustics to accomplish something that, previously was only possible using active

acoustic techniques. The aim of this thesis is to explore similar applications of

passive acoustic techniques to accomplish what has always been done using active

techniques, specifically focusing on underutilized sources of opportunities such as

ship traffic.

Noise generated by ocean surface effects is also being used to extract co-

herent wavefronts to construct an estimate of the local Time Dependent Green’s

Function (TDGF) [6]. Noise generated by cracking sea ice can be a useful source

of opportunity for a variety of applications. In the arctic it is well-known that the

dominant source of ambient noise comes from physical sea ice processes. There

is current research being done to invert for environmental information using noise

from cracking and shifting sea ice. Various biologics have been used as sources of

opportunity for acoustic research in the past. Marine mammals such as whales

can have source levels as high as 180 dB and clearly discernible signals that can

propagate for thousands of kilometers [7]. One recent study used noise generated

by croaker fish to estimate the local TDGF on a horizontal array [2]. Time delays

associated with the multi-path propagation structure between elements on a bot-

tom mounted horizontal array of hydrophones were extracted and used to estimate

the local TDGF. The TDGF can inform researchers about the nature of the acous-

tic environment. Specifically in this study, the TDGF was used to estimate the

critical angle of the ocean-bottom interface which is indicative of sediment type.
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Figure 2.1: Passive Fathometer results from Siderius et al [1]. Bartlett style
beamformer, as well as the results using a Minimum Variance Distortion Reduction
(MVDR) beamformer are shown in the top two frames; both compare favorably
with the bottom frame, which shows the results from an active bottom profiler.
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Figure 2.2: Time Dependent Green’s function estimated and predicted from [2]

Figure 2.2 shows the TDGF estimated using the technique described above as well

as the theoretical TDGF for the acoustic environment of the study area.

One of the primary limitations of this study was that it was difficult to

build up enough coherence in the noise across the array because it was difficult to

predict when the noise generated by croaker fish would be most coherent. This is

where the source of opportunity that is the primary focus of this thesis comes in:

shipping noise can be highly coherent across a horizontal array, especially when

the ships generating the noise are crossing the end fire orientation of the array, and

Ships are very easy to track. One possible application of using ships as sources

of opportunity is to attempt to emulate the results of this study using shipping

traffic as the source of noise instead of croaker fish; given that our knowledge of

ship locations should eliminate the need to estimate the optimum time window to
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use for the correlation function, as the optimum time window will be obvious (and

short) due to the source ship’s proximity and orientation to the array.

The dominant source of ambient ocean noise in the frequency range between

10 and 300 Hz is anthropogenic ship noise input [3]. This is clearly illustrated in

the Wenz curves included in Figure 2.3. Sound in this frequency range can be

extremely useful for a variety of applications, and the passive techniques used to

analyze the acoustic fields generated by these ships are made more powerful with

increased knowledge about the source of the radiator. Thanks to advances in ship

tracking technology it is now possible to precisely track nearly all surface ships at

all times. It is also possible to determine amplifying information about each ship

including course, speed, and dimensions. With this information becoming available

over the past decade, there is an enormous opportunity for ocean acousticians to

capitalize on this data source and to apply it to a variety of acoustic techniques.

Almost all modern commercial vessels are equipped with Automatic Identi-

fication Systems (AIS). AIS is an automated system for the tracking and identifi-

cation of ships designed for the purposes of collision avoidance and safety of life at

sea. While it was never intended for use as a global monitoring system or for use

in research applications, the data can be logged and it can be used to track ships

as acoustic radiators. AIS utilizes standard Very High Frequency (VHF) radio

communications to transmit name, identification number, course, speed, position,

and other various data for ships equipped with the system. It is used by ships,

base stations, Vessel Traffic Systems (VTS), and can be picked up by satellites.

Figure 2.4 shows an overview of the AIS system. It is evident from this Figure how

every station and ship acts like a repeater for every other AIS unit in the system,

significantly extended its range.

AIS was originally developed in the early 1990s as a short-range identifica-

tion and tracking system for avoiding vessel collisions. In 2002 the International

Maritime Organization (IMO) Safety of Life at Sea (SOLAS) mandated most ves-

sels over 300 gross tons be equipped with AIS. Over the next three years individual

nations and the IMO started to implement stricter and more comprehensive man-

dates requiring more vessels be equipped with AIS. In 2005, some government
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Figure 2.3: Wenz Curves showing dominant sources of ambient acoustic noise in
the ocean in various frequency ranges [3].

entities and private companies began experimenting with collecting AIS data via

satellite, and by 2006 most maritime nations had mandated large commercial ves-

sels on international voyages be equipped with some form of AIS. The United

states implemented regulations requiring nearly all commercial vessels operating

in major ports, all vessels on international voyages, and vessels over a certain size

carry AIS. In 2008 satellite AIS data started to become available for purchase over
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Figure 2.4: Cartoon depicting how AIS works. Each ship acts like a repeater
for every other ship, significantly extending the range of the system. Also the
transmissions from individual ships can be detected by satellites.

the internet for sale by private companies operating micro-satellite constellations.

By 2010, all commercial vessels in European Internal Waterways were mandated

to use AIS. In 2012, over 250,000 vessels worldwide were equipped with AIS, with

over one million vessels expected to be outfitted in the next few years. In 2013

and 2014 the United States and European (respectively) expanded AIS carriage re-

quirements further and all of the aforementioned requirements became enforceable

by law without exception.

Currently the IMO requires all vessels over 300 gross tons on international

voyages, all vessels over 500 gross tons on domestic voyages, and all passenger

vessels regardless of size be outfitted with AIS. In the United States, commercial

vessels over 65 ft in length, except small passenger vessels and fishing vessels, all

tanker vessels, and passenger vessels over 150 GT wishing to travel internationally
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must transmit AIS. Additionally, most vessels 65 ft in length or more operating

in or near a Vessel Traffic System (VTS; present in most major ports), and all

towing vessels over 26 ft and more than 600 HP must always transmit AIS. Vessels

classified as warships are exempt from this requirement but nearly always transmit

when near areas of high vessel traffic for safety purposes. There are additional rules

going into effect in the next two years in the United States and Europe that will

require fishing vessels over 15 m in length, and vessels on domestic voyages to carry

AIS as well.

All vessels that carry AIS must always be transmitting. This means that

any vessel that could potentially operate in a Vessel Traffic System (VTS), travel

internationally, or ever carry passengers must always be transmitting their location

via AIS. Nearly all commercial vessels, and pleasure craft of any considerable size

are transmitting on AIS, which means the location of nearly all acoustic radiators

in the frequency range between about 10 and 300 Hz is known at all times. The

potential applications of this knowledge are limitless.

AIS uses standard VHF Radio Communications, which means it is limited

in range to nearly line of sight communications. For the 12 W class A AIS trans-

mitters that most large vessels are equipped with, this limits the range, under

ideal atmospheric conditions, to about 74 km. Under more typical conditions this

number is more realistically closer to half of that. This of course depends on the

height and quality of the transmitters and receivers. AIS transmissions are time

multiplexed using Self-Organized Time Division Multiple Access (SOTDMA) and

there are 4500 time slots per minute, which can overloaded by 400-500% by sharing

time slots between ships. This system of sharing bandwidth amounts to each ship

in a crowded port being able transmit their location every 2-4 seconds depending

on amount of vessels in the area sharing the time slots. Larger commercial ves-

sels equipped with Class A transmitters transmit their location every few seconds,

while smaller vessels equipped with class B transmitters only transmit their lo-

cation every 30 seconds. Faster moving vessels will automatically transmit their

location more often (every 2 seconds) while ships at anchor only transmit every 60

seconds.
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Standard AIS integrates the ships’ GPS navigation system, electronic chart-

ing systems, and VHF radio transceiver. There are 27 possible types of AIS mes-

sages. For class A systems, navigational data including vessel name, Maritime

Mobile Service Identity (MMSI) number, course, speed, rate of turn, position, and

a time stamp in UTC seconds are transmitted every couple of seconds. The lat-

itude and longitude can be transmitted with up to 0.0001 min precision; but is

limited by the accuracy of the GPS which is accurate within 10 cm when within

370 km of land where the signal can be corrected by a Digital GPS (DGPS) tower,

and accurate to within 2-15m when further offshore. In addition to navigational

data transmitted every few seconds, ships equipped with class A AIS units also

transmit static reports every 6 minutes, which include type of cargo, type of vessel,

dimensions of the ship (to the nearest meter), surveyed location of ship’s position-

ing system antennae (GPS) in meters from bow, stern, and port and starboard

sides. Additional information transmitted in the static reports includes the type

of positioning system the ship is equipped with, the draft of the ship, destination,

ETA, and an optional high precision UTC time stamp. All of this information

makes it possible to characterize the ship as an acoustic radiator with great pre-

cision. For example, if one was to focus on noise generated by cavitating ship’s

propellers for a study, it would be simple to localize the propeller to within a few

meters of accuracy from the information transmitted via AIS.

AIS data is available anywhere in the world. Between government agencies

that log the data from arrays of shore based radio towers, and private companies

that record massive databases of satellite derived AIS ship tracking data, one

could reasonably obtain AIS data for any experiment conducted from 2009 through

the present. In United States’ coastal waters, the United Stated Coast Guard

Navigation Center (NAVCEN) Nationwide AIS (NAIS) database uses a network

of 200 VHF radio transceiver towers nationwide to record all AIS data within about

100 km of the US coast for the primary purpose of Maritime Domain Awareness.

In reality, data is actually available for 500-700 km offshore via the NAIS database

because of the way that AIS works for ships at sea. Each ship acts as a repeater

for every other ship. In other words, with a tower on shore, one could detect every
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ship within 30 km, and every ship within 30 km of those ships until there is a

gap in shipping coverage. Under typical coastal shipping traffic conditions, for

most of the western seaboard, there is continuous coverage out to nearly 700 km.

NAIS provides historical data upon request to most organizations, and institutions

affiliated with the United States Government can request live-feed access to their

database for real time coverage. NATO has a similar system which records AIS

data along the European coast that is also sometimes available upon request.

Other sources of AIS ship tracking data include NATO’s Centre for Mar-

itime Research and Experimentation (CMRE), which records AIS ship tracking

for several European and international regions for research purposes and is often

willing to share their data with outside researchers. Commercial sources of AIS

data include the Marine Exchange, a company that manages some Vessel Traffic

Systems in the United States, ORBCOMM, ExactEarth, and Spacequest: three

companies that have been recording and distributing satellite AIS ship tracking

data since 2008. With few exceptions, these companies can provide AIS data any-

where in the world in a variety of formats, and they make specialized products

and analysis available to paying customers. There are also open source AIS data

providers that have limited coverage and availability including MarineTraffic.com,

which even has a cell phone application for tracking ships.

AIS Data is originally transmitted in the standard National Marine Elec-

tronics Association (NMEA) format. There are a total of 27 different types of

NMEA messages utilized by AIS systems, but we are primarily concerned with

message types 1-3 which relay navigational data, and message type 5 which relays

static reports including information about the ship. Figure 2.5 depicts a typical

sample of NMEA data from an AIS transmission.

NMEA is computational expensive to store and process as the file sizes

can easily exceed terabytes for a few hundred square km of data over a period

of a couple of weeks. Additionally, NMEA is difficult to process using traditional

Matlab or FORTRAN programing scripts so it is beneficial to convert the NMEA

files to another format for storage and analysis. There are commercially available

programs that read files directly in NMEA format and make a variety of analysis
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Figure 2.5: Sample of NMEA data from AIS transmission (from NAIS live feed).

and display tools available, but none of these programs were used in this study.

For the purposes of this study I used a variety of methods to process the AIS

data. First, I converted the data to Comma Separated Value format (.csv) using a

homemade Python script. I simultaneously generated Keyhole Markup Language

(.kml) files also using a homemade Python Script. It is important to note that

when requesting historical data from NAIS, or purchasing AIS data from most

commercial sources, the data can be requested already converted to .csv or .kml

format. It is only when using a live feed to the NAIS database, or when pulling

AIS data from the original unit or a ship’s navigational computer that one needs to

convert the original NMEA files. Once the data have been converted to .kml and

.csv files there are a variety of options for analysis. I used ESRI’s ArcGIS software

to display the ship tracking data for presentation material. The .kml files were

converted to ESRI shapefiles using the built in Data Conversion toolbox. ArcGIS

was used to display the ship tracks in a user-friendly manner which made choosing

experiment times and locations straight forward. Figure 2.6 shows a sample of

AIS data converted from NMEA to .kml, then displayed using ArcGIS. The grids I

chose to use for the source localization experiment, and sensor positions can easily

be compared to the ship tracks when the data is displayed in this format.

MATLAB was also used to analyze the AIS ship tracking data. MATLAB is

capable of uploading .csv files directly, but often these files became too cumbersome

to work with, so in most cases, for the purposes of this study, the AIS ship tracking

data was down-sampled by some factor, parsed into aggregate .kml files, then
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Figure 2.6: AIS Data Sample Displayed in ArcGIS.

uploaded into MATLAB as a structure for analysis using a heavily modified open

source function called ’kml2struct’. This resulted in files containing ship name,

position, and time, which made plotting and analysis straight forward. A 6 hour

section of ship tracking data that was imported into MATLAB using the modified

’kml2struct’ function is shown in Figure 2.7.

It is easy to see how the availability of tracking information for nearly

all acoustic radiators in a given frequency band can be useful in the field of ocean

acoustics. One simple application of this data is designing adaptive filters to remove

unwanted shipping noise from acoustic experiments where this signal represents an

unwanted nuisance parameter. There are a variety of potential applications of using

ships as sources of opportunity in the broad field of oceanographic geo-acoustic

inversions. One potential geo-acoustic inversion application of ship tracking data
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Figure 2.7: AIS Data Sample in Matlab. Ship tracks are plotted in blue over the
locations of the sensors for the Noise 09 acoustic experiment (plotted in red).

is the idea of inverting for the sound speed profile of the water column, and by

extension temperature and salinity parameters. This could be accomplished by

parameterizing the sound speed profile in terms of empirical orthogonal functions

(EOFs), and conducting standard matched field processing techniques (MFP) to

localize a source (ship) of known location, then adjusting the coefficients of each

EOF of the sound speed profile used in the modeled replica fields in the matched

field processor until the source is localized in the correct location. The sound speed

profile that results from the output EOF coefficients must then be the sound speed

profile of the water column [8]. Similar methods could be applied to inverting

for ocean sediment structure and composition. AIS Sip tracking data could also

potentially be applied in methods designed to extract the local time dependent

Green’s function (TDGF) for an acoustic environment [2]. This could be done in a

similar manner as in Fried et al. (2008), only using the more predictably coherent

noise from shipping traffic, instead of the unpredictable noise generated by croaker

fish, as was used in that study. The focus of this study is the application of AIS

ship tracking data in passive source localization techniques. In the next chapter a

technique for localizing acoustic sources using measured correlation vector replica
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fields, associated with geographic grid points based on historical AIS ship tracking

data, is explored in depth.



Chapter 3

Correlation Based Source

Localization Using Measured

Replica Fields – Theory

3.1 Previous Source Localization Techniques: Beam-

forming and Matched Field Processing

In this thesis I will demonstrate that it is possible to localize acoustic sources

using the cross-correlation of signals received on separate vertical arrays correlated

with a library of measured correlation replica fields. Ships transmit their location

every few seconds using Automatic Identification Systems. Using the positions of

these ships and correlating the signals across hydrophones separated by some ar-

bitrary horizontal distance it is possible to assign a correlation vector taken when

a ship was in a certain location to that location in a grid. By correlating signals

received on the same two hydrophones at some future time with the correlation vec-

tors (measured replica fields) saved in the library, it is possible to localize acoustic

sources. This is done by determining which grid points in the library the correla-

tion vector most closely matches; analogous to matched field processing but using

measured replica fields instead of modeled replicas, and correlation vectors instead

of the acoustic signal itself for comparison.

17
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There has been a great deal of attention in recent years to localizing acous-

tic sources using passive, rather than active processing techniques. The most basic

technique for determining the location about an acoustic radiator is standard plane

wave beamforming. Beamforming is essentially listening in a certain direction.

The most basic type of beamforming is linear or Bartlett beamforming. A Bartlett

beamformer works by recording the acoustic signal on an array of hyrophones, cre-

ating a Cross Spectral Density Matrix (CSDM) by multiplying the the frequency

domain signal on the array (one scalar value per frequency) by the complex trans-

pose of itself, giving you an n x n CSDM. This cross spectral density matrix is

then compared to a series of replica acoustic signals on the array generated using a

model. The simplest manifestation of this concept is the plane wave beamformer,

in which case the replicas are simply plane waves incident on the array at each

possible angle. In the frequency domain this is equivalent to adding a complex

exponential phase term and a cosine function for the angle of incidence. In the

time domain this can be accomplished by summing the time domain signal on each

element with a time delay appropriate for the path the incident wave would have

to travel to move from one sensor to the next, given the incident angle. The CSDM

is compared to each replica by multiplying the complex transpose of the replica

vector by the CSDM then by the replica vector itself. This results in a scalar value

for each replica vector; in the case of the plane wave Bartlett beamformer a scalar

value for each look direction. The direction with the highest beamformer output

value is the direction the source signal is coming from. The Bartlett Beamformer

is described in equations 3.1 and 3.2 where d represents the data across the array;

w represents the replica vector, generated using a model; K represents the CSDM;

and B is the beamformer output.

K = d× dt (3.1)

B = wtKw (3.2)

Figure 3.1 shows a typical plane wave Bartlett beamformer output (blue

line). While is there a great deal of power contained within the primary lobe,
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the resolution is fairly poor and there are significant side lobes. In a real-world

environment with a low SNR, this method sometimes cannot resolve the direction

of an acoustic radiator with sufficient accuracy.

There are many other more advanced beamforming techniques designed to

increase resolution and improve SNR. One technique used in ocean acoustics is

the Minimum Variance Distortion Reduction (MVDR) beamformer. The MVDR

beamformer is designed to reduce the side lobes, while improving resolution. The

red line in Figure 3.1 is the results of a plane wave MVDR beamformer. The

minimum variance beamformer essentially makes use of the inverse of the hermitian

conjugate of the cross spectral density matrix in order to amplify the central peak

in precisely the direction of the incoming signal while suppressing side lobes in

every other direction. Equations 3.3 and 3.4 show how the MVDR beamformer

output is computed. The red line in Figure 3.1 shows the results of an MVDR

beamformer for a source at 45 degrees.

wmv =
K−1w

wtK−1w
(3.3)

Bmv =
wtK−1w

(wtK−1w)2
=

1

wtK−1w
(3.4)

The final equation for the MVDR beamformer output contains the inverse

of the CSDM in the denominator. It is clear that if the inverse is singular then

the beamformer will break down. When using simulated data for the MVDR it is

necessary to add white noise to the data vectors first, which can be accomplished by

adding random numbers along the diagonal of the CSDM, in order for the inverse

of the matrix to not be singular and prevent the method from breaking down. If

there is a slight mismatch between the data and the replica, the MVDR processor

has the potential to miss the source, and the method will break down. There is

another beamforming technique used in ocean acoustics designed to prevent this

called the White Noise Constraint (WNC).

The WNC beamformer works where the MVDR beamformer fails because

it regularizes the matrix by adding of just the right amount of white noise to

the system to prevent the inverse of the CSDM from becoming singular. This is
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accomplished by selecting a certain desirable white noise gain level, then solving

for the appropriate adaptive (i.e. different for every look direction) quantity to add

along the diagonal of the CSDM to prevent it from becoming singular. Equations

3.5, 3.6, and 3.7 show how this works. The beamformer output is calculated using

a replica vector determined by adding a level of white noise to the diagonal of the

CSDM as shown in 3.5 in order to satisfy the relationship in equation 3.6 with the

desired white noise gain. The output of the beamformer is shown as a black line

in Figure 3.1.

wwn =
(K + Iε)−1w

wt(K + Iε)−1w
(3.5)

wt
wnw = δ−2 (3.6)

Bwn = wt
wnKwwn (3.7)

From equations 3.5, 3.6, and 3.7 it is apparent that with the epsilon term

added along the diagonal the inverse of the CSDM will never become singular and

the method will not break down due to slight mismatches between replicas and

signals. This results in a wider central lobe of the beamformer output, like the

Bartlett beamformer, but comparable side lobe reduction to the MVDR. It is also

clear from the above equations that when an insufficient amount of noise is added to

the CSDM of the WNC beamformer, the beamformer is virtually indistinguishable

from the MVDR; and when too much noise is added, the beamformer essentially

becomes a Bartlett beamformer. It is important to select an appropriate level of

white noise gain to use in the WNC beamformer for a given dataset. The result of

a plane wave WNC beamformer is shown as a black line in Figure 3.1.

All of the aforementioned beamforming techniques can be applied to more

complicated scenarios than a simple plane wave in an infinite medium, as discussed

above. These same techniques can be applied to real-world ocean waveguides, and

used to attempt to localize acoustic sources in the marine environment. One

such technique is Matched Field Processing (MFP). Matched Field Processing is a
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Figure 3.1: Bartlett, MVDR, and WNC Beamformers for a source at 45 degrees.

technique that involves using an acoustic propagation model such as a wavenum-

ber integration (spectral) technique, normal mode propagation model, or parabolic

equation model for estimating the expected acoustic signal on an array of elements

for a waveguide of given characteristics for a source in a given location. This pro-

cess is repeated for every possible source position in a grid. The replica acoustic

fields on each element are compared to the actual data received on the array using

either standard linear (Bartlett) beamforming, Minimum Variance Distortion Re-

duction (MVDR) beamforming, or White Noise Constraint (WNC) beamforming.

It is essentially the same as the plane wave beamformers described above, only the

model used to generate the replica fields on the array is far more complicated than

a simple complex exponential and a cosine function representing different angles of

arrival. Instead of having a replica for each angle of incidence, we have a replica for

every possible source position in the waveguide. The replicas are generated using
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a propagation model designed to represent what an acoustic signal generated in

one place will look like on the array elements. There are a variety of types of prop-

agation models to use for the creation of your replica vectors; the most common

types are: wavenumber integration (spectral) techniques, normal mode propaga-

tion models, or parabolic equation models. Ray-tracing models can be adapted

to generate transmission loss results, and as a result also approximate a field on

an array, but as ray-trace models are considered a high frequency approximation,

they are not generally used in MFP.

Spectral, or Wavenumber Integration techniques approximate the acoustic

field for a source in a given location by solving for the field in discrete, horizontally

stratified layers through integral transform techniques. The Normal Mode model

described below approximates these integrals as the sum of discrete modes, which

reduces computation time significantly while the wavenumber integration technique

solves the integrals directly by quadrature [9]. In seismology these wavenumber

integration techniques are sometimes called reflectivity or discrete wavenumber

methods, and in underwater acoustics, when Fast Fourier Transforms (FFTs) are

used to solve the spectral integrals, spectral methods are sometimes called Fast

Field Programs (FFPs). The depth dependance of the field is solved using a

propagator matrix. The acoustic pressure field for a given depth and range is

given by equation 3.8, where p represents the acoustic pressure field for a given

range r and depth z. The wavenumber is represented by k and J is the Jacobean.

p(r, z) =

ˆ
eikz |z|

ikz
krJ0(krr)dkr (3.8)

Spectral Methods are highly effective for near field calculations of the pres-

sure field for an acoustic source because they actually solve the spectral integrals

instead of approximating the integrals using residues as other methods do. Unfor-

tunately Wavenumber Integration techniques are computationally expensive and

are not practical to use for matched field processing techniques as there are a great

number of replicas that need to be created, and the computational time would

be prohibitive. Figure 3.2 shows a transmission loss plot for a given waveguide

computed using a spectral model.
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Figure 3.2: Spectral Model TL Plot and ray-trace results for a deepwater Munk
sound speed profile and a surface source.

Normal Mode propagation models work by approximating the solution to

the wave equation as the sum of a series of discrete normalized modes. The modes

shown in Figure 3.3 can be represented by equation 3.9.

ψm =

√
2ρ

D
sin kzmz (3.9)

The acoustic pressure in a given point in the waveguide is given by the sum

of each mode with the Green’s function at that point in the medium with a source

term and a normalization factor as shown in equation 3.10.

p(r, z) =
i

4ρ(zs)

∑
ψm(zs)ψm(z)H

(1)
0 krmr −

ˆ
CEJP

(3.10)

By summing these mode shape functions, it is possible to approximate the

intensity of the acoustic field at any point in the water column. A transmission

loss plot like the one in Figure 3.4 can be generated.

Normal mode propagation models are considered the workhorse of propa-

gation models in that they are sufficient for most purposes. Normal mode models

are highly computationally efficient in that the mode shape functions only need to
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Figure 3.3: Normal Modes as a function of depth.

Figure 3.4: Normal Mode Transmission Loss Plot for deepwater Munk sound
speed profile with a source depth at 1000 m.

be calculated once for a given acoustic environment. Normal mode models are not

considered good approximations for near-field propagation simulations, as it takes
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time for the normal modes to build up to the point where they can approximate the

full field. Normal mode models are not very effective at dealing with range depen-

dent environments; i.e. environments when the depth, bottom characteristics, or

sound speed profiles change with horizontal distance, as for each new environment,

whole new sets of modes need to be calculated, eliminating the computational sav-

ings that made the normal mode model a desirable choice to begin with. For range

dependent cases, Parabolic Equation models are far more effective and computa-

tionally efficient. Nevertheless, because of their computational efficiency, and high

degree of accuracy in the far-field, normal mode propagation models are often used

in ocean acoustic applications such as Matched Field Processing.

Parabolic Equation based propagation models are the most popular solu-

tions to the wave equation in ocean acoustics for range dependent cases. The wave

equation is second order in range and depth. Representing the solution as elliptic

equations with boundary conditions is difficult, but if the boundary conditions

are approximated the wave equation can be represented instead by a parabolic

equation with a set of initial conditions and a ’marching algorithm’ to propagate

it forward in space. The original application of the Parabolic equation in ocean

acoustics implemented in the 1970s used a split step algorithm to propagate the

equation forward, and an antisymmetric starter function to account for surface

boundary conditions [9]. There are a variety of versions of parabolic equation

solutions available now, using slight modifications to the marching algorithm, dif-

fering treatment of boundary conditions, and plethora of different starter functions

but they are all based on the same theory. In parabolic equation propagation mod-

els, the solution to equation 3.13 can be used to represent the pressure field for a

given depth and range as shown in equation 3.11 using the Hankel function defined

in equation 3.12.

p(r, z) = ψ(r, z)H
(1)
0 k0r (3.11)

H
(1)
0 k0r =

√
2

πk0r
e(k0r−

π
4
) (3.12)
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Figure 3.5: Parabolic Equation propagation model Transmission Loss Plot for
deepwater Munk sound speed profile with a source depth at 1000 m.

2ik0
δψ

δr
+
δ2ψ

δz2
+ k20(n

2 − 1)ψ = 0 (3.13)

Parabolic equations models are highly computationally efficient, they deal

with range dependent environments better than perhaps any other method, but

they are not good near-field approximations for the wave equation, as in the near

field the results will inevitably just resemble the starter function. Figure 3.5 shows

the transmission loss results for a parabolic equation model for the same environ-

ment used for the normal mode model seen above.

Matched Field Processing is a source localization technique that uses one of

the above propagation models to generate replica fields on an array of sensors for

a source at every possible location in a grid, then compares each of these replica

signals to the actual signal received across the array using one of the beamforming

methods discussed in the previous section (Bartlett, MVDR, or WNC). The source

position in the grid that generates the field across the array that most closely

correlates to the received signal on the array must then be the location of the

unknown source. The idea is very simple, and under certain circumstances the

method is highly effective. Figure 3.6 shows Matched Field Processor output for

an attempt at localizing an active acoustic source approximately 50 meters deep,
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Figure 3.6: MFP results using a normal mode propagation model and linear
Bartlett beamformer to localize a towed active source 50 m deep, 3 km from a
moored vertical array, during the Swell_Ex 96 acoustic experiment.

approximately 3 km away from a moored vertical array during the Swell-Ex 96

ocean acoustic experiment. The acoustic environment for this experiment was well

characterized, the bottom properties well-known, and the environment, to first

order, could be approximated as range independent. In short, the circumstances

were nearly ideal for matched field processing. A normal mode model was used to

generate replica fields, and a Bartlett beamformer was used to compare the replica

library to the received signal. This was done for several discrete frequencies and

the resulting ambiguity surfaces were summed incoherently and geometrically. The

results are shown below, and you can see that the red dot is very close to the black

’x’ representing the true location of the source. In this case, MFP effectively

localized the source.

In the 1990s MFP showed a great deal of promise due to results such as the

one above. Unfortunately the method does not always work, and in fact breaks

down in most real-world ocean conditions. The primary limitation of MFP as a

source localization method is our ability to sufficiently model the acoustic envi-

ronment. Rarely do we have enough information about the sound speed profile

and bottom characteristics to construct our propagation models with sufficient ac-
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curacy to localize an acoustic source in the water column consistently. The more

complicated the acoustic environment, the more this method breaks down. Compli-

cated sediment layering structure, scattering from internal waves, other physical

oceanographic perturbations, and uneven bottom characteristics all cause tradi-

tional matched field processing to break down. Spatial and temporal variations

in the acoustic environment are especially hard to account for in MFP methods.

Due to our inability to model acoustic propagation in the ocean environment with

sufficient accuracy, MFP has largely been abandoned by the field as a source lo-

calization method. The fundamental flaw in the method is the reliance on the

operators’ ability to accurately model the acoustic environment using one of the

aforementioned propagation models. If one could eliminate the need for model-

ing, the fundamental theory of MFP could still be applied to localizing acoustic

radiators in an ocean environment.

3.2 Source Localization Using Measured Correla-

tion Replica Fields from Sources of Opportu-

nity

This section describes a proposed method of localizing acoustic sources that

is similar to matched field processing, but does not rely on one’s ability to model

the acoustic environment. Instead measured replica fields taken from historical

data libraries are used in place of modeled replica fields for comparison with data

received across the array. The method discussed here differs from previous source

localization techniques in three critical ways. The first difference between this

method and previous studies is the use of measured replica fields rather than

modeled replicas. In other words, the library the data is compared to is made

up of correlation values determined from historical data associated with times

when sources were located in certain grid points [10]. The inclusion of sources of

opportunity is also unique. In previous studies that utilized measured replica fields

for source localization, towed acoustic sources were used. No active sources are used
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in this study; all acoustic sources are sources of opportunity; in this case, ships. The

final difference between this study and previous studies is that this study utilizes

the correlation of the signal received across hydrophones separated horizontally,

such as those on two horizontally separated vertical arrays rather than the signal

itself as the library for comparison and the signal to compare. The use of correlation

vectors in place of the actual acoustic signal for differencing the library of replicas

from the data, is the fact that ships as sources of opportunity all possess different

spectral characteristics, and a comparison of the actual acoustic signal would be

meaningless; but the cross-correlation of the signals on two horizontally separated

arrays is based on the arrival structure, and is therefore frequency independent,

meaning it can be used to compare signals coming from sources with different

frequency content.

In this study, we make use of Automatic Identification System (AIS) ship

tracking data in order to build the library of correlation vectors. Essentially vectors

of the correlation between two vertical arrays were saved when ships were located

on certain grid points, and were associated with those grid points. Then when

a new signal was received, the correlation vector of the signal across the same

two hydrophones was correlated with the library of correlation vectors and the

grid point with the correlation value that most closely correlated with the data

correlation vector was taken to be the location of the source in the new dataset.

This study uses acoustic data gathered during the Office of Naval Research

supported field Experiment, Noise 09. Noise 09 was a ten day experiment that

involved deploying 4 vertical line arrays (VLAs), with 16 elements each with the

configuration illustrated in Figure 3.8. VLAs 1, 2, 3, and 4 were deployed approx-

imately 15 km offshore of San Diego, CA, spaced 500m, 1000m, and 1500m apart

respectively. The depth of water in the experiment area was approximately 150m.

The array positions are illustrated in Figure 3.7.

The acoustic environment for this study region is well characterized. A

total of 9 CTD casts were completed surrounding the array positions and there is

good historical and climatological physical oceanographic data available for this

area. These data are sufficient to estimate the sound speed profile characteristics
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Figure 3.7: Noise 09 Sensor Positions

of the region surrounding the arrays. The seafloor is also well-studied and has been

characterized sufficiently for modeling purposes here. High-resolution bathymetry

data for this region is also available. Figures 3.9 and 3.10illustrate the Sound Speed

Profile, Density, and Attenuation profile used in the model to simulate the Noise 09

acoustic environment. Understanding this environment is important for selecting

regions where this method would be expected to work, and for constructing a

model for simulating acoustic signals on the array.

As discussed in the introduction section of this chapter, traditional methods

of passive source localization such as Matched Field Processing are limited by

one’s ability to accurately model the acoustic environment, and thus ultimately

fail; this technique is designed to eliminate the need for modeling. This technique

builds a library of ‘replica fields’ not from simulated data from a model, but from
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Figure 3.8: Noise 09 Array Setup

observational real-world data. These ‘measured replica fields’ are generated when

an acoustic source is in a certain position. The acoustic signal on two hydrophones

are recorded and associated with the latitude and longitude of the radiator at

the time of recording. These values are used to populate an entire grid of replica
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Figure 3.9: Sound Speed Profile and output of Bellhop ray-trace model for Noise
09 Acoustic Environment.

fields. As this is a passive technique, a towed active acoustic source is not used to

generate the measured replica fields. This would be impractical, as it would need

to be continuously redone as the ocean environment changes, and also completely

eliminates the point of a passive source localization technique, if it relies on active

techniques to build the library. Instead, we utilize acoustic ‘sources of opportunity’

in order to generate our measured replica fields. In the case of this study, we

use ships as sources of opportunity. This is logical as the sources we are likely

attempting to localize are also ships.

The challenge with using ships as sources of opportunity is that each ship

sounds different. Inherently sources with differing spectral characteristics will not

correlate and any attempt to difference replica and data vectors will break down
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Figure 3.10: Noise 09 Acoustic Environment.

for ships with differing spectra. It is helpful to think of the signal received on an

acoustic array as the convolution of the signal generated by an acoustic radiator

and a transfer function, or Green’s function, associated with the ocean waveguide

between source and receiver. This is illustrated conceptually in equation 3.14 where

s represents the acoustic signal of the ship at the source location, f represents the

transfer function of the waveguide, and d represents the data actually received on

the array.

s(t) ∗ f(t)→ d(t) (3.14)

In our case, the acoustic signal generated by the radiator will be different

between ships, as each ship has unique spectral characteristics, but the transfer

function will be the same for one ship in a given location and any other in that same

location. Figure 3.11 and 3.12 show spectrograms of acoustic signals generated

by two different ships. It is clear that if one were to attempt to difference the

time domain signals from these two ships the results would not be meaningful, so
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Figure 3.11: Time evolving power spectrum (Spectrogram) from one ship. This
ship was the ship used to populate the library of replica correlation vectors.

comparing the acoustic signal from one, with the other, would not result in source

localization. The difference between the signals would be due to the difference in

spectral characteristics of the two ships, rather than the location of the source.

So it is the Green’s function that gives each position on our grid uniqueness and

allows us to localize a source. The signal from the ship itself can be thought of as

a nuisance parameter, and by using the cross-correlation of the signal between two

elements, instead of the acoustic signal itself, we account for that, and eliminate

the nuisance parameter. This method relies upon the uniqueness of the transfer

function between different source locations carrying over into the cross-correlation

vector with enough substance to uniquely identify signals generated in different

locations.

In order to account for the incoherence between acoustic radiators with

differing spectral characteristics, we eliminate all phase information by cross corre-

lating the signals on two elements separated by some arbitrary horizontal distance.

This process is illustrated in Figure 3.13, which shows a ship, the signal received

on two hydrophones on adjacent arrays, and the cross-correlation of the two sig-

nals. This cross-correlation vector is then saved associated with the latitude and
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Figure 3.12: Time evolving power spectrum (Spectrogram) from another ship.
This particular ship was the ship that was eventually localized using the library
created using the signal from a different ship with different spectral characteristics.

longitude of the acoustic radiator that generated the correlated signals, and is used

as the library replica field. Correlation vectors are used for comparison between

library replicas and data instead of raw acoustic signals in order to account for the

different spectral structures of different ships.

Cross-correlation is a measure of how similar two time series are in terms

of a time delay applied to one or the other of the signals. Mathematically, it is the

sliding inner-product of the two time series. It is equivalent to the convolution of

one signal with the time-reversed version of the other signal. In the time domain

a cross-correlation can be computed as shown in equation 3.15and 3.16.

(f ? g)(τ) ≡
ˆ
f ∗(t)g(t+ τ)dt (3.15)

f ? g ≡ f ∗(−t) ∗ g(t) (3.16)

This means that in the frequency domain a cross-correlation can be ex-

pressed as the multiplication of one signal by the complex conjugate of the other

3.17.
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f(t) ? g(t) = ifft(F (ω)G(ω)∗) (3.17)

Once a grid of library correlation replicas has been generated, you can

compare these correlation vectors to the ‘data’ correlation vectors, referring to the

cross-correlation of the acoustic signals on the two hydrophones in the presence

of an unknown acoustic radiator, which we will call the ‘event’ correlation vector.

Least squares differencing or cross-correlation of the two cross-correlation vectors

can be used for comparison of the library replicas to the event data. The process

is illustrated in Figure 3.13.

The following discussion walks through the process, starting with the cre-

ation of the library of replica correlation vectors, moving through the calculation

of the event correlation vectors, and finally describing the differencing method of

comparing the event correlation vector with the library of correlation vectors. In

this embodiment of the method, for simplicity, we use only one element on each of

two vertical arrays, at approximately the same depth, separated by approximately

500 meters. The first step was to select a grid to use to create a library, determine

which ships cross through that grid, and download the ship track data (time, po-

sition) for each ship while it crosses through the grid; then download the acoustic

data for these same time periods. Ultimately, we will associate cross-correlations

of the acoustic signals across two array elements with the position that a ship was

in, when those time series were generated. This will be our library of measured

cross-correlation replica fields. We start with the time series on each element,

X1(t) and X2(t), shown in the below equations 3.18,3.19, and 3.20. Each time

series is filtered using a standard 4th order digital Butterworth bandpass filter

selecting the frequency content between 20 and 300 Hz to focus on the area of

the spectrum dominated by shipping noise. The filtered time series are decimated

for computational savings, as the original sample frequency of 25 kHz far exceeded

what we require for these purposes, then Fourier transformed and one is multiplied

by the complex conjugate of the other in order to compute the cross-correlation

vector of the two time series. Taking the inverse Fourier transform of the resulting

vector results in the cross-correlation in the time domain 3.21. These time-domain
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Figure 3.13: An illustration of the theory behind this source localization method.
There are four vertical arrays approximately 15 km offshore of San Diego (as in
Noise 09). A grid is constructed; the time signal on each of two hydrophones on ad-
jacent arrays are cross correlated, and the resulting time domain cross-correlation
vector is saved associated with the latitude and longitude of the ship that cre-
ated the signal at the time of recording. Ultimately the goal is to populate the
entire grid with correlation vectors (measured replicas) from when ships were in
each position in the grid. This library of measured replica correlation vectors is
then compared to the cross-correlation of the time signal on the two elements in
the presence of an unknown acoustic radiator, and whichever library vector most
closely correlated to the event vector must then be the location of the unknown
acoustic radiator.

cross-correlation vectors are saved associated with latitude and longitude of the

ship that generated the signals. This is our library of replica correlation fields.

X1(t)→ Filter → FFT → X1(ω) (3.18)
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X2(t)→ Filter → FFT → X2(ω) (3.19)

X1(ω)X2(ω)
∗ → C12l(ω) (3.20)

C12l(τ) = ifft(C12l(ω)) (3.21)

Once we have a library of cross-correlation vectors all that is left is to

compare these correlation vectors to the correlation vector generated for the event

data as shown in equations 3.22, 3.23, 3.24, and 3.25. The acoustic signals on

the two elements during the event involving the unknown acoustic radiator are

cross correlated and this cross-correlation vector is compared to the library of

cross-correlation vectors associated with latitude and longitude using either least

squares differencing or another cross-correlation.

X1e(t)→ Filter → FFT → X1e(ω) (3.22)

X2e(t)→ Filter → FFT → X2e(ω) (3.23)

X1e(ω)X2e(ω)
∗ → C12e(ω) (3.24)

C12e(τ) = ifft(C12e(ω)) (3.25)

In the time domain this can be done directly with a cross-correlation oper-

ation as in equations 3.26 and 3.27.

X1l(t) ? X2l(t) = C12l(τ) (3.26)

X1e(t) ? X2e(t) = C12e(τ) (3.27)
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The resulting event cross-correlation vector is compared to the library of

correlation vectors using least squares differencing or cross-correlation as in equa-

tions 3.28 and 3.29.

Cl(τ) ? Ce(τ) = Cel (3.28)

∑
(|C12e(τ)| − |C12l(τ)|)2 = Del (3.29)

Now that the theory has been developed, what remains is to test the theory

using simulations then validate the theory using experimental data.

Chapter 3, in part is currently being prepared for submission for publication

of the material. Verlinden, C.M.A.; Kuperman, W.A. The thesis author was the

primary investigator and author of this material. Dr. William Kuperman, the

chair of the committee, is the co-author.



Chapter 4

Simulations

The first step in order to test the theory described in the above sections

is to use simulated acoustic data generated using acoustic propagation models

for the creation of the library of replicas, and use another model to generate the

‘data’ acoustic signal. The purpose of testing the theory first using a model is to

check the validity of the theory in simulated conditions; experiment with resolution

limitations and optimal grid sizes; experiment with performance in different Signal

to Noise Ratio (SNR) conditions; and to test the mechanics of the programs in

controlled circumstances before applying them to real acoustic data sets. I used a

normal mode based propagation model as described in the previous section using

the following approximation for the wave equation to make my library of replicas

and data signal.

p(r, z) =
i

4ρ(zs)

∑
ψm(zs)ψm(z)H

(1)
0 krmr −

ˆ
CEJP

(4.1)

In order to make this an appropriate simulation for the acoustic environment

I would ultimately use to test this technique with using experimental data, I used

the approximate environment from the Noise 09 acoustic experiment. Figure 3.10

shows the acoustic environment (density, sound speed, and attenuation) I used

in the creation of the acoustic models I used to test this method. Treating the

bottom as a fluid-fluid interface with the density and sound speed characteristics

of the water column and sediments in the region of the Noise 09 experiment, I

40
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Figure 4.1: Normal Modes Used in Model (first 5 modes of 44).

estimated the modal structure of the acoustic field in this environment. Given the

sound speed and waveguide characteristics illustrated in Figure 3.10, the acoustic

pressure field can be expressed as the sum of 44 discrete normal modes. The first

5 normalized modes are shown in Figure 4.1.

When the normalized modes are summed with the proper weighting and

Green’s function applied, the acoustic pressure field anywhere in the waveguide

can be approximated. Figure 4.2 shows a transmission loss plot for the Noise 09

acoustic environment.

For the first trial of my model-based simulation of this source localization

method, I chose to use a range independent acoustic model. I chose a grid some

distance away from the hydrophone arrays and generated simulated signals from

each of the locations in the grid on the array of hydrophones. I did this in the

frequency domain for several frequencies, summing the results.

Before I could test the theory using the model, I first had to do some analysis

of the geometry of the problem. I needed to establish appropriate grid sizes to

use for the generation of the library replicas based on the anticipated resolution
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Figure 4.2: Transmission Loss plot for Noise 09 Acoustic Environment.

capabilities of the method. I chose a grid size based on the below mathematics

which describe how large of spatial distance I should expect a source in a given

location to be coherent over. In other words, if I used a grid size larger than this,

the correlation vector in one part of a grid box would not be expected to resemble

the correlation vector for a source located in a different part of the box. Equation

4.2 is the standard equation for the beam directivity of a 2 element horizontal array

where d is the distance between array elements, lambda is the acoustic wavelength,

and theta is the look direction.

B(θ) = cos2(
πd

λ
sin(θ)) (4.2)

Typically, when constructing an array, a desired spatial sampling frequency

is approximately one half the wavelength one is attempting to resolve. In this

case, the elements are spaced 512 meters apart, and the wavelength of sound we

are dealing with is between 5 and 75 meters. This means our array is going to

experience extreme aliasing. The above beam directivity equation yields a beam
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Figure 4.3: Beam Directivity for highly aliased Noise 09 array. Aperture: 512 m;
Wavelength: 5-75m; Frequency: 90 Hz.

pattern showed in Figure 4.2. You can see that it is highly aliased.

Given the beam directivity shown in Figure 4.2, I know I needed to pick a

grid size smaller than the lobes of the beam pattern for the highest frequency that

I will be attempting to resolve. For 300 Hz, with horizontal array aperture of 512

meters, for a grid point 40 km away (the grid I am using), the lobe thickness is

approximately 300 m. To be conservative I chose to use a 100 m grid size as shown

in Figure 4.4. The grid I chose to use for the simulation is shown in Figure 4.5.

I also needed to conduct some analysis to determine appropriate vertical

array aperture for my applications. This is based in two considerations. First of all,

I needed to ensure that plane wave beamforming could appropriately be applied

over the entire aperture of the array. The number of array elements that can be

summed and used as a subarray for the purposes of beamforming and matched

field processing is limited by the element spacing, and wavelength of signals one is

attempting to beam form as described in equation 4.3[11].
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Figure 4.4: Schematic of grid size selection process. The blue towers represent
the four vertical arrays used in the Noise 09 acoustic experiment, and the grid
represents the library populated with ship tracks located approximately 40 km
from the arrays. For a grid approximately 38 degrees off the azimuth illustrated
with dotted red lines, the azimuthal resolution of the system is approximately 300
m.

L ≤= (
λ0c0
2
/|dc
dz
|)1/3 = c0(2f

2|dc
dz
|)−1/3 (4.3)

For the gradient of the sound speed profile, and applicable wavelengths for

this problem I could use an array with an aperture over 100 m. Given that the

vertical arrays in the Noise 09 experiment are 16 element arrays with hydrophones

spaced one meter apart, I will have no problem using the entire array. The other
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Figure 4.5: Map of Grid with Sensor Positions.

consideration that needs to be taken into account with regards to picking how

many elements of the array to include in the computation of the cross-correlation

vectors for this method is the ability of the array to resolve vertical directionality

of incident sound waves. If I intend to sum the array elements with zero time delay

applied, that is equivalent to beamforming directly along the horizontal axis. This

method needs to be able to detect sub-surface contacts using replica vectors created

by surface contacts, so I do not want to be able to resolve vertical directionality

with the array. In other words, I want a submarine and a surface ship to look

the same to the source localization method as shown in Figure 4.6. As a rule of

thumb for a waveguide with a typical 21 degree critical angle, this means the array
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Figure 4.6: Schematic of array aperture. The array needs to not resolve vertical
directionality with enough resolution to differentiate between surface and subsur-
face contacts. As a rule of thumb for a waveguide with a typical 21 degree critical
angle, this means the array aperture must be less than 3 times the wavelength.

aperture must be less than 3 times the wavelength of the incident sound waves.

For the frequencies I will be working with (20 - 300 Hz), the smallest aperture that

could resolve directionality would be about 15 meters, which is about the size of

the arrays used in Noise 09. This means I should be able to use the entire aperture

of the array in my calculations.

Once the geometry of the problem had been established and the grid had

been constructed, the grid needed to be populated with simulated replica correla-

tions vectors. Each point on the grid was used as the source location for a simulated

source, and the cross-correlation of the simulated acoustic signal received on each

element in the array was recorded as a library replica value. The simulated signal
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on an array element of VLA1 was cross-correlated with the simulated signal on an

array element of VLA2 in the frequency domain for each of the frequencies used

in the model by simply multiplying the frequency domain signal on one element

by the complex conjugate of the frequency domain signal on the other element.

X1(ω)X2(ω)
∗ → C12l(ω) (4.4)

The resulting cross-correlation value was saved in a grid with the associated

latitude and longitude of the grid point used for the simulation that generated the

signals used to create the cross-correlations. This was done for every point on

the grid to populate a full library of replica correlations to use for comparison to

the ‘data’. Once I had a library of simulated correlation vectors, I used the same

acoustic propagation model to generate a simulated ‘data’ acoustic signal for a

simulated event involving an unknown acoustic radiator. For the first attempt, I

added no noise to the system and used an exact grid point match for the location

of the simulated ‘unknown’ acoustic radiator. Least squares differencing was used

to compare the library of correlation values to the value obtained for the event as

shown in equation 4.5.

∑
(|C12e(t)| − |C12l(t)|)2 → Del (4.5)

Figure 4.7 shows the results of the source localization method for a single

frequency (90 Hz), with zero noise. On this scale, you cannot see whether or not

the source was localized, but it is useful to illustrate the side lobes associated with

the aliased array beam directivity pattern shown in Figure 4.2.

Zooming in on the portion of the grid where the target source was located

in Figure 4.8 we see that the source was properly localized, even at the single

frequency. There are, however, significant side lobes caused by the aliased array

geometry.

As one would expect, each frequency, with its own unique beam directivity

pattern, aliases differently, and as a result has side lobes in different locations.

Figure 4.9 shows the source localization output at four different frequencies. The

source is still localized in the correct location, but the side lobes appear in different
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Figure 4.7: Source localization results for single frequency (90 Hz). Side lobes
predicted by aliased beam directivity pattern are clearly evident.

places in each case.

Since the side lobes for each individual frequency appear in different places,

it follows that if multiple frequencies are averaged together the side lobes will be

reduced, while the main peak will be amplified. Figure 4.10 shows the arithmetic

mean of 10 frequencies. You can see that the side lobes are significantly reduced

and it is possible to see the true location of the source.

While the side lobes are significantly reduced by arithmetically summing

the results of the source localizer, it is difficult to visualize the results. If the source

localization method is to be interpreted by an operator looking at a display of the

results, then it is useful to find a better way to display the results. Using a geo-

metric mean, often makes the results easier to interpret visually. It is a technique

commonly used in matched field processing and is essentially just averaging the
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Figure 4.8: Source localization results for single frequency (90 Hz). The white
circle shows the location of the source.

results in decibels. Figure 4.11 shows the geometric mean of 10 frequencies.

It is easier to visualize the localization results when the results are aver-

aged in decibels. It is not surprising that the source was correctly located using

the zero noise case, as I am essentially comparing a correlation value for the event

with a library that contains an identical value. The identical value in the library

will naturally be identified. All this trial shows is that individual correlation vec-

tors generated by simulated sources in different locations can in theory be unique

enough to identify sources in that location. In order to test how this method could

perform under more realistic circumstances, I also performed the trial adding noise

to the simulated data signal. I repeated the experiment using signal to noise ratios

(SNR) of 25, 10, 5 and 1 dB. Figure 4.12 shows the results. Each Figure was

generated by summing all 16 elements on the array so there is significant array
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Figure 4.9: Source localization results for four different frequencies (40, 60, 100,
and 140 Hz). The white circle shows the location of the source. The aliasing is
different for each frequency.

gain.

In the modeled case, it is possible to localize the source in the presence

of white isotropic noise, even with a signal to noise ratio as low as 1 dB, but it

is unlikely the method will perform so well in the field. Often SNR is improved

in open ocean acoustic experiments by summing signals collected over multiple

array elements. The Noise 09 experiment had four vertical arrays each with 16

elements. I experimented with summing the signals on 4, 8, and 16 elements in

a 10 dB SNR environment order to see what the impact on the resulting source

localization would be for my simulated experiment.

S(t) =
∑

sn(t) (4.6)
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Figure 4.10: Average of Source Localization Output for 10 frequencies (Arith-
metic Mean).

According to the subarray aperture analysis conducted earlier in this sec-

tion, I should be able to sum 16 elements on this array and see gains in SNR, while

still not resolving vertical directionality of the noise field. Figure 4.13 shows the

plots of the localization surface for each of the aforementioned number of elements

and in a 10 dB SNR environment.

You can see from the above plots that summing multiple elements does im-

prove SNR. Using 8 elements, the method is able to localize the source effectively.

While this is not expected to translate directly into ocean field experiments, it does

suggest that this method could work in a noisy ocean environment, with the ar-

ray geometry and acoustic environment characteristics of the Noise 09 experiment.

The next item to test with the model was how sensitive the method is to minor

perturbations in sensor locations or to sources located in locations not correspond-

ing to exact locations used to create the replica fields. This is valuable information
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Figure 4.11: Average of Source Localization Output for 10 frequencies (Geometric
Mean).

because sensors on vertical arrays are not entirely static, and it is unlikely when

this method is extended to real world applications, that sources of opportunity

will be available to populate every possible grid point to build a library of repli-

cas. Due to the principal of reciprocity in acoustic signal propagation, perturbing

the sensor by a small distance is analogous to moving the source position by that

same amount. I experimented with moving the source position for the simulated

‘data’ signal off of the grid point used to create the library correlation value. The

resulting localization outputs are shown in Figure 4.14.

In all cases the source localizer locate the source in a grid box adjacent

to location of the source used to create the simulated ‘data’ signal. The final

experiment to be done using the model was to determine if the method could

be used for sources of differing spectral characteristics. In other words, could a
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Figure 4.12: Results of source localization with 16 elements summed in the pres-
ence of noise with SNR of 25, 10, 5, and 1 dB. As anticipated, the method performs
best in low noise environments, and the spatial ambiguity increases while the dy-
namic range of the output decreases as noise is added to the system.

library ship with one spectrum be used to find an event ship having an entirely

different spectrum? Given that all ships sound different, this must work in order

for this method to be applied to real source localization problems. In order to test

this, I generated two time series having entirely different spectra, propagated them

through the normal mode model, computed the cross-correlation, and compared

the cross-correlations. Figure 4.15 shows the source localization results obtained

when the library and event ship have different frequency content.

It is clear that a library of correlation vectors created using a source with

certain spectral characteristics can be used to localize a source with entirely dif-

ferent spectral characteristics. Using simulated acoustic fields generated using a
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Figure 4.13: Results of source localization technique in a 10 dB SNR environment
with 1, 4, 8, and 16 elements summed. As expected, the array gain increases with
more elements, and the apparent SNR improves.

standard normal mode propagation model it has been shown that replica acoustic

fields generated by acoustic radiators in different positions can generate correlation

values unique enough to identify the position of a future unknown acoustic radi-

ator. This suggests that the method of using measured correlation replica fields

to localize acoustic sources in the ocean environment may be effective, but testing

needs to be done with real data in the ocean environment to test the robustness

of this system in the marine environment.

Chapter 4, in part is currently being prepared for submission for publication

of the material. Verlinden, C.M.A.; Kuperman, W.A. The thesis author was the

primary investigator and author of this material. Dr. William Kuperman, the
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Figure 4.14: Source Localization results when the source location does not match
a library grid point. The source is still effectively localized suggesting the spatial
resolution used to generate the models in this problem is appropriate for the spatial
scales of variability of the correlation vector.

chair of the committee, is the co-author.
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Figure 4.15: Source localization output for system using different frequencies to
create library and event correlation vectors. The source is still localized in every
case as long as the sampling in frequency space is not too sparse, and the spectra
are computed over approximately the same band.



Chapter 5

Data

5.1 Source Localization

Once the theory has been demonstrated using simulations, it must be vali-

dated with experimental data gathered in the ocean environment. It remains to be

seen whether this technique is robust enough to perform in the field with real data.

As discussed in the previous chapter the experimental data that is used to vali-

date this theory is data gathered during the Noise 09 acoustic experiment. In this

experiment there were four vertical arrays with 16 elements each, approximately

15km off the coast of San Diego, CA spaced 500 m, 1000 m, and 1500 m apart.

The experiment lasted 10 days, from 29 January through 06 February, and there is

acoustic data for all four arrays, and ship tracking data for the entire region within

500 km of the study area for the duration of the experiment. The first step was to

select a single ship track to use to populate a library of correlations, then identify a

time in which a different ship crossed the library ship track, and attempt to locate

the crossing using a comparison of cross-correlation vectors. In other words, for

the time being I will not populate an entire grid with replica correlation vectors;

rather, I will populate a single vessel track with replica correlation vectors, and

attempt to localize where an when another ship crosses that track. The event I

chose to focus on is illustrated in Figure 5.1. The red track is the vessel I chose

to use to create the library. It is a supertanker that transited from south to north

across the grid. The green track is the vessel I will be attempting to localize. It

57
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Figure 5.1: Ship tracks for library and event ship. The library ship is shown in
red, and the event ship is green. The array positions are shown as red triangles.
The green box represents the grid that ultimately will be populated with ship
tracks.

represents a tug boat that crossed the path of the supertanker approximately 2

hours later in the day. The crossing took place approximately 40 km from the

array.

In order to build the library of measured replica correlation vectors, it is easy

to see that it is advantageous to ensure the signal you are cross correlating on two

array elements, and associating with a grid point at the location of an acoustic

radiator, are actually being generated by that radiator. There are a variety of

methods to do this that will be discussed in the next section, but for the first,

most simple demonstration of the concept, I will qualitatively select a library ship

track for a source that is clearly dominating in correlation space. Figure 5.2 shows

a plot of the cross-correlation vector in the time domain with lag time on the x-

axis and time in the experiment on the y-axis. The theoretical value for the direct
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arrival for a ship in the relative position, following the course and speed of library

ship number 67 is superimposed. This will ensure that my library correlation

vectors are being associated with the correct grid points. I do this by plotting the

theoretical cross-correlation maximum peak for a direct arrival coming from all

ships in the region surrounding the array, on top of the plot of the actual cross-

correlation of the acoustic signal on the two array elements, over time, and look for

agreement between the theoretical values of the various ships in the region and the

observed cross-correlation. Figure 5.2 shows the theoretical value of the lag time

for a direct arrival for ship number 67 (a super tanker) for a one hour section of the

experiment superimposed over the top of the plot of the actual cross-correlation of

the observed acoustic signal on the two elements over the same time period. You

can see there is good agreement between the theoretical cross-correlation for ship

number 67 and the observed value, so I chose to use this one hour section of data

to build my library, associating the position of ship number 67 over time, with the

cross-correlation vectors in the library.

The cross-correlations displayed in Figure 5.2 were calculated over intervals

of 15 seconds because given the speed of the vessel in question (as determined

by AIS), and the grid size calculated in the previous chapter based on the lobe

thickness of the beam directivity plot for the Noise 09 array, a ship would remain

in the same grid box for at least 15 seconds. Once a library and event had been

chosen, the next step was to build the library of correlation vectors and assign

those correlation vectors to the latitude and longitude of the library ship at the

time that the correlation was computed. For the first trial I used only one element

on each of the two vertical arrays (VLA1 and VLA2). I computed the library cross-

correlation vectors using the same method as described in equations 3.18, 3.19,

and 3.20. Note that unlike my model results which were computed for individual

frequencies, in the frequency domain, this represents a broadband approach, so the

cross-correlations saved for each grid point are vectors, not scalar values like they

were in the simulation. After the cross-correlation values were computed for the

library ship, I repeated the above same procedure for the event ship. I computed

the correlation vectors for 15 second sections of data for the time when the event
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Figure 5.2: Correlation Surface for one hour library; Ship number 67 theoretical
value superimposed as a dashed white line.

ship crossed the track of the library ship as well as for a few minutes on either

side of the crossing event, so that I could ensure, if there was a close match during

the crossing, it was not just an anomaly and correlation vectors in the library and

event database would not match as closely during times when the event ship was

not crossing the path of the library ship. Once the cross-correlations across the

two array elements were computed for the library as well as for the event, all that

remained was to compare the two. Just as with the simulation, this was done

using a second cross-correlation as well as using least squares. The results that

will be displayed in this section were computed using the least squares comparison

method.

∑
(|C12e(t)| − |C12l(t)|)2 → Del (5.1)

First I compared the correlation vectors in the library with one of the vectors
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chosen from the library itself. In other words, I localized the library ship using

the correlation vectors taken along its own track. I did this to test the mechanics

of the program, as well as to gain insight into the spatial scales of variability

and potential impacts of side lobes on the problem. Figure 5.3 shows the source

localization results when the event acoustic signal is chosen from one of the library

values. I compared the cross-correlations in the library with a value from the

library. This will obviously show a distinct peak in the location of the library

value chosen as the event value, but it also illustrates where I can expect to see

side lobes and ambiguities in the results when a different ship is chosen as the

event acoustic source.

Now that I have used the library to locate a value contained within in order

to check my methodology, the next step is to use the library to localize a different

event ship. Figure 5.4 shows the source localization output for a different ship,

that crossed the track of the library vessel at precisely the time plotted in the

Figure. The green ’x’ shows the location where the crossing took place and there

is a clear peak in that location. There is also a side lobe of equal amplitude further

along the track. This side lobe appears right where the side lobe did on the plot

of the library vector correlated with itself. This side lobe will be discussed further

in the next chapter.

It is apparent from Figure 5.4 that there is a distinct peak in the source

localization processor output where the crossing took place, at the time when the

crossing took place. There is no peak in the localization output before or after

the crossing. This means that with a single ship track in the library I am able

to correctly localize an unknown acoustic radiator when it crosses the library ship

track at a later time. This suggests that the method can be used in the ocean

environment to localize sources, and that it should be possible to populate an

entire grid with library measured replica correlation vectors from historical ship

tracks and localize a source anywhere in that grid. Figures 5.3 and 5.4 were created

using just one hydrophone on each of two vertical arrays.
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Figure 5.3: Localization of the Library ship using the replica vectors computed
along its own track. As expected, there is a distinct peak in the location of the ship
(next to the pink ’x’), with a region of slightly higher energy surrounding it. This
indicates I chose an appropriate grid size for the spatial scale of variability of the
problem. There are also side lobes with non-trivial amplitude spaced throughout
the ship track.

5.2 Source Differencing Methods

You can see in the localization results in the previous section that there

is some side lobe reduction from summing multiple elements, but there are still

significant side lobes, some with magnitudes comparable to the primary peak. This

suggests that these side lobes are not artifacts of random noise in the system, which

would have been significantly reduced by the summing of multiple array elements,

but rather are indicative over other nuisance signals coming from coherent sources

present in the library and event acoustic data. In other words, there were other
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Figure 5.4: Source localization output for when a different ship crossed the track
of the library track. The green ’x’ represents the true location of the crossing and
there is a clearly visible peak at that location during the crossing, and there is not
before or after the crossing.

ships in the area when the library acoustic signals were recorded, as well as during

the event data set, and the other peaks we are seeing in the correlation comparisons

are likely from these nuisance signals. This concept is illustrated in Figure 5.5.

In order to eliminate these nuisance parameters from the results of the

source localizer it is necessary to eliminate all superfluous signal parameters from

the acoustic time series used to create the cross-correlation vectors in the library. I

experimented with two methods for doing this. The first method involved selecting

only the frequency bands associated with the target ship I am attempting to use

for the creation of the library using a variety of methods, and the second method

involved using only the portion of the cross-correlation vector associated with a
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Figure 5.5: Schematic of other ships in the area interfering with the calculation
of a library correlation value containing only the signal from the target library ship
in the grid.

source in the general direction of the library ship for comparison in the least squares

analysis. In order to reduce the influence of nuisance acoustic radiators on the

result of the source localizer, it is beneficial to use only the portions of the spectrum

dominated by the acoustic source you are using for your library positions in the

calculation of the library cross-correlation vectors as shown in equation 5.2.

X1(ωn)X2(ωn))→ C12n (5.2)

Identifying which frequency bands are associated with which ship can be

done in a number of ways. Using AIS ship tracking data gives us access to the

position of all ships in the study area, as well as information concerning the course,

speed, destination, type, and dimensions of each ship. Using the course and speed

information it is possible to predict the Doppler shift that each potential library

ship should be experiencing at any given time due to its course and speed through
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the water relative to the array elements. It is possible then to examine the spec-

trogram of the acoustic signals received on the array elements, and identify which

tonals in the spectrum are shifting over time as one would expect for a ship with

the position, course, and speed of the potential library ship. In other words, by

examining the slope of individual tones on the spectrogram one can identify which

tonals belong to which ship. Then in the calculation of the library cross-correlation

vector is done only using the frequency bands associated with the tonals of the

target library ship. While this method could be automated fairly simply, the im-

plementation of an automated system is outside the scope of this study, which

focuses primarily on proving the method as a concept. Instead of using the above,

Doppler shift, method of isolating individual frequency bands associated with tar-

get library ships, I chose to use a more qualitative method for the purposes of

this study. The Noise 09 experiment involved the deployment of 4 vertical arrays,

each with 16 elements. In order to improve SNR, 16 elements an each array were

summed together, and in order to amplify the frequency components associated

with an individual target library ship the time signals on each array were added

together with a time delay associated with a signal coming from the direction of

the library ship. Equation 5.3 shows how to compute the theoretical time delay for

the target ship between elements; equation 5.4 shows how the time series can be

summed together; and equation 5.5 is simply computing the FFT of the resulting

summed time series to see which frequency components are most amplified by the

summation.

τn =
hn cos(arctan

V
H
)

c
(5.3)

S(t) = s1(t) + s2(t+ τ 2) + s3(t+ τ 3) + s4(t+ τ 4) (5.4)

S(ω) = fft(S(t)) (5.5)

Once the time signals were summed with the time delay associated with the

incoming signal from the target ship, a spectrogram was generated for the time

when the library ship was in that location. The tonals on the spectrogram that
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Figure 5.6: Spectrogram of all elements on VLA 1 summed (bottom). You can
see several distinct tones associated with ships but it is not possible to tell which
tones are associated with which ships. The top Figure shows the spectrogram after
all elements on all four arrays are summed together with the time delay associated
with a source in the location of the library source. It is clear that some tones,
such as the 90 Hz band are amplified more than others and are therefore likely
associated with the library ship.

were amplified by the summing of the four arrays with a time delay (essentially

beam steering the array), were likely the tones associated with the target library

ship. Figure 5.6 shows the spectrograms before and after summing with time delay.

You can see several tonals on the spectrogram were amplified when the four

arrays were summed with a time delay. This procedure is analogous to beamform-

ing in the direction of the target library ship. The tonals that were amplified are

likely associated with the target library ship. Now I will select only the frequency
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bands that are associated with the target library ship and use those for calculating

the library cross-correlation values.

X1(ωn)X2(ωn))→ C12n (5.6)

I will then use these cross-correlation vectors for comparison to the data

cross-correlation vectors and see how the results compare to the broadband results

that used the entire frequency spectrum. For the first trial, I selected the 12

frequency bands above that were amplified the most by summing in the time

domain. To ensure I captured the entire frequency band, I used 3 Hz bands centered

on the center frequency of the target tonal on the spectrograms. The results of

the source localizer when the library cross-correlation vectors are computed using

only the 12 qualitatively selected frequency bands are included in Figure 5.7.

You can see from theFigure 5.7 that the side lobes seen in the previous

results are reduced by the inclusion of only frequency bands that are likely associ-

ated with the target library ship. The method of qualitatively selecting frequency

bands for the creation of the library of correlation vectors begins to break down

when too few frequency bands are used and more analysis is required to determine

how densely the spectrum must be sampled in order for the method to function.

It is important to note that this will likely be different for every case depending

on the individual spectral characteristics of different target library ships, depend-

ing on how much of the variance of the signal of the ship is contained within the

frequency bands selected for localization.

The second method that is explored in this thesis for reducing the side lobes

associated with nuisance acoustic sources during the experiment was the inclusion

of only the portion of the library correlation vector likely associated with the target

library ship by simply only using the portion of the cross-correlation vector with

a lag time surrounding the theoretical lag time for a direct arrival for a source in

the position of the target library ship. Essentially, the theoretical lag time for a

ship in the position of the library ship was calculated as in the previous section,

and then length of the impulse response of the channel (duration of the arrival

structure) was added and subtracted from the theoretical lag time to determine
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Figure 5.7: Source Localization Output (dB) for 12 frequency bands qualitatively
selected as beeing associated with the library ship.

what window of the correlation function to use in localization. Figure 5.8 is a plot

of the library cross-correlations with the section of each cross-correlation used for

comparison to the event cross-correlation vectors highlighted in red. The same

portion of the event correlation vectors are used for comparison. Results of this

method of reducing the influence of nuisance acoustic sources on the localization

results have been inconclusive as results appear neither improved nor deteriorated.

The correlation based source localization method using measured replica

fields expounded upon in chapter 3 and demonstrated using a model in chapter

4 has been applied to acoustic data sets collected in the ocean environment, and

used to identify when and where a vessel crossed the path of another vessel. These

results are promising in that they suggest it is possible to populate an entire grid

with correlation vectors taken from measured replicas, and continuously localize
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Figure 5.8: The cross-correlation of the library ship over time is plotted as a
colored surface with amplitude of the correlation represented by the color bar,
correlation time on the x-axis, and time in the experiment on the y-axis. The
portion of the cross-correlation vector used for comparison in highlighted in red.

sources in the ocean environment.

Chapter 5, in part is currently being prepared for submission for publication

of the material. Verlinden, C.M.A.; Kuperman, W.A. The thesis author was the

primary investigator and author of this material. Dr. William Kuperman, the

chair of the committee, is the co-author.



Chapter 6

Future Work

In order for this method to be a useful technique for localizing acoustic

sources in the ocean environment there are several additional steps that need to be

taken. The method must be demonstrated for more shipping events and it must be

able to localize sources under a variety of circumstances with varying geometries.

It needs to work when the sources are at any angle with respect to the azimuth

of the array, and for sources at any range. Currently vessels that are too close to

the arrays are problematic to localize because they change their relative bearing to

the array so rapidly that only very short correlation times can be used for creating

the correlation vectors for comparison. These short correlation times are turning

out to be more difficult to use for localization and more work needs to be done in

order to overcome this.

The ultimate goal is to populate an entire grid with library correlation

vectors, including areas where I may have no historical ship tracks with which to

correlate. This will allow an operator to continuously track contacts. In these

cases I will need to interpolate correlation vectors I do have from adjacent grid

points to estimate a correlation vector for those grid points as illustrated in Figure

6.1.

Unfortunately there is not a standard method for interpolating vector data

in this fashion, so I will need to parameterize the data correlation vectors that I

do have in terms of empirical orthogonal functions, singular value or eigenvector

decompositions, or even potentially with wavelets, then interpolate the parameters

70
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Figure 6.1: For areas where no library correlation vectors exist, correlation vec-
tors must be constructed by developing an interpolation scheme between populated
grid points in the library. In this diagram the blue squares represent grid points
with associated library correlation vectors, and the green squares are the points
in between that need to be filled in with some sort of interpolation scheme. One
possible embodiment of an interpolation scheme is parameterizing the correlation
vectors using EOFs and interpolating the eigenvalues associated with each eigen-
vector between points.

between grid points. In the case of the empirical orthogonal functions I would

simply do a 2d linear or kriging interpolation of the coefficients associated with

each EOF between points I have data for. This will involve doing some statistical

analysis to determine the decorrelation length scales of these correlation vector

parameters, which will need to be an adaptive process, as the decorrelation scale
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will change as a function of the speed of the ship, and the bearing and distance

from the array to the source of opportunity. Once the coefficients of the EOFs

have been interpolated in between data points, cross-correlation vectors can be

constructed from the EOFs for every position in the grid. It remains to be seen

whether not parameterizing the cross-correlation functions in terms of EOFs will

turn out to be an appropriate method filling in gaps between sampled library data

points.

In addition to a spatial interpolation scheme, there will ultimately need

to be a dead reckoning aspect to the final source localization algorithm. There

will always be side lobes in methods such as this one, but the side lobes will not

persist as consistently and coherently as real data. If there is a consistent high

energy area moving across the localization grid, and side lobes constantly forming

and disappearing around the main lobe, then the consistent high energy area is

the location of the contact, and the other, less consistent regions must all be side

lobes. There are a variety of methods for doing this quantitatively that have been

developed for the SONAR and RADAR communities, and work needs to be done

to determine which methods are most appropriately applied to this acoustic source

localization method. Figure 6.2 illustrates this concept of preferentially weighting

grid points that are along apparent tracks of known contacts.

Because the decorrelation length scale, as well as the integral time scale,

for the correlation vectors of sources in different positions in the grid are different,

depending on the position with respect to the array elements, the speed of the ship,

and the differences in the local green’s function / transfer function of the medium,

the characteristics of the grid will have to be adaptive. This means the resulting

resolution, accuracy, and reliability of the source localizer will change spatially,

and in time as the number, location, speed, and characteristics of the library ships

changes. Additionally, it is difficult to predict how old data used in the library can

be before it is no longer representative of the signal one could expect for a ship in

a given location. Changing ocean waveguide characteristics with seasonal, diurnal,

tidal, and internal wave phenomena can all invalidate the correlation vectors used

for source localization. If these phenomena change the transfer function (Green’s
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Figure 6.2: In order to properly localize the source in the presence of side lobes
that will inevitably persist to some level in this method, a method of vessel tracking
using dead-reckoning or ’track-before-detect’ methods must be used. In other
words if there is a major peak when the target vessel crosses one populated library
track, then another peak moments later on a different library track, then the target
must be moving in between those two tracks, and greater weight should be placed
on that region.

function) of the waveguide between source and receiver sufficiently, one would no

longer expect the correlation vectors of ships in that position at different times to

correlate well. In the data used in this experiment, data from the same day were

always used, and while this did not seem to be an issue, that may not always be

the case. Data from previous days and even weeks could be used, and this subject
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requires additional research. Phenomena and circumstances that impact when it

is appropriate to use data from previous days should be quantitatively examined.

It is also possible to use adaptive processing to check replica values for coherence

with other replicas before determining whether or not to use a particular replica

value in the localization of a target at a given time.

There is also more work that can be done isolating signals generated by

desired ships in the creation of the library of correlation vectors. This field is

sometimes called ’Blind Source Separation’, but in this case that turns out to be

a misnomer. In this case we have a great deal of knowledge about our acoustic

radiators taken from AIS ship tracking data, that can be used to help us separate

sources. It is conceivable to beamform in the direction of the library ship and

correlated only the beamformer output in the creation of the library. This would

require a full horizontal or volumetric array, however with appropriate element

spacing for the frequency range being used for the beamforming, and in this ex-

periment we used only two elements separated by over 500 meters, so beamforming

was not possible. There are two other methods to selectively identify ships to use

in the creation of the library of replica correlation vectors that are explored in this

paper and require further research to be implemented in a robust manner. The

first involves summing the time domain signals received on multiple elements on

each of the four vertical arrays with the appropriate estimated time delay associ-

ated with the arrivals to each element for a source in the location of the library

ship. The spectrum of the summed, time-delayed, signal can then be analyzed.

The frequency bands where this signal is strongly coherent (i.e. tonals in the spec-

trogram) can then be used selectively in the calculation of the cross-correlation

used in the creation of the library. This is essentially analogous to setting a pref-

erential ‘listening’ direction for the creation of the library. I experimented with

this method in this thesis, but more work remains to be done to determine feasi-

bility and implementation in the field; specifically how many frequency bands are

required, and quantifying what signal to noise ratio benefits might result from this

method. The second method for preferentially favoring desired ships’ signals in

the creation of the correlation library that I experimented with is to simply cut
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out the portion of the correlation vector with the expected lag time for a source

in the location of the library ship and only use that portion of the correlation

in the differencing scheme (least squares or cross-correlation) between the library

and event correlation vectors. I have experimented with using this method with

some limited success, but more work should be done to determine how feasible

and appropriate this method is. Other potential methods of source separation

that should be explored are Doppler based methods, that use the Doppler shift

of individual sources to separate sources. Given that we have a priori knowledge

about the course, speed, and location of all acoustic radiators in the band we are

concerned with, we should be able to determine which portions of the signal comes

from which source based on the expected Doppler shift. Blind source separation

represents an entire field in passive acoustics and more work needs to be done to

determine which existing methods should be applied to this source localization

method.



Chapter 7

Conclusion

There are a number of acoustic sources of opportunity that are currently

underutilized in the field of underwater acoustics. Specifically, advances in ship-

tracking technology has made determining the location of acoustic radiators in the

open ocean far more accessible, and this ship-tracking data can be applied in a

variety of meaningful applications in ocean acoustics. In this thesis, I discussed

one particular application in depth: the use of AIS vessel tracking data in passive

acoustic source localization through correlation processing using measured replica

fields, as well as proposed some potential future applications of ship tracking data

in passive acoustics.

Using the cross-correlation of the acoustic signal across two or more el-

ements on arrays separated by an arbitrary horizontal distance, I was able to

demonstrate that other acoustic sources, such as ships of unknown position, can

be localized. The technique, similar to matched field processing, compares replica

correlation vectors to the correlation vector during a particular event you are trying

to localize the source of. The primary difference between traditional matched field

processing and this technique, aside from the use of correlation vectors in place of

the acoustic signal itself for matching, is the use of measured replica fields, pop-

ulated using ships as sources of opportunity. The replica vectors are taken from

a library of correlation vectors calculated when ships were in certain locations,

and associated with the latitude and longitude of the ships/sources. While further

work remains to be done before this method can be applied in robust field appli-

76



77

cations to localize acoustic sources in any location in a desired grid, it has been

demonstrated using models, and experimental data from open-ocean experiments,

that it can be determined when an unknown acoustic radiator crosses the historical

ship path used to build the library of correlation vectors.

This study is applicable to research that focuses on extracting the Green’s

function of an ocean waveguide using passive techniques. The theory behind this

source localization technique relies upon the uniqueness of the transfer function

between each point on the grid and the array. The signal received on the array can

be thought of as the convolution of the signal generated by the ship and the transfer

function (Green’s function) of the waveguide between the source and receiver. In

the case of this localization the signal of the individual ship can be thought of as a

nuisance parameter as the spectrum of this signal is likely very different between

ships, and as a result not coherent between the ship used to create the library and

the ship localized. It is the transfer function of the medium that makes the signal,

and by extension the cross-correlation of the signal on multiple elements, a unique

‘fingerprint’ for a source in a given location. If this transfer function is present in

the correlation vector with enough power to localize a source, it means that it is

likely possible to extract this transfer function using passive sources of opportunity

such as ships. This would represent a significant advancement in the field of passive

underwater acoustics, and is the subject of a great deal of current research. This

source localization technique should be encouraging to scientists looking for ways

to extract the Green’s Function of ocean waveguides using passive techniques.

In conclusion, the Correlation Based Source Localization using Measured

Replica Fields technique shows promise but requires more research before it can

be implemented easily in practice.
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