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Abstract

Ax-Kochen/Ershov style results in model theory of henselian valued fields

by

Mariana Vicaŕıa

Doctor of Philosophy in Logic and Methodology of Science

University of California, Berkeley

Professor Thomas W. Scanlon, Co-chair

Professor Pierre Simon, Co-chair

This thesis is concerned with developing a model theoretic understanding of henselian valued
fields. The model theory of henselian valued fields has been a major topic of study during
the last century, it was initiated by Robinson’s model completeness results for algebraically
closed valued fields in [Rob56]. Remarkable work has been achieved by Haskell, Hrushovski
and Macpherson to understand the model theory of algebraically closed valued fields, more
precisely in [HHM05] and [HHM06] they clarify completely the picture for elimination of
imaginaries showing that it is sufficient to add the geometric sorts. They also develop a no-
tion of stable domination and independence in algebraically closed valued fields, that rather
than being understood as a new form of stability should be grasp as a technique to lift ideas
from stability to the setting of valued fields. This approach is for example illustrated in
[HRK19], where notions of stability (e.g. germs, genericity, domintion, etc) are being used
to give a complete description of definable abelian groups in algebraically closed valued fields.

The starting point of this thesis relies on the Ax-Kochen principle, which states that the
first order theory of a henselian valued field of equicharacteristic zero or of mixed char-
acteristic, unramified and with perfect residue field is completely determined by the first
order theory of its residue field and its value group. A natural principle follows from this
theorem: model theoretic questions about the value group itself can be understood by reduc-
ing them to questions into the residue field, the value group and their interaction in the field.

A fruitful application of this principle has been achieved to describe the class of definable
sets, see for example: [Pas90], [Bas91], [Kuh94]. The next natural step for understanding the
model theory of henselian valued fields was obtaining an elimination of imaginaries statement.
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The first part of this thesis studies elimination of imaginaries in the setting of henselian
valued fields of equicharacteristic zero with residue field algebraically closed. The obtained
results are sensitive to the complexity of the value group, which is an ordered abelian group.
In the first chapter we study elimination of imaginaries in ordered abelian groups, while in
the second chapter we analyze imaginaries in henselian valued fields of equicharacteristic zero.

The second part of this thesis studies domination results in an Ax-Kochen style in the
setting of henselian valued fields of equicharacteristic zero. We use a more abstract notion of
domination present in [EHM19] that generalizes the definition of stable domination present
in [HHM05].
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Chapter 0

0.1 Introduction

Model theory is a branch of mathematical logic that studies structures (that is sets equipped
with relations, functions and constants) and their definable sets, that is the subsets of various
cartesian powers that can be defined in terms of these distinguished constants, relations and
functions via the logical connectives and quantifiers. For instance, in an algebraically closed
field we distinguish the constants 0 and 1 and symbols for the multiplication and the addi-
tion. This particular case is well understood: the definable sets are exactly the constructible
sets, which are fundamental objects of algebraic geometry.

The domain of interest in model theory is thus extremely broad and encompasses that
of algebra and geometry. Its point of view is however very different: model theory is con-
cerned with identifying and studying boundaries between tame and wild first-order theories
(i.e. consistent sets of first-order properties of structures). In other words, model theory
studies dividing lines between prototypical tame structures like vector spaces and the field
of complex numbers, in which the definable sets are well understood, and wilder structures
for which there is no control, such as the ring of integers.

Modern model theory has been heavily influenced by S. Shelah’s remarkable work in
classification theory [She90]. In the 1970s S. Shelah developed a tremendously profound
structure theory for the class of stable theories, in which no first order formula can totally
order arbitrarily large sets of tuples. The study of stable theories initiated by S. Shelah,
and later refined by many others, brought to the picture tools and ideas that have been the
key to solve many problems in other branches of mathematics, such as the Mordell-Lang
conjecture for function fields proved by E. Hrushovski.

The neostability program seeks to generalize Shelah’s work to other dividing lines beyond
stability. This program has been tremendously fruitful for several classes of theories, most
notably the simple theories , dependent theories and o-minimal theories. These developments
have enriched the applications of model theory; the Pila-Wilkie theorem in diophantine ge-
ometry is a prime example.
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The results presented in this thesis are in model theory and its interactions with algebra,
specifically in henselian valued fields and related structures. A valued field is a field K
equipped with a distinguished subset O, a valuation ring1. Examples of valued fields are the
p-adic field Qp or the Laurent series over the complex numbers C((t)), structures that have
played relevant roles in number theory and analysis respectively. Given O a valuation ring
of a field andM its maximal ideal, we commonly refer to the additive quotient O/M as the
residue field, while the multiplicative quotient K×/O× is an ordered abelian group and it is
called the value group. A valued field is said to be henselian if every non-singular zero of a
polynomial in the residue field can be lifted to the field. 2

One of the most striking results in the model theory of valued fields is the Ax-Kochen/
Ershov theorem which roughly states that the first order theory of a henselian valued field of
equicharacteristic zero or a henselian valued field of mixed characteristic, unramified 3 and
perfect residue field is completely determined by the first order theory of its residue field and
its value group. A natural philosophy follows from this theorem: model theoretic questions
about the valued field itself can be understood by reducing them to its residue field, its value
group and their interaction in the field. This thesis looks towards proving instances of this
principle to study model theoretic properties, such as elimination of imaginaries and residue
field domination, for a broad class of henselian valued fields in order to develop a unifying
and general theory for henselian valued fields.

Towards an Ax-Kochen/Ershov imaginary principle for henselian
valued fields

A fruitful application of the Ax-Kochen/Ershov principle describes the class of definable
sets of a valued field. For example, in [Pas90] J. Pas proved field quantifier elimination
relative to the residue field and the valued group once angular component maps are added
to the language. Further studies for the case where no angular map is added were done by
S.A. Basarab and F.V. Kuhlmann in [Bas91], [Kuh94] (relative to the RVn sorts), while the
complete picture has been clarified by M. Aschenbrenner, A. Chernikov, A. Gehret and M.
Ziegler in [ACGZ20] relative to the power residue sorts and the value group.

There is a more general class of subsets that one could study, called the interpretable
sets, obtained by taking the quotient of a definable set by a definable equivalence relation.
For example, consider a finite dimensional vector space V over K (a field of characteristic
zero) where the distinguished structure has a constant for the zero vector, a symbol + for
the addition and a map for the scalar multiplication · : K ×V → V . The projective space is

1 Let K be a field, a subring A ⊆ K is said to be a valuation ring of K if for any element x ∈ K\{0}
either x ∈ A or x−1 ∈ A.

2More formally, if p(x) ∈ O[x] and there is some element α ∈ O such that p(α) ∈ M while p′(α) ∈ O×,
then we can find an element β ∈ O such that p(β) = 0 and β − α ∈M.

3A valued field is said to be unramified if its value group has a least positive element.



CONTENTS 3

interpretable in V , as it can be obtained by taking the quotient of V \{0} by the equivalence
relation E(v, w) stating that v and w lie in the same line passing through the origin.

A theory T (that is, a consistent set of axioms) is said to eliminate imaginaries if for
every model M of T (a model is a structure that satisfies the axioms of T ), every definable
set X ⊆ Mn and every definable equivalence relation E(x, y) on X, we can find a definable
function f : X → Mk such that for any x, y ∈ X the relation E(x, y) holds if and only if
f(x) = f(y). Hence, elimination of imaginaries is saying that the class of definable sets is
closed under taking definable quotients.

The question of whether a first order theory T eliminates imaginaries depends on the
language L (that is, the set of distinguished symbols being used for the relations, functions
and constants). Given a structure M we can take its imaginary extension M eq where we add
a sort SE for each definable equivalence relation E and a map πE sending each element to
its equivalence class. By construction, the structure M eq eliminates imaginaries, but it does
not give a precise description of the interpretable sets of the structure. The real question
that one is trying to address while studying elimination of imaginaries is to find a reasonable
language, with a clean presentation of the sorts required, which has elimination of imaginar-
ies.

In the case of valued fields, the question of elimination of imaginaries is of course subject
to the complexity of its value group and its residue field, as both are interpretable structures
in the valued field itself. However, we can look at the value group and the residue field as
oracles, for example by providing the entire Shelah’s imaginary expansion for each of these
sorts. Then, could it be possible to describe the sorts necessary to be added in order to
have elimination of imaginaries for the valued field? The problem can be formulated in the
following way:

Question 1. Can one achieve an Ax-Kochen/Ershov style version of elimination of imagi-
naries for henselian valued fields?

There has been significant work on elimination of imaginaries of henselian valued fields
during the past years. The case for algebraically closed valued fields was finalized by D.
Haskell, E. Hrushovski and D. Macpherson in their relevant work [HHM06], where elimina-
tion of imaginaries for ACV F (the theory of algebraically closed valued fields) is achieved
by adding the geometric sorts Sn (codes for the O-lattices of rank n) and Tn (codes for the
residue classes of the elements in Sn). Recent work has been done to achieve elimination of
imaginaries in some other examples of henselian valued fields, such as the case of separably
closed valued fields of finite imperfection degree in [HKR18], the p-adic case in [HMR18] or
enrichments of algebraically closed valued fields in [Rid19].

However, the above results are all obtained for particular instances of henselian valued
fields. Obtaining a relative statement for broader classes of henselian valued fields is still
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an open question. Following the Ax-Kochen/Ershov style principle, it seems natural to at-
tempt first to solve this question by looking at the problem in two orthogonal directions:
one by making the residue field as docile as possible and studying which obstruction would
the value group bring to the picture; the other, by making the value group very tame and
understanding the difficulties that the residue field would contribute to the problem.

The second chapter of this thesis follows the first point of view in the setting of henselian
valued fields of equicharacteristic zero, where I assume the residue field to be algebraically
closed. The obtained results are sensitive to the complexity of the value group. This path of
research requires one to study ordered abelian groups and their complexity independently,
since the value group is an ordered abelian group. In 1984 Y. Gurevich and PH. Schmitt
initiated the study of the model theoretic complexity of ordered abelian groups in [GS84],
where they proved that no ordered abelian group has the independence property. Later,
further dividing lines and characterizations have been achieved in [JSW17] for the dp-minimal
case, in [HH19], [DG15] and [Far17] for the strongly dependent case and in [ACGZ20] for
the distal case. By using the quantifier elimination given by R. Farré in [Far17] for the
class of ordered abelian groups with finite spines (see [CH11, Definition 1.5] for a precise
description), In the first chapter we prove the following two theorems:

Theorem 2. Let Γ be an ordered abelian group with finite spines. Then Γ admits weak-
elimination of imaginaries once we add the quotient sorts. That is, we add a sort for each
quotient group Γ/∆ where ∆ is a definable convex subgroup of Γ, and sorts for the quotient
groups Γ/(∆ + `Γ) where ∆ is a definable convex subgroup and ` ∈ N≥2.

The class of ordered abelian groups with finite spines includes the dp-minimal and the
strongly dependent ones. An ordered abelian group Γ is dp-minimal if and only if for any
prime number p the index [Γ : pΓ] is finite. From a model theoretic perspective the dp-
minimal ordered abelian groups are the least complex among the class of ordered abelian
groups. A better statement can be obtained for this case, more precisely:

Theorem 3. Let Γ be a dp-minimal ordered abelian group, then Γ admits elimination of
imaginaries once we add sorts for the quotient groups Γ/∆ where ∆ is a convex subgroup,
and a set of constants for the elements of the finite groups Γ/`Γ for each ` ∈ N.

Having clarified the picture for the ordered abelian groups, and therefore for the value
group, I was able to analyze imaginaries in the class of henselian valued fields of equichar-
acteristic zero with residue field algebraically closed, for which it was sufficient to add the
stabilizer sorts. For each n ∈ N≥1 we pick a finite sequence (I1, . . . , In) where each Ii
is an ideal of O. Given {e1, . . . , en} the canonical basis of Kn we define the canonical
O-module associated to (I1, . . . , In) as C(I1,...,In)={e1x1 + · · · + enxn | xi ∈ Ii}. We con-
sider the group of invertible upper triangular matrices Bn(K) and we define the subgroup
Stab(I1,...,In) = {M ∈ Bn(K) | MC(I1,...,In) = C(I1,...,In)}. The stabilizer sorts is the family of
quotient groups Bn(K)/ Stab(I1,...,In) for each possible choice of the sequence (I1, . . . , In).
The precise formulation of the theorems obtained in the second chapter are:
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Theorem 4. Let K be a valued field of equicharacteristic zero, residue field algebraically
closed and value group with finite spines. Then K admits weak elimination of imaginaries
once we add the stabilizer sorts and the quotient sorts for the value group.

Theorem 5. Let K be a henselian valued field of equicharacteristic zero, residue field alge-
braically closed and dp-minimal value group. Then K eliminates imaginaries once we add
the stabilizer sorts, the quotient sorts for the value group and constants to distinguish the
elements of the finite quotient group Γ/`Γ where ` ∈ N≥2.

Residue field domination in henselian valued fields of
equicharacteristic zero

Let M be a structure and A ⊆M be a subset. Given an element b ∈M we denote by tp(b/A)
the set of formulas allowing parameters in A that are satisfied by b. The type is essentially
giving a description of how the element b relates to the elements in A inside the structure
M . In this fashion, we are interested in understanding what is the minimal data that could
be required to determine the entire behavior of the element b with respect to the set A. For
example, if K is an algebraically closed field and A is a subfield, all the information that we
need to know about an algebraic element b over A is its minimal irreducible polynomial over
A.

Domination results in valued fields aim to understand the entire type by looking at the
behavior of that element in only one part (or sorts) of the structure. In [HHM06] D. Haskell,
E. Hrushovski and D. Macpherson developed the notion of stable domination, a notion that
formalizes how an unstable structure can be governed by its stable part. Their work was fun-
damental in the study of Berkovich spaces of F. Loeser and E. Hurshovski, and in [HRK19],
E. Hrushovski and S. Rideau-Kikuchi studied definable groups in the stably dominated the-
ory of algebraically closed valued fields, by lifting machinery from the stable setting (e.g.
genericity, germs, groups with finitely satisfiable generics, etc).

In further work, C. Ealy, D. Haskell and J. Mař́ıcová isolated a more abstract notion of
domination in [EHM19], without requiring the presence of a stable part of the structure. If
T is a complete first order theory and S and Γ are stably embedded sorts, given C ⊆ A,B
sets of parameters we say that:

1. the type tp(A/C) is said to be dominated by the sort S, if S(B) being independent
from S(A) over S(C) implies that tp(A/CS(B)) ` tp(A/CB).

2. the type tp(A/C) is said to be dominated by the sort S over Γ if the type tp(A/CΓ(A))
is dominated by the sort S.

In particular, in [EHM19], domination results are obtained for the unstable class of real
closed valued fields, suggesting that the presence of a stable part in the structure was not
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fundamental for domination results, and instead of stable domination one should consider
domination by the sorts internal to the residue field. There is a tremendously promising
line of research regarding domination results: it is a bridge to formalize how strong notions
of tameness (stability, simplicity, o-minimality, NSOP1, NTP2, etc) over the residue field
could be used to describe and analyze henselian valued fields.

In the third chapter of this thesis we study domination results in the class of henselian
valued fields of equicharacteristic zero in complete generality, in both the Denef-Pas language
Lac (where an angular component map is added) and the language L introduced by M. As-
chenbrenner, A. Chernikov, A. Gehret and M. Ziegler in [ACGZ20, Subsection 5.4], where
the power residue sorts (the quotients k×/(k×)n where k is the residue field and n ∈ N) are
added.

The results obtained show the reduction in an Ax-Kochen/Ershov style version. More
precisely, for T some complete extension of the L-theory of henselian valued fields of equichar-
acteristic zero we have:

1. Version 1: Let C ⊆ L be substructures of C (the monster model of T ) and C a maximal
model of T . Then tp(L/C) is dominated by the value group and the power residue
sorts.

2. Version 2: Let C ⊆ L be substructures of C (the monster model of T ) and C a maximal
model of T . Then tp(L/C) is dominated over its value group by the sorts internal to
the residue field.

In these proofs it becomes clear that the independence notion required is weaker than forking
independence, and it is associated to more common notions of independence arising in alge-
bra. The first domination result only requires algebraic independence (in the field theoretic
sense) over the residue field, and forking independence for the value group as seen in its
reduct as a pure abelian group. For the second version, independence is required only for
the quantifier free stable formulas.

Background in model theory

In this section we introduce the required background from model theory.

Codes and elimination of imaginaries

The first appearance of imaginaries is due to S. Shelah in [She90]. Through this section we
suppose T to be a first order complete L-theory and let M be its monster model.
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Definition 6. Let X be a subset of M we say that A is a code for X if for all σ ∈ Aut(M)
σ(X) = X if and only if σ fixes A setwise.

We are commonly more interested in finding codes for definable sets, however the defini-
tion can be used for more general settings. For example for types where the code is possibly
an infinite tuple. We allow A to be an empty set, to be able to code L-definable sets in
theories without constants.

Definition 7. 1. Let X be a definable set and φ(x; y) be an L-formula. We say that a
tuple a is a canonical parameter for X via φ if for all m ∈M we have that φ(M;m) = X
if and only if m = a.

2. A family of L-definable sets (Xt)t∈D is said to be definable if there is an L-formula
ψ(x; z) and an L-definable set D such that for all t ∈ D the set Xt is defined by
the formula ψ(x; t). We say that the family admits uniform canonical parameters via
φ(x,y) if for all t ∈ D, there exists some tuple at ∈M which is a canonical parameter
for Xt via φ.

Proposition 8. Let X be a L -definable set and A ⊆M be a finite tuple. Then a is a code
for X if and only if there exists a finite tuple a ∈ A which is a canonical parameter for X
via some L-formula φ and A ⊆ dcl(a).

Proof. This is [Rid14, Proposition 0.1.3].

Definition 9. 1. We say that a first order theory T eliminates imaginaries if every de-
finable set in every model of T is coded.

2. We say that T uniformly eliminates imaginaries if every L-definable family of sets
admits uniform canonical parameters via some L-formula θ.

The following is [Rid14, Proposition 0.1.5].

Proposition 10. Let L be a multi-sorted language and T be a complete L-first order theory.
If there is at least one sort with two constants and every sort contains at least one constant
then T eliminates imaginaries if and only if T eliminates imaginaries uniformly.

Definition 11. Let T be a complete L-first order theory. Let M � T and D be an L-
definable set and E ⊆ D2 be an L-definable equivalence relation on D in M . We say that E
is represented in M if we can find an L-definable function f : D →Mk such that f(x) = f(y)
if and only if E(x, y).

A more natural way of thinking about elimination of imaginaries is precisely by making
the class of definable sets closed by taking definable quotients, in fact if an equivalence
relation E on some set D is represented by a function f then the quotient D/E is in definable
bijection with the image of f .
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Proposition 12. Let T be a complete first order theory. The theory T eliminates imaginaries
if and only if for all M � T we have that every L-definable equivalence relation in M is
represented in M .

Proof. This is [Rid14, Proposition 0.1.7].

Shelah’s imaginary extension

The following construction is due to S. Shelah and it is well known in the model theory
community as the imaginary expansion. In this construction, we add new sorts in order to
make all interpretable sets definable sets, more precisely:

Definition 13. Let L be a multi-sorted language and T be a complete first order L theory.
For each L-definable equivalence relation E ⊆ D2 where D ⊆ S1× · · · × Sk is an ∅-definable
set where S1, . . . , Sk are sorts in the language L, we add a new sort SE and a new function
symbol fE : D → SE. We let Leq be the language extending L obtained by adding all the
sorts SE and the function symbols fE. Let T eq be the Leq first order theory:

T∪{fE is onto | E is an L-definable equivalence relation}
∪{∀x, y(fE(x) = fE(y)↔ E(x, y)) | E is an L-definable equivalence relation}.

Every model M � T can be naturally extended in to a model M eq of T eq (in a unique way)
by interpreting SE as the quotient D/E and fE as the canonical projection map.

It is a well known fact that the theory T eq eliminates imaginaries.
Let φ(x; y) be a formula and let Eφ be the equivalence relation induced by φ on M|y| as
Eφ(y, z) if and only if ∀xφ(x,y) ↔ φ(x, z). Given b ∈ M|y| let X = φ(M, b). The class
b/Eφ is called the code of X and we denote it by pXq.

Some theories are somehow very close to eliminate imaginaries, except for finite finite
sets. Those theories are said to have weak elimination of imaginaries, more formally:

Definition 14. Let T be a complete L-first order theory and M be its monster model. Let
X be a definable set,

1. we say that d ∈ M is a weak code for X if there exists a finite number of tuples
(ai)i≤k ∈M such that a0 = d and for all σ ∈ Aut(M) we have that σ(X) = X if and
only if σ({ai | i ≤ k}) = {ai | i ≤ k}.

2. Let φ(x; y) an L-definable formula. We say that a tuple a ∈ M is a weak canonical
parameter for X via φ if there is a finite number of tuples (ai)i≤k ⊆M such that a0 = a
and for all tuples m ∈M we have φ(M;m) = X if and only if there exists some i ≤ k
such that m = ai.

The following is [Rid14, Proposition 0.1.15].
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Proposition 15. Let T be a complete L-first order theory and M its monster model. Let X
be a definable set and a be a finite tuple. The following are equivalent:

1. the tuple a is a weak canonical parameter for X via some L-formula φ,

2. the tuple a is a weak code of X,

3. a ∈ acleq(pXq) and pXq ∈ dcleq(a).

Definition 16. Let T be a complete L-first order theory and M be its monster model. We
say that T weakly eliminates imaginaries if any definable set X has a weak code in M.

Definition 17. Let T be a complete L-first order theory and let M be its monster model.
We say that it codes finite sets if for any finite set S has a code in M.

The following is a well known folklore fact.

Fact 18. Let T be a complete first order L-theory. Suppose that T weakly eliminates imag-
inaries and codes finite sets then T eliminates imaginaries.

Relative quantifier elimination

In this subsection we review some model theoretic definitions such as stable embeddeness,
orthogonality and relative quantifier elimination. An expert reader can safely skip this
subsection.

Definition 19. Let L be a multi-sorted languange and M an L-structure. Consider Π ∪ Σ
a partition of the sorts of L. We denote by L �Σ the sublanguage of L consisting of the sorts
for Σ with their relation, function and constant symbols. Then we say that:

1. M Π-eliminates quantifiers if every formula φ(x) is equivalent to a formula without
quantifiers in a sort of Π.

2. M eliminates quantifiers relative to Σ if the theory ofMΣ−Mor (obtained by naming all
the L �Σ-definable sets without parameters with a new predicate)- eliminates quantifiers.

It is well known that, if M eliminates quantifiers relatively to Σ, then it eliminates
Π-quantifiers.

Definition 20. 1. A definable subset D of M is called stably embedded if all definable
subsets of Dn, n ∈ N can be defined with parameters in D.

2. Two definable sets D and E of M are called orthogonal if for all formulas

φ(x0, . . . , xn, y0, . . . , yr, ā),



CONTENTS 10

where ā is a tuple of parameters from M, we can find finitely many formulas

θi(x0, . . . , xn, āi) and ηi(y0, . . . , yR, ā
′
i)

with i < k and parameters ā0, . . . , āk, ā
′
0, . . . , ā

′
k in M such that:

φ(Dn, Er, ā) =
⋃
i<k

θi(D
n, āi)× ηi(Er, ā′i).

classification theory

Modern model theory has been significantly influenced by S. Shelah’s remarkable work in
[She90]. Since then the core goal in model theory has been directed to identify dividing
lines among first order theories based on their combinatorical complexity, in an attempt to
separate tame theories (e.g. vector spaces, algebraically closed fields, etc) from the wild
theories (e.g. Peano Arithmetic or ZFC set theory), in order to develop a general theory for
the tame theories and their models. Many of the combinatorical notions that now a days
play a relevant role in the classification map, were introduced by S. Shelah and we devote
this subsection to summarize these notions.
Trough this section we fix T a complete first order L-theory and we let M be its monster
model.

stable theories

Definition 21. Let φ(x; y) be an L-formula. We say that φ(x; y) has the order property if
one can find sequences 〈ai | i < ω〉, 〈bi | i < ω〉 in M such that � φ(ai,bj) if and only if
i ≤ j.

Definition 22. We say that a formula φ(x,y) has the binary tree property if there are
|y|-tuples (bσ | σ ∈ 2<ω) such that for every η ∈ 2ω, the partial type {φ(x,bη�i)

η(i) | i < ω}
is consistent.

By a complete φ-type over a set A we mean a maximal consistent set of φ-formulas in
L(A). We denote the space of φ types over A as Sφ(A).

Definition 23. 1. Let p(x) ∈ Sφ(M), by a φ-definition of p(x) over a set A we mean a
L(A)- formula dpφ(y) such that for any parameters b ∈M|y| we have:

φ(x; b) ∈ p(x) if and only if � dpφ(b).

2. Let p(x) be a a global type and A be a set of parameters. We say that p(x) is definable
over A if for any L-formula φ(x,y) there is a φ-definition. In such case, we refer to
the set of φ definitions {dpφ| φ is an L-formula } as the defining scheme of p.
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Example 24. Consider the language L = {E} with a binary relation and let T be the first
order theory asserting that E has infinitely many classes all of them infinite. Let M be its
monster model and fix an element a0 ∈M, we consider the partial type

Σ(x) = {E(x, a)} ∪ {x 6= b | b ∈M}.

This theory eliminates quantifiers in the given language thus Σ(x) determines a complete
type p(x). The defining scheme for this type can be then analyzed as follows:

• E(x, b) ∈ p(x) if and only if � E(b, a),

• x = b ∈ p(x) if and only if b 6= b.

The type p(x) is therefore definable over {a}.

The following statement characterizes stable theories and it is due to S.Shelah [She90].

Theorem 25. Let φ(x; y) be a formula. The following are equivalent:

1. for any infinite set A, |Sφ(A)| ≤ |A|,

2. φ(x,y) does not have the order property,

3. φ(x,y) does not have the binary tree property,

4. Any φ-type over a set A is definable.

Proof. This is [She90, Lemma 2.7].

Example 26. 1. The following are examples of stable theories: vector spaces, algebraically
closed fields, differentially closed fields of characteristic zero , Z-modules, separably
closed fields, etc.

2. The following theories are not stable: dense linear orders without endpoints , the first
order theory of the random graph, algebraically closed valued fields, Peano arithmetic,
etc.

dependent theories

Definition 27. 1. A formula φ(x; y) shatters a set of size n ∈ N, say {a1, . . . , an} if for
any S ⊆ {1, . . . , n} we can find a tuple bS such that � φ(ai; bS) if and only if i ∈ S.

2. A formula φ(x; y) has the independence property if for any n ∈ N we can find a set
of size n shattered by φ(x; y).

3. A formula φ(x; y) is said to be dependent if it does not have the independence property
(equivalently called as NIP . )
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4. A theory is said to be dependent(equivalently called NIP ) if no L formula has the
independence property.

If an L-formula φ(x; y) is dependent, then the maximal integer n for which there is
some set A of size n shattered by φ(x; y) is called the VC-dimension of φ. If φ has the
independence property, then its V C-dimension is infinite.

Example 28.

Let T be the first order theory of dense linear orders without endpoints is dependent. The
formula φ(x, y) := x ≤ y is dependent of V C-dimension 1.

Any stable formula φ(x,y) is dependent [see [Sim15, Section 2.3.2]].

Let T be the first order theory of the random graph in the language L = {R}, then the formula
φ(x, y) = xRy has the independence property, in fact any set of elements is shattered by φ.

For a detailed introduction to dependent theories we refer the reader to [Sim15].

dp-rank and dp-minimality

Definition 29. Let p be a partial type over a set A and let κ be a (finite or infinite) cardinal.
We say that dp − rk(p,A) < κ if for every family (It | t < κ) of mutually indiscernible
sequences over A and b � p there is some t < k such that It is indiscernible over Ab.

Proposition 30. The following are equivalent:

1. the theory T is dependent,

2. for every type p and set A, there is some κ such that dp− rk(p,A) < κ.

Proof. This is [Sim15, Observation 4.3].

Definition 31. Let T be a dependent theory, we say it is strongly dpeendent if for any finite
tuple of variables x we have dp− rk(x = x, ∅) < ℵ0.

Example 32. Let L = {Ei | i < ω} where each of the Ei’s are binary predicates, and let
T be the L- theory stating that each Ei defines an equivalence relation with infinitely many
classes, each of them infinite. We consider the theory T ⊆ T1 stating that for all x, y if
xEi+1y then xEiy, and each Ei splits into infinitely many Ei+1-classes.
On the other hand, we consider T ⊆ T2 stating that given a0, . . . , an−1 there is some a such
that aEkak for every k < n.
Then T1 is strongly dependent, while T2 is not.

The following is [Sim15, Proposition 4.26].

Proposition 33. If dp − rk(x = x, ∅) < ℵ0 for every variable x with |x| = 1, then T is
strongly dependent.
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Definition 34. The theory T is dp-minimal if dp− rk(x = x, ∅) = 1, for x a singleton.

Example 35. The following theories are dp-minimal: any o-minimal theory, the theory of
algebraically closed valued fields, the theory of the p-adics T = Th(Qp) and the theory of
Presburger arithmetic T = Th(Z, 0, 1,+,≤).

NTP2 theories

Definition 36. Let T be a complete first order L-theory. We say that a formula φ(x; y) has
TP2 ( the tree property of second kind) if there is an array (bti : i < ω, t < ω) of tuples of
size |y| and k < ω such that:

1. for any η : ω → ω the conjunction
∧
t<ω φ(x; btη(t)) is consistent.

2. for any t < ω the set {φ(x; bti) | i < ω} is k-inconsistent.

Definition 37. A L-formula φ(x; y) is NTP2 if it does not have the TP2. We sat that the
theroy is NTP2 if all formulas are NTP2.

The following is [Sim15, Proposition 5.31].

Proposition 38. If T is dependent then it is NTP2.

Definition 39. Let λ be a cardinal. For all i < λ, φi(x,yi) is a L-formula where x is a
common tuple of free variables, bi,j are elements of M of size |yi| and ki is a natural number.
Finally, let p(x) be a partial type. We say that {φi(x,yi), (bi,j)j∈ω, ki}i<λ is an inp-pattern
of depth λ in p(x) if:

1. for all i < λ the ith row is ki-inconsistent: any conjunction
∧ki
l=1 φl(x; bi,jl) where

j1 < · · · < jki < ω is inconsistent.

2. all (vertical) paths are consistent: i.e. for every f : λ→ ω, the set {φi(x; bi,f(i))}i<λ ∪
p(x) is consistent.

Definition 40. • Let p(x) be a partial type. The burden of p(x) denoted by bdn(p(x))
is the cardinal defined as the supremum of the depths of inp-patterns in p(x).

• The cardinal supS∈S bdn({xS = xS}) where xS is a single variable from the sort S and
S is a set of sorts, is called the burden of the theory T and it is denoted as bdn(T ).

The following is [Che14, Remark 3.3].

Fact 41. A theory T is NTP2 if and only if bdn(T ) <∞.

Theories without the tree property of the second kind, usually called as NTP2 were
studied by A. Chernikov, we refer the reader for further details to [Che14].
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Background in Algebra

In this subsection we recall some basic definitions, propositions and examples about valued
fields.

Valued fields

Definition 42. A valued field (K, v) is a field together with a valuation map v : K× → Γ
from K onto an ordered abelian group Γ satisfying the following properties:

1. for any x, y ∈ K×, v(xy) = v(x) + v(y),

2. for any x, y ∈ K×, v(x+ y) ≥ min{v(x), v(y)}.

This map can be extended to K if we add a constant ∞ and we define v(x) =∞ if and only
if x = 0.

Definition 43. Let K be a field and A ⊆ K we say that A is valuation ring of K if given
any element x ∈ K× either x ∈ A or x−1 ∈ A.

A ring A is a valuation ring if and only if its set of ideals is totally ordered by inclusion.
Therefore, any valuation ring has a unique maximal ideal 4 that we commonly denote as mA.
Hence A = A× ∪mA, where A× denotes the set of elements which are invertible in A.

It is well known the one to one correspondence between valuations and valuation rings.
If A is a valuation ring of the field K, then we have the disjoint union K = mA ∪ A× ∪
(mA\{0})−1. One can consider the abelian multiplicative quotient group ΓA := K×/A× writ-
ten additively. The binary relation ≤ on ΓA is defined as yA× ≤ xA× if and only if x

y
∈ A,

where x, y ∈ K×. This relation, makes ΓA into an ordered abelian gorup, adn the natural pro-
jection map vA := K× → ΓA defined by sending an element x to its class xA× is a valuation.
On the other hand, given a valuation v : K× → Γ we can define Ov; = {x ∈ K | v(x) ≥ 0}
this is a valuation ring, whose maximal ideal is mv = {x ∈ K | v(x) > 0}.

To simplify the notation, given a valued field (K, v) we will indicate as O its valuation
ring andM its maximal ideal. We commonly refer to the quotient O/M as the residue field,
while we denote as Γ = K×/O× and refer to it as the value group.

Example 44. The following are common examples of valued fields:

1. Let K = C(t), for each point a ∈ C there is a valuation va : K× → Z defined as

va(f(t)) = k if and only if f(t) = (t− a)k g(t)
h(t)

, where g(t), h(t) ∈ C[t] and are such that

g(a), h(a) 6= 0. The following cases can occur:

4Existence is guaranteed by Zorn’s Lemma.
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• If k > 0 then f(a) = 0 and k is the order of vanishing of f at a,

• if k = 0, then f(a) ∈ C× and

• if k < 0 then f has a pole at a of order −k.

Let v = v0, the valuation ring associated to this valuation is O := {f(t)
g(t)
| f(t), g(t) ∈

C[t], g(0) 6= 0}. There is a surjective ring morphism φ : Ov → C defined by sending
f(t)
g(t)

to f(0)
g(0)

where f(t), g(t) ∈ C[t] and g(0) 6= 0. The kernel of this ring morphism is

the maximal ideal M = {f(t)
g(t)
∈ O | f(0) = 0}, thus it induces an isomorphism between

the residue field associated to this valuation and C.

2. Let p be a fixed prime number and let K = Q . We first define the p-adic valuation
for elements in the ring vp : Z → Z by defining vp(x) = k if and only if x = pkm
and p does not divide m. We extend this map to the fraction field Q in the natural
way, that is vp(

x
y
) = vp(x) − vp(y). The valuation ring associated to this valuation is

O = {a
b
∈ Q | p does not divide a}, wile its maximal ideal isM = {a

b
∈ O | p divides a}

. The residue field in this case is isomorphic to Fp.

Definition 45. Let O be a valuation ring of K and O′ be an overring of O,and hence a
valuation ring of K. Then, we say that O is a coarsening of O′ and O′ is a refinement of
O.

Let O be a fixed valuation ring of K and O′ be an overring of O. We have M′ ⊆ M,
whereM′ andM denote the maximal ideals of O′ and O respectively. SinceM′ is a prime
ideal in O′, then it is also a prime ideal of O. Moreover, localizing O at M′ we can recover
O′, in fact O′ = OM′ .

The following is [EP05, Lemma 2.3.1].

Lemma 46. Let O be a non trivial valuation ring in K corresponding to the valuation
v : K � Γ ∪ {∞}. Then there is a 1-to-1 correspondence of the convex subgroups ∆ of Γ
with the prime ideals p of O, and hence with the overrings Op. This correspondence is given
by:

∆→ p∆ = {x ∈ K | v(x) > δ for all δ ∈ ∆}
p→ ∆p = {γ ∈ Γ | γ < v(x) and− γ < v(x) for all x ∈ p}.

Let O be a valuation ring of K and v := K → Γ∪{∞} the corresponding valuation. Let
p be a prime ideal with corresponding convex subgroup ∆p in Γ and Op the refinement of
O. There is a group homomorphism:

φ :=

{
K×/O× → K×/O×p
xO× 7→ xO×p .

whose kernel is ∆p
∼= O×p /O×. The valuation vp induced by Op is therefore obtain from

v := K → Γ ∪ {∞} simply by taking the quotient of Γ by the convex subgroup ∆.
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Hensel’s Lemma

Among the class of valued fields we are particularly interested in those that are henselian.

Definition 47. Let (K, v) be a valued field and O its valuation ring. We say that (K, v) is
henselian if the following property is satisfied: given a polynomial P (x) ∈ O[x] if there is
some a ∈ O such that v(P (a)) > 0 while v(P ′(a)) = 0 then there is some b ∈ O such that
a− b ∈M and P (b) = 0.

The class of henselian valued fields have been of particular interest to model theorist due
to the Ax-Kochen Principle. We use [vdDKM+12] as a reference.

Theorem 48 (Ax-Kochen). Let (K, k,Γ) and (K ′, k′,Γ′) be henselian valued fields of equchar-
acteristic zero, or of mixed characteristic, unramified and with perfect residue field. Then
K ≡ K ′ if and only if k ≡ k′ and Γ ≡ Γ′.

Proof. This is [vdDKM+12, Theorem 7.1].

The following Lemma establishes well known equivalences for henselian valued fields. A
complete proof can be found in [Jah18, Theorem 3.2].

Lemma 49. Let (K, v) be a valued field the following are equivalent:

1. (K, v) is henselian,

2. Every polynomial of the form Xn + Xn−1 + an−2X
n−2 + · · · + a0 with ai ∈ M for

0 ≤ i ≤ n− 2 has a zero in K.

3. There is a unique extension of v to every finite (algebraic) extension of K.

Convergence and the topology

Every valued field (K, v) carries naturally a topology, in fact:

Definition 50. 1. An open ball of radius γ centered at a is the set Bγ(a) = {x ∈
K | v(x− a) > γ}.

2. A close ball of radius γ centered at a is the set Bγ(a) = {x ∈ K | v(x− a) ≥ γ}.

The topology generated by the open balls is commonly called as the v-topology, and K
is a topological field with the v-topology. That is, the field operations +,−, · : K2 → K and
−1 : K× → K× are continuous.

Definition 51. 1. A well indexed sequence in K is a sequence {aα} in K whose terms
aα are indexed by an infinite well-ordered set without last element.
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2. The sequence {aα}α∈ρ pseudo-converges to an element a if {v(a−aα)}α∈ρ is eventually
strictly increasing, this is for some ρ0 such that for any η > σ > ρ0 we have v(a−aη) >
v(a− aσ) . in this case we say that a is a pseudo-limit of the sequence {aα}α∈ρ.

3. The sequence {aα}α∈ρ is pseudo-cauchy if there is some element ρ0 such that for any
τ > σ > ρ > ρ0 we have that v(aτ − aσ) > v(aσ − aρ).

Immediate extensions and maximality

Let (K, k,Γ) ⊆ (K ′, k′,Γ′) be a valued field extension. We denote as O the valuation ring
of K and M its prime ideal, while O′ stands for the valuation ring of K ′ and M′ is its
maximal ideal. We identify k = O/M as a subfield of k′ = O′/M′ in the usual way, via
the map φ : O/M→O′/M′ by sending the class x+M to the class x+M′. Likewise, we
can identified the value group Γ = K×/O× as a subgroup of Γ′ = K×/(O′)× via the map
ψ : Γ→ Γ′ sending the class xO× to x(O′)×.
The notion of immediate extensions was originally introduced by Ostrowski, Krull and Ka-
planski during the first half of the twentieth century.

Definition 52. Let (K, k,Γ) ⊆ (K ′, k′,Γ′) be a valued field extension. We say that (K ′, k′,Γ′)
is an immediate extension of (K, k,Γ) if k = k′ and Γ = Γ′.

Definition 53. A valued field (K, k,Γ) is said to be maximal if it has no immediate proper
valued field extension.

The following is a well known fact that characterizes entirely maximal valued fields.

Proposition 54. A valued field (K, v) is maximal if and only if each pseudo-cauchy sequence
in K has a pseudolimit in K.

Proof. This is [vdDKM+12, Corollary 4.12].

Example 55. Hahn fields given a field k and an ordered abelian group Γ we can construct

a field K = k((tΓ)) defined to be the set of all formal series f(t) =
∑
γ∈Γ

aγt
γ, with coefficients

aγ ∈ k such that the the support of f , i.e. supp(f) = {γ ∈ Γ | aγ 6= 0} is a well-ordered
subset of Γ. We can define binary operations on the set k((tΓ)) as follows:

•
∑
aγt

γ +
∑
bγt

γ =
∑

(aγ + bγ)t
γ, and

•
(∑

aγt
γ
)(
bγt

γ
)

=
∑

γ

(∑
α+β=γ(aαbβ)

)
tγ.

With these operations K is a field, and k is a subfield of K via the map a 7→ at0. We
define the valuation v : K\{0} → Γ by v

(∑
aγt

γ
)

:= min{γ | aγ 6= 0}. The valuation ring
O = {f(t) ∈ K | supp(f) ⊆ Γ≥0} and its maximal ideal M = {f(t) ∈ K | supp(f) ⊆ Γ>0}.
For f(t) =

∑
aγt

γ in O we call a0 the constant term of f(t) and the map sending f(t) to
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its constant term is a surjective ring homomorphism from O to the field k, whose kernel is
M. Hence, the residue field is isomorphic to k.
A particular instance this construction is the Laurent series over the complex numbers,
C((t)). Any Hahn field is a maximal field, this is for example guaranteed by [vdDKM+12,
Corollary 4.13].

The leading term structure

Through this section we will assume the valued field K to be of equicharacteristic zero. We
denote as k its residue field, and Γ its value group. In addition to the maximal ideal M we
can introduce another idealMδ for each δ ∈ Γ≥0 asMδ = {x ∈ O | v(x) > δ}. In particular,
M =M0. For each δ ∈ Γ≥0 the set (1 +Mδ) is a subgroup of the multiplicative group K×,
as for any element such that v(x) > δ we have:

v((1 +m)−1 − 1) = v(1− (1 +m))− v(1 +m) = v(−m)− 0 = v(m) > δ,

so 1 +Mδ is closed under inverses.

Definition 56. Let δ ≥ 0 in K. The leading term structure of order δ is the quotient group
RVδ = K×/(1 +Mδ). The quotient map is denoted rvδ : K× → RVδ. As with the value
group it is convenient to add an element ∞ in RVδ as rvδ(0). Commonly, for δ = 0 we omit
the subscript and simply denote as RV = RV0 and rv = rv0.

The quotient RVδ naturally carries a multiplicative structure, but it also inherits a par-
tially defined addition from the field via the relation:
⊕δ(a, b, c) ↔ ∃x, y, z ∈ K(a = rvδ(x) ∧ b = rvδ(y) ∧ c = rvδ(z) ∧ x = y = z). The sum of a
and b is said to be well-defined if there is exactly one c such that ⊕δ(a, b, c) holds.
A major reference on the details around the leading term structure in the equicharacteristic
zero case has been J. Flenner’s PhD thesis [Fle08], we recall some of the most relevant facts
present in his work.

Proposition 57. For all x, y ∈ K× and δ ∈ Γ the following are equivalent:

1. rvδ(x) = rvδ(y),

2. v(x− y) > v(y) + δ,

3. B>v(x)+δ(x) = B>v(y)+δ(y).

Proof. This is [Fle08, Proposition 1.3.4].

Proposition 58. Suppose v(x1 + · · · + xn) = min{v(x1), . . . , v(xn)}. Then y = rvδ(x1) +
· · ·+ rvδ(xn) if and only if y = rvδ(x1 + · · ·+ xn).

Proof. This is [Fle08, Proposition 1.3.6].
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Chapter 1

Elimination of imaginaries in OAG
with bounded regular rank

In this paper we study elimination of imaginaries in some classes of pure ordered abelian
groups. For the class of ordered abelian groups with bounded regular rank (equivalently
with finite spines) we obtain weak elimination of imaginaries once we add sorts for the quo-
tient groups Γ/∆ for each definable convex subgroup ∆, and sorts for the quotient groups
Γ/(∆ + `Γ) where ∆ is a definable convex subgroup and ` ∈ N≥2. We refer to these sorts as
the quotient sorts. For the dp-minimal case we obtain a complete elimination of imaginaries
if we also add constants to distinguish the elements of the finite group Γ/`Γ for each ` ∈ N≥2.

1.1 Introduction

The model theory of ordered abelian groups has been studied since the sixties, and was
initiated by Robinson and Zakon in [RZ60] who studied the completions of regular ordered
abelian groups (see Definition 70). Later, the study of the elementary properties of ordered
abelian groups was continued by Belegradek in [Bel02] for the class of poly-regular ordered
abelian groups (see Definition 73). Significant achievements on (relative) quantifier elimi-
nation, model completion and definability of convex subgroups were achieved by Schmitt in
[Sch82] for the general class of ordered abelian groups. More recently, Cluckers and Halupc-
zok obtained a (relative) quantifier elimination for ordered abelian groups in [CH11] in a
language that is more aligned with Shelah’s imaginary expansion than the one introduced
by Schmitt.
The model theoretic classification of certain classes of ordered abelian groups is an area
of active research. Results include: the well known result of gurevich that no ordered
abelian group has the independence property in [GS84]; the dp-minimal case characterized
by Jahnke, Simon and Walsberg in [JSW17]; the strongly dependent case independently ob-
tained by Dolich-Goodrick, Farré and Halevi-Hasson in [DG15][Far17][HH19] (respectively),
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and the distal case in [ACGZ20] due to Aschenbrenner, Chernikov, Gehret and Ziegler.
The next natural step regarding the model theory of ordered abelian groups was understand-
ing a reasonable language where one will have elimination of imaginaries. The answer to
this problem, interesting in its own sake, has a significant impact in clarifying the problem
of elimination of imaginaries for henselian valued fields. At the heart of the model theory
of henselian valued fields is the well known Ax-Kochen/Ershov theorem, that broadly states
that the first order theory of a henselian finitely ramified valued field is completely deter-
mined by the first order theory of its residue field and its value group. In a pure henselian
valued field, the value group is a pure ordered abelian group and it is interpretable in the
structure.
Following the Ax-Kochen principle one can first attempt to solve the problem of elimination
of imaginaries for henselian valued fields by following two orthogonal directions:

1. The first one is to make the value group as tame as possible (e.g. to assume that it is
definably complete) and to understand the obstacles that the the residue field naturally
contributes to the problem. This research path was successfully finalized by Hils and
Rideau-Kikuchi in [HRK21a].

2. Alternatively, one can assume the residue field is very tame (e.g. algebraically closed)
and study the issues that the complexity of the value group brings to the problem.
The work in [Vic21a] clarifies the picture for the equicharacteristic zero case, and this
paper is the first milestone towards the solution.

To achieve elimination of imaginaries for pure ordered abelian groups, we use an abstract
criterion isolated by Hrushovski in [Hru14] to show the following two results:

Theorem 59. Let Γ be an ordered abelian group of bounded regular rank (equivalently with
finite spines). Then Γ admits weak-elimination of imaginaries once the quotient sorts are
added.

Theorem 60. Let Γ be a dp-minimal ordered abelian group. Then Γ admits elimination of
imaginaries once the quotient sorts are added, and we add constants to distinguish the cosets
of `Γ in Γ, where ` ∈ N≥2.

This chapter is organized as follows:

1. In the first section we present the state of model theory of ordered abelian groups and
introduce the class of ordered abelian groups with bounded regular rank.

2. In the second section we characterize the definable end-segments in an ordered abelian
group with bounded regular rank and show that they can be coded in the quotient
sorts.

3. In the third section we introduce Hrushovski’s theorem to achieve a weak elimination
of imaginaries result for the class of ordered abelian groups with bounded regular rank.
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This criterion requires us to check two conditions: the density of definable types, proved
in Proposition 97; and the coding of definable types, proved in Proposition 95.

4. In the last section, we briefly present the main results for pure ordered abelian groups.

The case of direct sums of the integers with the lexicographic order has been done in-
dependently by Liccardo in [Lic21], as part of her PhD thesis under D’Aquino. Hils and
Mennuni in [HM21] have independently obtained the result for the regular case.

1.2 Preliminaries

Elimination of imaginaries

Let T be a first order theory and M be its monster model. Let D ⊆Mk be some definable
set and E some definable equivalence relation over D. The equivalence class e = a/E is
said to be an imaginary element. Imaginaries in model theory were introduced by Shelah
in [She90]. Later in [Mak84], Makkai proposed to construct the many sorted structure Meq,
where we add a sort SE for each definable equivalence relation E and a map πE sending each
element to its class. Since then, the model theoretic community has presented and studied
imaginary elements in this way and refers to the multi-sorted structure Meq as the imaginary
expansion of M. We call the sorts SE imaginary sorts while we refer to M as the home-sort.
Any formula φ(x,y) induces an equivalence relation in M|y| defined as

Eφ(y1,y2) if and only if ∀x
(
φ(x,y1)↔ φ(x,y2)

)
.

Let b ∈M|y| and X := φ(x,b). We call the class b/Eφ the code of X and denote it as pXq.
We denote by dcleq and acleq the definable closure and the algebraic closure in the expansion
Meq.

Definition 61. 1. We say that T has elimination of imaginaries if for any imaginary
element e there is a tuple a in the home-sort such that e ∈ dcleq(a) and a ∈ dcleq(e).

2. We say that T has weak elimination of imaginaries if for any imaginary element e
there is a tuple a in the home-sort such that e ∈ dcleq(a) and a ∈ acleq(e).

3. We say that T codes finite sets if for every model M � T and every finite subset S of
M , the code pSq is interdefinable with a tuple of elements in M .

The following is a folklore fact.

Fact 62. Let T be a complete multi-sorted theory. If T has weak elimination of imaginaries
and codes finite sets then T eliminates imaginaries.
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Ordered abelian groups of bounded regular rank
In this section we summarize several results about the classification of ordered abelian groups
and their model theoretic behavior. We start by recalling the following folklore fact.

Fact 63. Let (Γ, <,+, 0) be a non-trivial ordered abelian group. Then the topology induced
by the order in Γ is discrete if and only if Γ has a minimal positive element. In this case we
say that Γ is discrete, otherwise we say that it is dense.

The following notions were isolated in the sixties by Robinson and Zakon in [RZ60] to
understand some complete extensions of the theory of ordered abelian groups.

Definition 64. Let Γ be an ordered abelian group and n ∈ N≥2.

1. Let γ ∈ Γ. We say that γ is n-divisible if there is some β ∈ Γ such that γ = nβ.

2. We say that Γ is n-divisible if every element γ ∈ Γ is n-divisible.

3. Γ is said to be n-regular if any interval with at least n points contains an n-divisible
element.

Example 65. We include some examples to illustrate the previous definitions.

1. Consider the ordered abelian group (Z,+,≤, 0), the elements 2, 4, 6 are 2-divisible while
1 is not.

2. The groups (Q,+,≤, 0) and (Z,+,≤, 0) are n-regular for each natural number n ∈ N≥2.
The group (Z ⊕ Z,≤lex,+, 0), where ≤lex is the lexicographic order, is not 2-regular,
because the interval

(
(1,−1), (1, 4)

)
= {(1, 0), (1, 1), (1, 2), (1, 3)} does not contain a

2-divisible element.

The following definitions were introduced by Schmitt in [Sch82] and [Sch84].

Definition 66. We fix an ordered abelian group Γ and n ∈ N≥2. Let γ ∈ Γ. We define:

• A(γ) = the largest convex subgroup of Γ not containing γ.

• B(γ) = the smallest convex subgroup of Γ containing γ.

• C(γ) = B(γ)/A(γ).

• An(γ) = the smallest convex subgroup C of Γ such that B(g)/C is n-regular.

• Bn(g) = the largest convex subgroup C of Γ such that C/An(γ) is n-regular.

In [Sch82, Chapter 2], Schmitt shows that the groups An(γ) and Bn(γ) are definable in
the language of ordered abelian groups LOAG = {+,−,≤, 0} by a first order formula using
only the parameter γ.
We recall that the set of convex subgroups of an ordered abelian group is totally ordered by
inclusion.
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Definition 67. Let Γ be an ordered abelian group and n ∈ N≥2, we define the n-regular rank
to be the order type of:

(
{An(γ) | γ ∈ Γ\{0}},⊆

)
.

The n-regular rank of an ordered abelian group Γ is a linear order, and when it is finite
we can identify it with its cardinal. In [Far17], Farré emphasizes that we can characterize it
without mentioning the subgroups An(γ). The following is [Far17, Remark 2.2].

Definition 68. Let Γ be an ordered abelian group and n ∈ N≥2, then:

1. Γ has n-regular rank equal to 0 if and only if Γ = {0},

2. Γ has n-regular rank equal to 1 if and only if Γ is n-regular and not trivial,

3. Γ has n-regular rank equal to m if there are ∆0, . . . ,∆m convex subgroups of Γ, such
that:

• {0} = ∆0 < ∆1 < · · · < ∆m = Γ,

• for each 0 ≤ i < m, the quotient group ∆i+1/∆i is n-regular,

• the quotient group ∆i+1/∆i is not n-divisible for 0 < i < m.

In this case we define RJn(Γ) = {∆0, . . . ,∆m−1}. The elements of this set are called
the n-regular jumps.

Example 69. Let G = Z⊕ · · · ⊕ Z︸ ︷︷ ︸
n−times

with the lexicographic order ≤lex. The 3-regular rank of

G is equal to n. This is witnessed by the sequence:

{0} ≤ {0} ⊕ · · · ⊕ {0}︸ ︷︷ ︸
n−1 times

⊕Z ≤ · · · ≤ {0} ⊕ Z⊕ · · · ⊕ Z︸ ︷︷ ︸
n−1−times

≤ Z⊕ · · · ⊕ Z.

Regular groups and poly-regular groups

Definition 70. An ordered abelian group Γ is said to be regular if it is n-regular for all
n ∈ N.

Example 71. (Z,+,≤, 0) and (Q,+,≤, 0) are standard examples of regular groups. By
[Bel02, Theorem 1.2] any archimedean group is regular.

Robinson and Zakon in their seminal paper [RZ60] completely characterized the possible
completions of the theory of regular groups, obtained by extending the first order theory of
ordered abelian groups with axioms asserting that for each n ∈ N if an interval contains at
least n-elements then it contains an n-divisible element. The following is [RZ60, Theorem
4.7].
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Theorem 72. The possible completions of the theory of regular groups, are:

1. the theory of discrete regular groups, and

2. the completions of the theory of dense regular groups Tχ where

χ =: Primes→ N ∪ {∞},

is a function specifying the index χ(p) = [Γ : pΓ].

Robinson and Zakon proved as well that each of these completions is the theory of some
archimedean group. In particular, any discrete regular group is elementarily equivalent to
(Z,≤,+, 0). This theory is called the theory of Presburger arithmetic, introduced in 1929 by
M. Presburger, who proved that it admits quantifier elimination in the well known Presburger
Language LPres = {0, 1,+,−, <, (≡m)m∈N≥2

}. Given an ordered abelian group Γ we naturally
see it as a LPres-structure. The symbols {0,+,−, <} take their obvious interpretation. If Γ
is discrete, the constant symbol 1 is interpreted as the least positive element of Γ, and by 0
otherwise. For each m ∈ N≥2 the binary relation symbol ≡m is interpreted as the equivalence
modulo m, i.e. for any g, h ∈ Γ g ≡m h if and only if g − h ∈ mΓ.
The theory of a dense ordered abelian group admits quantifier elimination in the Presburger
language if and only if it is regular. This is a result of Weispfenning in [Wei81, Theorem
2.9].

Definition 73. Let Γ be an ordered abelian group. We say that it is poly-regular if it is
elementarily equivalent to a subgroup of the lexicographically ordered group Rn.

In [Bel02] Belegradek studied poly-regular groups and proved that an ordered abelian
group is poly-regular if and only if it has finitely many proper definable convex subgroups,
and all the proper definable subgroups are definable over the empty set. In [Wei81, Theorem
2.9] Weispfenning obtained quantifier elimination for the class of poly-regular groups in the
language of ordered abelian groups extended with predicates to distinguish the subgroups
∆ + `Γ where ∆ is a convex subgroup and ` ∈ N≥2.

Ordered abelian groups with bounded regular rank

Definition 74. Let Γ be an ordered abelian group. We say that it has bounded reg-
ular rank if it has finite n-regular rank for each n ∈ N≥2. For notation, we will use

RJ(Γ) =
⋃

n∈N≥2

RJn(Γ).

The class of ordered abelian groups of bounded regular rank extends the class of poly-
regular groups and regular groups. The terminology of bounded regular rank becomes clear
with the following Proposition (item 3).
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Proposition 75. Let Γ be an ordered abelian group. The following are all equivalent:

1. Γ has finite p-regular rank for each prime number p.

2. Γ has finite n-regular rank for each n ≥ 2.

3. There is some cardinal κ such that for any H ≡ Γ, |RJ(H)| ≤ κ.

4. For any H ≡ Γ, any definable convex subgroup of H has a definition without parame-
ters.

5. There is some cardinal κ such that for any H ≡ Γ, H has at most κ definable convex
subgroups.

Moreover, in this case RJ(Γ) is the collection of all proper definable convex subgroups of
Γ and all are definable without parameters. In particular, there are only countably many
definable convex subgroups.

Proof. This is [Far17, Proposition 2.3].

Quantifier elimination and the quotient sorts

In [CH11] Cluckers and Halupczok introduced a language Lqe to obtain quantifier elimination
for ordered abelian groups relative to the auxiliary sorts Sn, Tn and T+

n , whose precise
description can be found in [CH11, Definition 1.5]. This language is similar in spirit to the
one introduced by Schmitt in [Sch82], but has lately been preferred by the community as it
is more in line with the many-sorted language of Shelah’s imaginary expansion Meq. Schmitt
does not distinguish between the sorts Sn, Tn and T+

n . Instead for each n ∈ N he works
with a single sort Spn(Γ) called the n-spine of Γ, whose description can be found in [GS84,
Section 2]. In [CH11, Section 1.5] it is explained how the auxiliary sorts of Cluckers and
Halupczok are related to the n-spines Spn(Γ) of Schmitt. In [Far17, Section 2], it is shown
that an ordered abelian group Γ has bounded regular rank if and only if all the n-spines are
finite, and Spn(Γ) = RJn(Γ). In this case, we define the regular rank of Γ as the cardinal
|RJ(Γ)|, which is either finite or ℵ0. Instead of saying that Γ is an ordered abelian group
with finite spines, we prefer to use the classical terminology of bounded regular rank, as it
emphasizes the relevance of the n-regular jumps and the role of the divisibilities to describe
the definable convex subgroups.

Definition 76 (The language L). Let Γ be an ordered abelian group with bounded regular
rank. We view Γ as a multi-sorted structure in the language L, where:

1. we add a sort for the ordered abelian group Γ, and we equip it with a copy of the
language LPres extended with predicates to distinguish each of the convex subgroups
∆ ∈ RJ(Γ). We refer to this sort as the main sort.
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2. For each ∆ ∈ RJ(Γ) we add a sort for each of the ordered abelian groups Γ/∆, equipped
with a copy of the Presburger language
L∆

Pres = {0∆, 1∆,+∆,−∆, <∆, (≡∆
m)m∈N≥2

}.
We add as well a map ρ∆ : Γ→ Γ/∆, interpreted as the natural quotient map.

In [Far17, Theorem 2.4] Farré obtained a quantifier elimination statement for the class of
ordered abelian groups with bounded regular rank in the languange L extended with a set of
constants in the home sort. However, we present a slightly different language where we add
the constants for the minimal element in Γ/∆ (if it exists) instead of adding a representative
in the home-sort whose projection is the minimal class in Γ/∆. For this purpose we highlight
that the following statement is a direct consequence of [ACGZ20, Proposition 3.14].

Theorem 77. Let Γ be an ordered abelian group with bounded regular rank. Then Γ admits
quantifier elimination in the language L.

Notation 78. We will be mainly interested in the description of the definable sets in the
main sort. For this purpose we will slightly abuse the language, to simplify the notation. For
each k ∈ Z and ∆ ∈ RJ(Γ) we define k∆ = k · 1∆, where 1∆ is the minimal element in Γ/∆
if it exists. We will sometimes indicate k∆ simply as k + ∆. We introduce the following
notation:

1. We write τ(x) + ∆ < β + k + ∆ for the formula ρ∆(τ(x)) <∆ ρ∆(β) + k∆.

2. We write τ(x) ≡∆ β + k for the formula ρ∆(τ(x)) = ρ∆(β) + k∆.

3. We write τ(x) ≡∆+mΓ β + k for the formula ρ∆(τ(x)) ≡∆
m ρ∆(β) + k∆. The latter is

interpreted as ρ∆(τ(x))− (ρ∆(β) + k∆) ∈ m
(
Γ/∆).

Hereτ(x) is a term in the language of ordered abelian groups in m variables, x = (x1, . . . , xm)
and β ∈ Γ.

Definition 79. 1. A set S ⊂ Γ is said to be an end-segment (respectively an initial
segment) if for any x ∈ S and y ∈ Γ, x < y (respectively y < x) we have that y ∈ S.

2. Let n ∈ N≥2, ∆ ∈ RJ(Γ), β ∈ Γ ∪ {−∞,+∞} and � ∈ {≥, >}.
{η ∈ Γ | nη + ∆�β + ∆} is an end-segment of Γ. We call the end-segments of this
form divisibility end-segments. We define divisibility initial segments analogously.

3. A mid-segment is a non empty set C of the form C = U ∩ L where U is a divisibility
end-segment and L is a divisibility initial segment.

4. A basic positive congruence formula is a formula of the form zx ≡∆+lΓ β + k where
β ∈ Γ, z, k ∈ Z and l ∈ N≥2. Likewise, a basic negative formula is a formula of the
form zx 6≡∆+lΓ β+k. A basic congruence formula is either a basic positive congruence
formula or a basic negative formula.
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5. A finite congruence restriction is a finite conjunction of basic congruence formulas.

6. A nice set is a set of the form C ∩X, where C is a mid-segment and X is defined by
a finite congruence restriction.

The following is a direct consequence of quantifier elimination.

Corollary 80. Let Γ be an ordered abelian group with bounded regular rank. Let X ⊆ Γ be
a definable set. Then X is a finite union of nice sets.

We will consider an extension LQ of the language L, where for each natural number
n ∈ N≥2 and ∆ ∈ RJ(Γ) we add a sort for the quotient group Γ/(∆ + nΓ) and a map
πn∆ : Γ→ Γ/(∆ + nΓ).

We will refer to the sorts in the language LQ as quotient sorts.

The following fact will be very useful to show weak elimination of imaginaries for ordered
abelian groups with bounded regular rank.

Fact 81. Let Γ be an ordered abelian group of finite n-regular rank witnessed by the sequence
{0} = ∆0 < ∆1 < ... < ∆l = Γ and fix some definable convex subgroup H. Then Γ/H is
also a group of finite n-regular rank. Moreover, if Γ is an ordered abelian group of bounded
regular rank, then H ∈ RJ(Γ) and each coset of ∆i/H in Γ/H is interdefinable with an
element of Γ/∆i.

Proof. Let Γ be an ordered abelian group and H a convex subgroup. Assume that Γ has
finite n-regular rank, witnessed by the sequence {0} = ∆0 < ∆1 < ... < ∆l = Γ and let r
be the smallest index such that ∆r ⊆ H ⊆ ∆r+1. We aim to show that ∆r+1/H < · · · <
∆l/H = Γ/H witnesses that Γ/H has finite n-regular rank. For each r ≤ i < l, by the
isomorphism theorem (∆i+1/H)/(∆i/H) ∼= ∆i+1/∆i. As ∆i+1/∆i is n-regular and not n-
divisible, so is (∆i+1/H)/(∆i/H).
The second part of the statement follows immediately by the isomorphism theorem. �

A survey of model theoretic results on ordered abelian groups

In 1984 the classification of the model theoretic complexity of ordered abelian groups was
initiated by Gurevich and Schmitt in [GS84], who proved that no ordered abelian group has
the independence property. During the last years finer classifications have been achieved,
and we present the state of the field in this subsection.

Definition 82. Let Γ be an ordered abelian group and let p be a prime number. We say
that p is a singular prime if [Γ : pΓ] = ∞. If Γ does not have singular primes we call it
non-singular.

The following result corresponds to [JSW17, Proposition 5.1].
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Proposition 83. Let Γ be an ordered abelian group. The following conditions are equivalent:

1. Γ is non-singular,

2. Γ is dp-minimal.

The following is [ACGZ20, Theorem 3.13].

Proposition 84. Let Γ be an ordered abelian group with bounded regular rank (i.e. each
Spn(Γ) is finite). The following statements are equivalent:

1. Γ is distal,

2. Γ is dp-minimal.

The following statement was independently achieved in [DG15],[Far17] and [HH19].

Proposition 85. Let Γ be an ordered abelian group. The following conditions are equivalent:

1. Γ is strongly dependent,

2. Γ has finite dp-rank,

3. Γ has bounded regular rank and finitely many singular primes.

Moreover, let P = {p ∈ N | p is a singular prime}. Then

dp− rank(Γ) ≤ 1 +
∑
p∈P

|RJp(G)|.

1.3 Definable end-segments

In this subsection we characterize the definable end-segments (or initial segments) in an
ordered abelian group with bounded regular rank (equivalently with finite spines). We also
show that they can be coded in the quotient sorts.

Definition 86. Let Γ be an ordered abelian group with bounded regular rank:

1. Given S ⊆ Γ an end-segment (or an initial segment) we denote by ∆S the stabilizer of
S, i.e. ∆S := {β ∈ Γ | β + S = S}.

2. Let S ⊆ Γ be an end-segment and ∆ ∈ RJ(Γ). We consider the projection map
ρ∆ : Γ→ Γ/∆, and we will denote ρ∆(S) by S∆. One can show that

S∆ = {γ ∈ Γ/∆ | ∃y ∈ S ρ∆(y) = γ}

is a definable end-segment of Γ/∆, as it is the projection of an end-segment.
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3. Let ∆ ∈ RJ(Γ) and S ⊆ Γ be an end-segment. We say that S is ∆-decomposable if it
is a union of ∆-cosets.

4. Let X and Y be definable sets. We say that Y is coinitial (or cofinal) in X if for any
y ∈ X there is some element z ∈ X ∩ Y such that z ≤ y (respectively z ≥ y).

Fact 87. Let S ⊆ Γ be a definable end-segment. Then ∆S is a definable convex subgroup of

Γ, and therefore ∆S ∈ RJ(Γ). Furthermore, ∆S =
⋃
∆∈C

∆, where

C = {∆ ∈ RJ(Γ) | S is ∆-decomposable}.

Proof. We first show that ∆S ⊆
⋃
∆∈C

∆. Note ∆S is a definable convex subgroup, so ∆S ∈

RJ(Γ). We aim to show that S is ∆S-decomposable, so it is sufficient to show that for any
γ ∈ S, γ + ∆S ⊆ S. Fix some γ ∈ Γ. If δ ∈ ∆S then γ + δ ∈ S, so γ + ∆S ⊆ S.

We now prove that
⋃
∆∈C

∆ ⊆ ∆S. Let ∆ ∈ C and fix some δ ∈ ∆. We want to show that

δ + S ⊆ S and S ⊆ δ + S. Because S is ∆-decomposable, γ + ∆ ⊆ S for any γ ∈ S. In
particular γ + δ ∈ S. As γ is an arbitrary element in S, we conclude that δ + S ⊆ S. It
is only left to show that S ⊆ δ + S. Let γ ∈ S, then γ − δ ∈ S because γ + ∆ ⊆ S. As
γ = δ + (γ − δ) ∈ δ + S, we have S ⊆ δ + S, as required. �

Proposition 88. Let Γ be an ordered abelian group of bounded regular rank. Any definable
end-segment is a divisibility end-segment.

Proof. Let S ⊆ Γ be a definable end-segment such that S 6= Γ. By Fact 87, ∆S is a de-
finable convex subgroup of Γ and S is ∆S-decomposable. To simplify the notation we will
denote Γ̂ = Γ/∆S and Ŝ = S∆S

= ρ∆S
(S). It is sufficient to prove that Ŝ is a divisibility

end-segment in Γ̂.

Claim 89. Note that for any k ∈ N exactly one of the following occurs:

• Γ̂ is k-regular.

• There is a non trivial k-regular convex subgroup Λk of Γ̂ and a coset η + Λk such that
Ŝ ∩ (η + Λk) 6= ∅ and Ŝc ∩ (η + Λk) 6= ∅.

Proof. Let {0} = ∆0 < ∆1 < · · · < ∆l = Γ the sequence of convex subgroups witnessing
that Γ has k-finite regular rank equal to l. Let r ≤ l be the smallest index such that
∆S ( ∆r. If r = l then Γ̂ is k-regular. Otherwise the quotient group Λk = ∆r/∆S satisfies
the required conditions. Indeed, as ∆r/∆r−1 is k-regular so is ∆r/∆S. Additionally, S is
not ∆r-decomposable. If it were, then we would have ∆r ⊆ ∆S which contradicts ∆S ( ∆r.
Then there is some coset η + ∆r such that S ∩ (η + ∆r) 6= ∅ and Sc ∩ (η + ∆r) 6= ∅ because
otherwise S would be ∆r-decomposable. Thus Ŝ∩ (η̂+Λk) 6= ∅ and Ŝc∩ (η̂+Λk) 6= ∅, where
η̂ = η + ∆S. �
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We may assume that Ŝ does not have a minimum because otherwise the statement follows
immediately. By Corollary 80 applied to Γ̂, Ŝ is a finite union of nice sets Ci ∩ Xi, where
Ci = Ui ∩ Li. As Ŝ is a definable end-segment, it is sufficient to understand the co-initial
description of Ŝ. Without loss of generality we may assume that Ui ⊆ U1 for all i. Let
∆̂ ∈ RJ(Γ̂). Then ∆̂ = ∆/∆S for some ∆S ( ∆ ∈ RJ(Γ). Thus there is a coset η + ∆̂ such
that Ŝ ∩ (η + ∆̂) 6= ∅ and Ŝc ∩ (η + ∆̂) 6= ∅ because S is not ∆-decomposable.

Hence, each of the congruence formulas involving the groups ∆̂ + kΓ̂ does not change its
truth value over U1 ∩ (η+ ∆̂). Therefore it does not change its truth value co-initially in U1.
Consider a conjunction of congruence restrictions of the form:

C(x) :=
(∧
i≤s

x ≡kiΓ̂ ci
)
∧
(∧
j≤l

¬(x ≡rj Γ̂ dj)
)
.

Let M be the least common multiple of all the ki’s and rj’s involved in the definition of
C(x). By the previous Claim, Γ is M -regular or we can find an M -regular group ΛM and
a coset that intersects Ŝ and its complement. We first assume the existence of a non-trivial
convex subgroup ΛM and a coset η+ ΛM such that Ŝ ∩ (η+ ΛM) 6= ∅ and Ŝc∩ (η+ ΛM) 6= ∅.
Let Y = C(x) ∩ (U1 ∩ (η + ΛM)).

Claim 90. If Y 6= ∅, then C(x) is co-initial in U1.

Proof. Let x0 ∈ Y and U ′ =
(
U1 ∩ (η + ΛM)

)
− x0. U ′ is a definable end-segment of ΛM

without a minimum. Fix an element δ ∈ U ′. As U ′ does not have a minimum and ΛM

is M -regular, we can find an element γ ∈ ΛM such that Mγ ∈ U ′ and Mγ < δ. Then
z = Mγ + x0 ∈ Y and z < x0 + δ. Thus C(x) is co-initial in U1. �

Likewise, if Γ̂ is M -regular we can conclude that C(x) is co-initial in U1. Consequently,
the congruence restrictions are irrelevant in the definition of the end-segment S. It must be
the case then that S = U1, as desired. �

Though that it may seem like any divisibility cut defined by a formula of the form nx�β
where n ∈ N≥2, � ∈ {≥, >} and β ∈ Γ could be coded by β, this statement is false and
requires a slightly more delicate treatment. We introduce the following example to motivate
the reader to not dismiss the technical work in Proposition 88.

Example 91. Consider the ordered abelian group (Z ⊕ Z,≤lex,+, 0) where ≤lex is the lex-
icographic order. The definable end-segment S = {z ∈ Z2 | 2z ≥ (1, 1)}. Note that for any
β ∈ Z, S is also defined by the formula 2z ≥ (1, β).

Lemma 92. Let Γ be an ordered abelian group of bounded regular rank. Let {0} = ∆0 ≤
∆1 ≤ · · · ≤ ∆l = Γ be the sequence of convex subgroups witnessing that Γ has finite n-regular
rank. Then any divisibility end-segment S defined by a formula nx � β where n ∈ N≥1,
� ∈ {≥, >} and β ∈ Γ is coded by a tuple of elements in the sorts Γ ∪ {Γ/∆i | i ≤ l}.
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Proof. We argue by induction in the n-regular rank of Γ that S can be coded in the sorts
Γ ∪ {Γ/∆i | i ≤ l}. For the base case, we suppose that Γ is n-regular. We first assume
that Γ is dense, and we aim to prove that β and pSq are interdefinable. It is clear that
pSq ∈ dcleq(β). For the converse let σ be any automorphism of the monster model M and
suppose that σ(β) 6= β. Without loss of generality, β < σ(β). By density we can find
n-elements in the interval (β, σ(β)). By n-regularity and density there is an element δ such
that β < nδ < σ(β). Thus σ(S) ( S.
We now assume that Γ is discrete and let 1 be its minimal element. There is a unique natural
number 0 ≤ i ≤ n−1 such that β+i is n-divisible, because {β, β+1, . . . , β+(n−1)} is an in-
terval with at least n-elements. Let i0 be the index such that β+i0 is n-divisible. Then x ∈ S
if and only if nx ≥ β+i0. Thus β+i0

n
is the minimal element of S and thereby it is a code for S.

We proceed to show the inductive step, and we consider the sequence {0} = ∆0 < ∆1 <
· · · < ∆l+1 = Γ witnessing that Γ has n-regular rank equal to l + 1. Let ρ∆1 : Γ → Γ/∆1

be the canonical projection map, and note that Γ/∆1 is an ordered abelian group of n-
regular rank l. First we suppose that ρ∆1(β) is not n-divisible. Then S is interdefinable
with S∆1 = {η ∈ Γ/∆1 | nη > ρ∆1(β)}. By the induction hypothesis, such end-segment
can be coded in the sorts Γ/∆1 ∪ {(Γ/∆1)/(∆i/∆1) | 2 ≤ i ≤ l}. As each of the sorts
(Γ/∆1)/(∆i/∆1) can be canonically identified with Γ/∆i, the conclusion of the statement
follows.
We consider the case where ρ∆1(β) is n-divisible, i.e. there is some η ∈ Γ such that nρ∆1(η) =
ρ∆1(β). Note that ρ∆1(η) = min(S∆1). If ∆1 is discrete, then S has a minimum and this
minimal element is a code for S. Thus without loss of generality ∆1 is dense. We aim to
show that β and pSq are interdefinable. In fact, let σ be an automorphism of the monster
model M fixing pSq. We want to show that it fixes also β. We argue by contradiction,
and we assume that β < σ(β). As ρ∆1(β) ∈ dcleq(pSq), we have σ(β) − β ∈ ∆1. Fix some
element η ∈ Γ such that nη + ∆1 = β + ∆1. We can find elements δ1 < δ2 ∈ ∆1 such that
β = nη + δ1 and σ(β) = nη + δ2. By n-regularity and density of ∆1 we can find an element
γ ∈ ∆1 such that δ1 < nγ < δ2, so we have β < n(γ + η) < σ(β) and hence S ( σ(S), as
desired. �

Proposition 93. Let Γ be an ordered abelian group of bounded regular rank, and let S ⊆ Γ
be a definable end-segment. Then pSq is interdefinable with a tuple of elements in the sorts
Γ ∪ {Γ/∆ | ∆ ∈ RJ(Γ)}. Consequently, any initial segment is also coded in the sorts
Γ ∪ {Γ/∆ | ∆ ∈ RJ(Γ)}.

Proof. By Proposition 88 it is sufficient to code divisibility end-segments. We may assume
that S = {η ∈ Γ | nη+∆ ≥ β+∆}. Therefore S is interdefinable with S∆ = {z ∈ Γ/∆ | nz ≥
ρ∆(β)}; this is a definable end-segment of Γ/∆. The statement follows immediately from
Lemma 92 combined with Fact 81.
The second part of the statement follows by noticing that any initial segment is the comple-
ment of an end-segment. �
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1.4 An abstract criterion to eliminate imaginaries

The following is [Hru14, Lemma 1.17].

Theorem 94. Let T be a first order theory with home sort K. Let G be some collection of
sorts. If the following conditions all hold, then T has weak elimination of imaginaries in the
sorts G.

1. Density of definable types: for every non-empty definable set X ⊆ K there is an
acleq(pXq)-definable type in X.

2. Coding definable types: every definable type in Kn has a code in G (possibly infinite).
That is, if p is any (global) definable type in Kn, then the set ppq of codes of the
definitions of p is interdefinable with some (possibly infinite) tuple from G.

Proof. A very detailed proof can be found in [Joh16, Theorem 6.3]. The first part of the
proof shows weak elimination of imaginaries as it is shown that for any imaginary element e
we can find a tuple a ∈ G such that e ∈ dcleq(a) and a ∈ acleq(e). �

We will use this criterion to prove that any pure ordered abelian group with bounded
regular rank admits weak elimination of imaginaries once the quotient sorts are added.

Coding of definable types

In this subsection we show that any definable type p(x) can be coded in the quotient sorts.

Proposition 95. Let Γ be an ordered abelian group and p(x) ∈ Sn(Γ) be a definable type.
Then p(x) can be coded in the quotient sorts.

Proof. Let p(x) be a definable type in n variables over Γ. By quantifier elimination (Theorem
77), p(x) is completely determined by formulas of the following forms:

• First kind:

φ1(x, β) :=
∑
i≤n

zixi + ∆ < β + k + ∆

or

ψ1(x, β) :=
∑
i≤n

zixi + ∆ > β + k + ∆

where β ∈ Γ, ∆ ∈ RJ(Γ) and k, zi ∈ Z.

• Second kind:

φ2(x, β) :=
∑
i≤n

zixi ≡∆+lΓ β + k

where β ∈ Γ, ∆ ∈ RJ(Γ), k, zi ∈ Z and l ∈ N≥2.
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• Third kind:

φ3(x, β) :=
∑
i≤n

zixi ≡∆ β + k

where β ∈ Γ, ∆ ∈ RJ(Γ), and zi ∈ Z.

The set {β ∈ Γ | φ1(x, β) ∈ p(x)} is an end-segment of Γ, so it can be coded in the quotient
sorts by Proposition 88 and 93. Likewise, the set {β ∈ Γ | ψ1(x, β) ∈ p(x)} is an initial
segment of Γ, and it admits a code in the quotient sorts.
Let X = {β ∈ Γ | φ2(x, β) ∈ p(x)}, then X is either empty or we can take β0 ∈ X and pXq
is interdefinable with πl∆(β0) ∈ Γ/(∆ + lΓ).
Lastly, Z = {β ∈ Γ | φ3(x, β) ∈ p(x)} is either empty or for any element β0 ∈ Z, we have
that pZq is interdefinable with ρ∆(β0) ∈ Γ/∆. �

Density of definable types

In this subsection we prove the first condition required in Hrushovski’s criterion: the density
of definable types in algebraically closed sets.
The following will be a useful fact to obtain our result.

Fact 96. Let X ⊆ Γ be a definable set without a minimum element. Then there is a pXq
definable end-segment S such that X is co-initial in S.

Proof. Let I = {β ∈ Γ | (−∞, β] ∩X = ∅}. I is a pXq-definable initial segment of Γ. Let
S = Γ\I, it is sufficient to verify that X is co-initial in S. Let β ∈ S, then (−∞, β]∩X 6= ∅.
Because X does not have a minimum, we can find an element x ∈ X such that x < β, as
required. �

Proposition 97. Let Γ be an ordered abelian group of bounded regular rank and X ⊆ Γ a
definable set. There is a global type p(x) ` x ∈ X such that p(x) is definable over acleq(pXq).

Proof. Let X ⊆ Γ be a 1-definable set. If X has a minimum element a, the statement follows
immediately by taking the type of this element. Thus we may assume that X does not have
a minimum, by Fact 96 there is a pXq-definable end-segment S such that X is co-initial in
S. In particular the type:

Σgen
S (x) = {x ∈ S ∩X} ∪ {x /∈ B | B ( S and B is a definable end-segment}

is a consistent partial type which is pSq-definable.
Let π : N → N × N≥1 be some fixed bijection. We now build by induction an increasing
sequence of partial consistent types (Σi(x) | i < ω) in the following way:

• Stage 0: Set Σ0(x) = Σgen
S (x),
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• Stage i+ 1: Let π(i) = (k, l), at this stage we want to decide the congruence modulo
the subgroup ∆k + lΓ. To keep the notation simple we assume that l ≥ 2 and we use
the projection map πl∆k

:= Γ→ Γ/(∆k + lΓ). If l = 1 we argue in the same manner to
fix the coset of ∆k and instead we use the projection map ρ∆k

: Γ→ Γ/∆k.
We proceed by cases:

a) Set Σi+1(x) = Σi(x) ∪ {πl∆k
(x) 6= πlδk(β) | β ∈ Γ} if it is consistent.

b) Otherwise, let Ai = {η1, . . . , ηri} ⊆ Γ/(∆k+lΓ) be the finite set of cosets such that
Σi(x) ∪ {πl∆k

(x) = ηj} is consistent. Take an element η̂ ∈ Ai and set Σi+1(x) =
Σi(x) ∪ {πl∆k

(x) = η̂}.

Let M be the monster model and

J = {i ∈ N | Σi(x) ∪ {πl∆k
(x) 6= πlδk(β) | β ∈ Γ} is inconsistent}

Claim 98. For any σ ∈ Aut(M/ acleq(pXq)) the following conditions hold:

1. For any i ∈ N σ(Σi(x)) = Σi(x) and

2. For any i ∈ J σ(Ai) = Ai.

In particular, as σ is arbitrary, then Ai ⊆ acleq(pXq).

Proof. We argue by induction on i to show that for any σ ∈ Aut(M/ acleq(pXq)) we
have that σ(Σi(x)) = Σi(x) and if i ∈ J then σ(Ai) = Ai.
For the base case, fix some σ ∈ Aut(M/ acleq(pXq)). Then σ(Σ0(x)) = Σ0(x) because
Σgen
S (x) is pSq-definable and pSq ∈ dcleq(pXq).

Suppose the statement holds for i and fix some σ ∈ Aut(M/ acleq(pXq)).
If Σi+1(x) = Σi(x) ∪ {πl∆k

(x) 6= πl∆k
(β) | β ∈ Γ}, then

σ(Σi+1(x)) = σ(Σi(x)) ∪ {πl∆k
(x) 6= πl∆k

(σ(β)) | β ∈ Γ}
= Σi(x) ∪ {πl∆k

(x) 6= πl∆k
(σ(β)) | β ∈ Γ} = Σi+1(x).

Let’s assume that Σi+1(x) = Σi(x) ∪ {πl∆k
(x) = η} for some η ∈ Ai. We first argue

that σ(Ai) = Ai. By definition of Ai:

µ ∈ Ai if and only if Σi(x) ∪ {πl∆k
(x) = µ} is consistent.

Let µ ∈ Ai, then Σi(x) ∪ {πl∆k
(x) = µ} is consistent. As σ is an automorphism, then

σ(Σi(x)) ∪ {πl∆k
(x) = σ(µ)} is consistent.
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By the induction hypothesis, σ(Σi(x)) = Σi(x). Hence:

Σi(x) ∪ {πl∆k
(x) = σ(µ)} is consistent.

Consequently, σ(µ) ∈ Ai and we conclude that σ(Ai) ⊆ Ai. We argue in a similar
manner with σ−1 to show that Ai ⊆ σ(Ai).
As for any σ ∈ Aut(M/ acleq(pXq)), σ(Ai) = Ai and Ai is a finite set, then Ai ⊆
acleq(pXq). In particular, η ∈ acleq(pXq) where Σi+1(x) = Σi(x)∪{πl∆k

(x) = η}. Then
for any σ ∈ Aut(M/ acleq(pXq)) we have that σ(Σi+1(x)) = Σi+1(x), as required.

Let Σ∞(x) =
⋃
i∈N

Σi(x), this is a partial consistent type and Σ∞(x) ` x ∈ X. By quantifier

elimination Σ∞(x) determines a complete type p(x). Then p(x) ` x ∈ X, and p(x) is
acleq(pXq)-definable because p(x) is completely determined by the data in Σ∞(x), which is
definable over acleq(pXq) by Claim 98 .�

1.5 Main Results

Theorem 99. Let Γ be an ordered abelian group of bounded regular rank (equivalently with
finite spines). Then Γ admits weak-elimination of imaginaries in the language LQ, once the
quotient sorts are added.

Proof. By Theorem 94 it is sufficient to check that we have density of definable types and
that we can code definable types in the quotient sorts. The first condition is Proposition 97
and the second one is Proposition 95. �

The dp-minimal case

In this section we show that a better statement can be achieved for the dp-minimal case.

Definition 100. Let Γ be an ordered abelian group and H some definable subgroup. A subset
C ⊆ Γ is said to be a complete set of representatives modulo H if:

1. given any γ ∈ Γ there is some β ∈ C such that γ − β ∈ H.

2. for any β 6= η ∈ C we have that β +H 6= η +H.

Fact 101. Let Γ be an ordered abelian group, ∆ a convex subgroup and k ∈ N. Let C be a
complete set of representatives of Γ modulo kΓ, then some subset C0 ⊆ C is a complete set
of representatives modulo ∆ + kΓ.
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Proof. Let C ⊆ Γ be a complete set of representatives of Γ modulo kΓ and πk∆ : Γ →
Γ/(∆ + kΓ) be the projection map. πk∆(C) = Γ/(∆ + kΓ), because for any γ ∈ Γ, there is
some β ∈ C such that γ−β ∈ kΓ, in particular γ−β ∈ ∆+kΓ. For each coset η ∈ Γ/(∆+kΓ)
choose an element cη ∈ C such that πk∆(cη) = η. The set C0 = {cη | η ∈ Γ/(∆ + kΓ)} is a
complete set of representatives.

By Proposition 83, an ordered abelian group is dp-minimal if and only if it does not have
singular primes, i.e. for any p prime number [Γ : pΓ] < ∞. We consider the language Ldp
extending LQ, where for each k ∈ N≥2 we add constants for the elements of the finite groups
Γ/kΓ.

Corollary 102. Let Γ be a dp-minimal ordered group. Then Γ admits elimination of imag-
inaries in the language Ldp, where the quotient sorts are added.

Proof. By Theorem 99 and Fact 62 it is sufficient to show that we can also code finite sets.
Let ∆ definable convex subgroup and k ∈ N, the group Γ/(∆ + kΓ) is also finite. We first
argue that Γ/(∆ + kΓ) ⊆ dcl(∅). Consider the ∅-definable function

f :Γ/kΓ→ Γ/(∆ + kΓ)

γ + kΓ→ γ + (∆ + kΓ).

By Fact 101 f is surjective.
Hence, it is enough to prove that finite sets of tuples in S = {Γ/∆ | ∆ ∈ RJ(Γ)} can be
coded in the quotient sorts. As each of the sorts Γ/∆ is linearly ordered, there is a definable
order induced over the finite products of quotients of Γ/∆, and thereby any finite set of
tuples in S is already coded in S. �
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Chapter 2

Elimination of Imaginaries in C((Γ))

In this chapter we study elimination of imaginaries in henselian valued fields of equicharac-
teristic zero and residue field algebraically closed. The results are sensitive to the complexity
of the value group. We focus first on the case where the ordered abelian group has finite
spines, and then prove a better result for the dp-minimal case. In [Vic21b] it was shown that
an ordered abelian with finite spines weakly eliminates imaginaries once one adds sorts for
the quotient groups Γ/∆ for each definable convex subgroup ∆, and sorts for the quotient
groups Γ/(∆ + lΓ) where ∆ is a definable convex subgroup and l ∈ N≥2. We refer to these
sorts as the quotient sorts. In [JSW17] F. Janke, P. Simon and E. Walsberg characterized
dp-minimal ordered abelian groups as those without singular primes, i.e. for every prime
number p [Γ : pΓ] <∞.

We prove the following two theorems:

Theorem 103. Let K be a henselian valued field of equicharacteristic zero with residue field
algebraically closed and value group of finite spines. Then K admits weak elimination of
imaginaries once one adds codes for all the definable O-submodules of Kn for each n ∈ N,
and the quotient sorts for the value group.

Theorem 104. Let K be a henselian valued field of equicharacteristic zero, residue field
algebraically closed and dp-minimal value group. Then K eliminates imaginaries once one
adds codes for all the definable O-submodules of Kn for each n ∈ N, the quotient sorts for
the value group and constants for the finite groups Γ/`Γ where ` ∈ N.

2.1 Introduction

The model theory of henselian valued fields has been a major topic of study during the last
century, it was initiated by Robinson’s model completeness results for algebraically closed
valued fields in [Rob56]. Remarkable work has been achieved by Haskell, Hrushovski and
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Macpherson to understand the model theory of algebraically closed valued fields. In a se-
quence of papers [HHM05] and [HHM06] they developed the notion of stable domination,
that rather than being a new form of stability should be understood as a way to apply tech-
niques of stability in the setting of valued fields. Further work of Ealy, Haskell and Mař́ıcová
in [EHM19] for the setting of real closed convexly valued fields, suggested that the notion
of having a stable part of the structure was not fundamental to achieve domination results
and indicated that the right notion should be residue field domination or domination by
the sorts internal to the residue field. Our main motivation for the present document arises
from the natural question of how much further a notion of residue field domination could
be extended to broader classes of valued fields to gain a deeper model theoretic insight of
henselian valued fields, and the first step is finding a reasonable language where the valued
field will eliminate imaginaries.

The starting point in this project relies on the Ax-Kochen theorem, which states that the
first order theory of a henselian valued field of equicharacteristic zero or unramified mixed
characteristic with perfect residue field is completely determined by the first order theory of
its valued group and its residue field. A natural principle follows from this theorem: model
theoretic questions about the valued field itself can be understood by reducing them to its
residue field, its value group and their interaction in the field.

A fruitful application of this principle has been achieved to describe the class of definable
sets. For example, in [Pas90] Pas proved field quantifier elimination relative to the residue
field and the value group once angular component maps are added in the equicharacteristic
case. Further studies of Basarab and F.V. Kuhlmann show a quantifier elimination relative
to the RV sorts [see [Bas91], [Kuh94] respectively].

The question of whether a henselian valued field eliminates imaginaries in a given lan-
guage is of course subject to the complexity of its value group and its residue field as both
are interpretable structures in the valued field itself. The case for algebraically closed valued
fields was finalized by Haskell, Hrushovski and Macpherson in their important work [HHM06]
, where elimination of imaginaries for ACV F is achieved once the geometric sorts Sn (codes
for the O-lattices of rank n ) and Tn (codes for the residue classes of the elements in Sn) are
added. This proof was later significantly simplified by Will Johnson in [Joh16] by using a
criterion isolated by Hurshovski [ see [Hru14]].

Recent work has been done to achieve elimination of imaginaries in some other examples
of henselian valued fields, as the case of separably closed valued fields in [HKR18], the p-adic
case in [HMR18] or enrichments of ACVF in [Rid19].

However, the above results are all obtained for particular instances of henselian valued
fields while the more general approach of obtaining a relative statement for broader classes
of henselian valued fields is still a very interesting open question.
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Following the Ax-Kochen style principle, it seems natural to first attempt to solve this ques-
tion by looking at the problem in two orthogonal directions: one by making the residue field
as docile as possible and studying which troubles would the value group bring into the pic-
ture, or by making the value group tame and understanding the difficulties that the residue
field would contribute to the problem.
Hils and Rideau [HRK21b] had proved that under the assumption of having a definably
complete value group and requiring that the residue field eliminates the ∃∞ quantifier, then
any definable set admits a code once the geometric sorts and the linear sorts are added to
the language. Any definably complete ordered abelian group is either divisible or a Z-group
(i.e. a model of Presburger Arithmetic).

This chapter is addressing the first approach in the setting of henselian valued fields
of equicharacteristic zero. We suppose the residue field to be algebraically closed and we
obtain results which are sensitive to the complexity of the value group. We first analyze the
case where the value group has finite spines. An ordered abelian with finite spines weakly
eliminates imaginaries once we add sorts for the quotient groups Γ/∆ for each definable
convex subgroup ∆, and sorts for the quotient groups Γ/∆ + lΓ where ∆ is a definable
convex subgroup and l ∈ N≥2. We refer to these sorts as the quotient sorts. The first result
that we obtain is:

Theorem 105. Let K be a valued field of equicharacteristic zero, residue field algebraically
closed and value group with finite spines. Then K admits weak elimination of imaginaries
once we add codes for all the definable O-submodules of Kn for each n ∈ N, and the quotient
sorts for the value group.

Later, we prove a better result for the dp-minimal case, this is:

Theorem 106. Let K be a henselian valued field of equicharacteristic zero, residue field
algebraically closed and dp-minimal value group. Then K eliminates imaginaries once we
add codes for all the definable O-submodules of Kn for each n ∈ N, the quotient sorts for
the value group and constants for each of the finite groups Γ/`Γ where ` ∈ N≥2.

This chapter is organized as follows:

• Section 2.2: We introduce the required background, including quantifier elimination
statements, the state of the model theory of ordered abelian groups and some results
about valued vector spaces.

• Section 2.3: We study definable O-modules of Kn.

• Section 2.4: We start by presenting Hrushovski’s criterion to eliminate imaginaries.
We introduce the stabilizer sorts, where the O-submodules of Kn can be coded.

• Section 2.5: We prove that each of the conditions of Hrushovski’s criterion hold. This
is the density of definable types in definable sets in 1-variable X ⊆ K and that any
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definable type can be coded in the stabilizer sorts and Γeq. We conclude this section
proving the weak elimination of imaginaries of any henselian valued field of equicharac-
teristic zero, residue field algebraically closed and value group with finite spines down
to the stabilizer sorts.

• Section 2.6: We show a complete elimination of imaginaries statement when the value
group is dp-minimal. We prove that any finite set of tuples in the stabilizer sorts can
be coded.

2.2 Preliminaries

Quantifier Elimination for valued fields of equicharacteristic zero
and residue field algebraically closed

In this section we recall several results relevant for our statement. In particular we state a
quantifier elimination relative to the value group in the canonical three sorted language Lval
for the class of valued fields of equicharacteristic zero and residue field algebraically closed.

The three-sorted language Lval

We consider valued fields as three sorted structures (K, k,Γ). The first two sorts are equipped
with the language of fields Lfields = {0, 1,+, ·, (·)−1,−}, we refer to the first one as the main
field sort while we call the second one as the residue field sort. The third sort is supplied
with the language of ordered abelian groups LOAG = {0, <,+,−}, and we refer to it as
the value group sort. We also add constants ∞ to the second sort and the third sort. We
introduce a function symbol v : K → Γ ∪ {∞}, interpreted as the valuation and, we add a
map res : K → k ∪ {∞}, where res : O → k is interpreted as a surjective homomorphism
of rings, while for any element x ∈ K\O we have res(x) =∞ . We denote this language as
Lval.

The Extension Theorem

Let K = (K, k,Γ) be a valued field and O its valuation ring. A triple E = (E, kE,ΓE) is a
substructure if E is a subfield of K, kE is a subfield of k, ΓE is a subgroup of Γ, v(E×) ⊆ ΓE
and res(OE) ⊆ kE where OE = O ∩ E.

Definition 107. Let K1 = (K1, k1,Γ1) and K2 = (K2, k2,Γ2) be valued fields of equicharac-
teristic zero with residue field algebraically closed.
Let E = (E, kE,ΓE) be a substructure of K1 a triple (f, fr, fv) = E → K2 is said to be an
admissible embedding if it is a Lval isomorphism and fv = ΓE → Γ2 is a partial elementary
map between Γ1 and Γ2, i.e for every LOAG formula φ(x1, . . . , xn) and tuple e1, . . . , en ∈ ΓE
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we have that

Γ1 � φ(e1, . . . , en) if and only if Γ2 � φ(fv(e1), . . . , fv(en)).

Let κ = max{|kE|, |ΓE|}. If K2 is κ+-saturated we say that (f, fr, fv) is an admissible
map with small domain.

Theorem 108. [The Extension Theorem] The theory of henselian valued fields of equichar-
acteristic zero with residue field algebraically closed admits quantifier elimination relative to
the value group in the language Lval. That is given K1 = (K1, k1,Γ1) and K2 = (K2, k2,Γ2)
henselian valued fields of equicharacteristic zero with residue field algebraically closed, a sub-
structure E of K1 and (f, fr, fv) : E → K2 and admissible map with small domain, for any
b ∈ K1 there is an admissible map f̂ extending f whose domain contains b.

Proof. This is straightforward using the standard techniques to obtain elimination of field
quantifiers already present in the area. We refer the reader for example to [vdDKM+12,
Theorem 5.21]. The unique step that requires the presence of an angular component map is
when for a subfield E ⊆ K1 we want to add an element γ to v(E×) and there is some prime
number p such that pγ ∈ v(E×). For this, take a ∈ E and c ∈ K1 be such that v(a) = pγ
and v(c) = γ. We first aim to find b1 ∈ K1 that is a root of the polynomial Q(x) ∈ OE(x),
where Q(x) = xp − a

cp
. Let d = res( a

cp
), because k1 is algebraically closed there is some

z ∈ k1 such that zp − d = 0. Let α ∈ K1 be such that res(α) = z, then v(Q(α)) > 0 while
v(Q′(α)) = 0, because p 6= char(k1). Indeed, Q′(x) = pxp−1 and z 6= 0 because d 6= 0.
By henselianity we can find b1 ∈ K1 that is a root of Q(x). Then x1 = (b1·c) is a pth-root of a.

The following is an immediate consequence of relative quantifier elimination.

Corollary 109. The residue field and the value group are both purely stably embedded and
orthogonal to each other.

Some results on the model theory of ordered abelian groups

In this Subsection we summarize many interesting results about the model theory of ordered
abelian groups. We start by recalling the following folklore fact.

Fact 110. Let (Γ,≤,+, 0) be a non-trivial ordered abelian group. Then the topology induced
by the order in Γ is discrete if and only if Γ has a minimum positive element. In this case
we say that Γ is discrete, otherwise we say that it is dense.

The following notions were isolated in the sixties by Robinson and Zakon in [RZ60] to
understand some model complete extensions of the theory of ordered abelian groups.

Definition 111. Let Γ be an ordered abelian group and n ∈ N≥2.
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1. Let γ ∈ Γ. We say that γ is n-divisible if there is some β ∈ Γ such that γ = nβ.

2. We say that Γ is n-divisible if every element γ ∈ Γ is n-divisible.

3. Γ is said to be n-regular if any interval with at least n points contains an n-divisible
element.

Definition 112. An ordered abelian group Γ is said to be regular if it is n-regular for all
n ∈ N.

Robinson and Zakon in their seminal paper [RZ60] completely characterized the possible
completions of the theory of regular groups, obtained by extending the first order theory of
ordered abelian groups with axioms asserting that for each n ∈ N if an interval contains at
least n-elements then it contains an n-divisible element. The following is [RZ60, Theorem
4.7].

Theorem 113. The possible completions of the theory of regular groups, are:

1. the theory of discrete regular groups, and

2. the completions of the theory of dense regular groups Tχ where

χ =: Primes→ N ∪ {∞},

is a function specifying the index χ(p) = [Γ : pΓ].

Robinson and Zakon proved as well that each of these completions is the theory of some
archimedean group. In particular, any discrete regular group is elementarily equivalent to
(Z,≤,+, 0).

The following definitions were introduced by Schmitt in [Sch82].

Definition 114. We fix an ordered abelian group Γ and n ∈ N≥2. Let γ ∈ Γ. We define:

• A(γ) = the largest convex subgroup of Γ not containing γ.

• B(γ) = the smallest convex subgroup of Γ containing γ.

• C(γ) = B(γ)/A(γ).

• An(γ) = the smallest convex subgroup C of Γ such that B(g)/C is n-regular.

• Bn(g) = the largest convex subgroup C of Γ such that C/An(γ) is n-regular.
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In [Sch82, Chapter 2], Schmitt shows that the groups An(γ) and Bn(γ) are definable in
the language of ordered abelian groups LOAG = {+,−,≤, 0} by a first order formula using
only the parameter γ.
We recall that the set of convex subgroups of an ordered abelian group is totally ordered by
inclusion.

Definition 115. Let Γ be an ordered abelian group and n ∈ N≥2, we define the n-regular
rank to be the order type of:

(
{An(γ) | γ ∈ Γ\{0}},⊆

)
.

The n-regular rank of an ordered abelian group Γ is a linear order, and when it is finite
we can identify it with its cardinal. In [Far17], Farré emphasizes that we can characterize the
n-regular rank without mentioning the subgroups An(γ). The following is [Far17, Remark
2.2].

Definition 116. Let Γ be an ordered abelian group and n ∈ N≥2, then:

1. Γ has n-regular rank equal to 0 if and only if Γ = {0},

2. Γ has n-regular rank equal to 1 if and only if Γ is n-regular and not trivial,

3. Γ has n-regular rank equal to m if there are ∆0, . . . ,∆m convex subgroups of Γ, such
that:

• {0} = ∆0 < ∆1 < · · · < ∆m = Γ,

• for each 0 ≤ i < m, the quotient group ∆i+1/∆i is n-regular,

• the quotient group ∆i+1/∆i is not n-divisible for 0 < i < m.

In this case we define RJn(Γ) = {∆0, . . . ,∆m−1}. The elements of this set are called
the n-regular jumps.

Definition 117. Let Γ be an ordered abelian group. We say that it is poly-regular if it is
elementarily equivalent to a subgroup of the lexicographically ordered group (Rn,+,≤lex, 0).

In [Bel02] Belegradek studied poly-regular groups and proved that an ordered abelian
group is poly-regular if and only if it has finitely many proper definable convex subgroups,
and all the proper definable subgroups are definable over the empty set. In [Wei81, Theorem
2.9] Weispfenning obtained quantifier elimination for the class of poly-regular groups in the
language of ordered abelian groups extended with predicates to distinguish the subgroups
∆ + `Γ where ∆ is a convex subgroup and ` ∈ N≥2.
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Definition 118. Let Γ be an ordered abelian group. We say that it has bounded reg-
ular rank if it has finite n-regular rank for each n ∈ N≥2. For notation, we will use

RJ(Γ) =
⋃

n∈N≥2

RJn(Γ).

The class of ordered abelian groups of bounded regular rank extends the class of poly-
regular groups and regular groups. The terminology of bounded regular rank becomes clear
with the following Proposition (item 3).

Proposition 119. Let Γ be an ordered abelian group. The following are all equivalent:

1. Γ has finite p-regular rank for each prime number p.

2. Γ has finite n-regular rank for each n ≥ 2.

3. There is some cardinal κ such that for any H ≡ Γ, |RJ(H)| ≤ κ.

4. For any H ≡ Γ, any definable convex subgroup of H has a definition without parame-
ters.

5. There is some cardinal κ such that for any H ≡ Γ, H has at most κ definable convex
subgroups.

Moreover, in this case RJ(Γ) is the collection of all proper definable convex subgroups of
Γ and all are definable without parameters. In particular, there are only countably many
definable convex subgroups.

Proof. This is [Far17, Proposition 2.3].

The first results about the model completions of ordered abelian groups appear in [RZ60]
(1960), where the notion of n-regularity was isolated.

Definition 120. 1. Let Γ be an ordered abelian group and γ ∈ Γ, we say that γ is n-
divisible if there is some β ∈ Γ such that γ = nβ.

2. Let n ∈ N≥2. An ordered abelian group Γ is said to be n-regular if any interval with at
least n-points contains an n-divisible element.

3. Let Γ be an ordered abelian group, we say that it is regular if it is n-regular for all
n ∈ N≥2.
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Quantifier elimination and the quotient sorts

In [CH11] Cluckers and Halupczok introduced a language Lqe to obtain quantifier elimina-
tion for ordered abelian groups relative to the auxiliary sorts Sn, Tn and T+

n , whose precise
description can be found in [CH11, Definition 1.5]. This language is similar in spirit to the
one introduced by Schmitt in [Sch82], but has lately been preferred by the community as it
is more in line with the many-sorted language of Shelah’s imaginary expansion Meq. Schmitt
does not distinguish between the sorts Sn, Tn and T+

n . Instead for each n ∈ N he works
with a single sort Spn(Γ) called the n-spine of Γ, whose description can be found in [GS84,
Section 2]. In [CH11, Section 1.5] it is explained how the auxiliary sorts of Cluckers and
Halupczok are related to the n-spines Spn(Γ) of Schmitt. In [Far17, Section 2], it is shown
that an ordered abelian group Γ has bounded regular rank if and only if all the n-spines are
finite, and Spn(Γ) = RJn(Γ). In this case, we define the regular rank of Γ as the cardinal
|RJ(Γ)|, which is either finite or ℵ0. Instead of saying that Γ is an ordered abelian group
with finite spines, we prefer to use the classical terminology of bounded regular rank, as it
emphasizes the relevance of the n-regular jumps and the role of the divisibilities to describe
the definable convex subgroups.

We define the Presburger Language LPres = {0, 1,+,−, <, (Pm)m∈N≥2
}. Given an ordered

abelian group Γ we naturally see it as a LPres-structure. The symbols {0,+,−, <} take their
obvious interpretation. If Γ is discrete, the constant symbol 1 is interpreted as the least
positive element of Γ, and by 0 otherwise. For each m ∈ N≥2 the symbol Pm is a unary
predicate interpreted as mΓ.

Definition 121. [The language Lb] Let Γ be an ordered abelian group with bounded regular
rank, we view Γ as a multi-sorted structure where:

1. We add a sort for the ordered abelian group Γ, and we equip it with a copy of the
language LPres extended with predicates to distinguish each of the convex subgroups
∆ ∈ RJ(Γ). We refer to this sort as the main sort.

2. We add a sort for each of the ordered abelian groups Γ/∆, equipped with a copy of the
language L∆

Pres = {0∆, 1∆,+∆,−∆, <∆, (P∆
m )m∈N≥2

}. We add as well a map ρ∆ : Γ →
Γ/∆, interpreted as the natural projection map.

Remark 122. To keep the notation as simple and clear as possible, for each ∆ ∈ RJ(Γ)
and n ∈ N≥2 and β ∈ Γ/∆ we will write β ∈ n(Γ/∆) instead of P∆

n (β).

The following statement is a direct consequence of [ACGZ20, Proposition 3.14].

Theorem 123. Let Γ be an ordered abelian group with bounded regular rank. Then Γ admits
quantifier elimination in the language Lb.

We will consider an extension of this language that we will denote as Lbq, where for each
natural number n ≥ 2 and ∆ ∈ RJ(Γ) we add a sort for the quotient group Γ/(∆ +nΓ) and
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a map πn∆ : Γ→ Γ/(∆ +nΓ). We will refer to the sorts in the language Lbq as quotient sorts.
The following is [Vic21b, Theorem 5.1].

Theorem 124. Let Γ be an ordered abelian group with bounded regular rank. Then Γ admits
weak elimination of imaginaries in the language Lbq, i.e. once one adds all the quotient sorts.

Definable end-segments in ordered abelian groups with bounded regular rank

Definition 125. 1. A non-empty set S ⊂ Γ is said to be an end-segment if for any x ∈ S
and y ∈ Γ, x < y we have that y ∈ S.

2. Let n ∈ N, ∆ ∈ RJ(Γ), β ∈ Γ ∪ {−∞} and � ∈ {≥, >}. The set:

S∆
n (β) := {η ∈ Γ | nη + ∆�β + ∆}

is an end-segment of Γ. We call any of the end-segments of this form as divisibility
end-segments.

3. Let S ⊆ Γ be a definable end-segment and ∆ ∈ RJ(Γ). We consider the projection
map ρ∆ : Γ→ Γ/∆, and we write S∆ to denote ρ∆(S). This is a definable end-segment
of Γ/∆.

4. Let ∆ ∈ RJ(Γ) and S ⊆ Γ an end-segment. We say that S is ∆-decomposable if it is
a union of ∆-cosets.

5. We denote as ∆S the stabilizer of S, i.e. ∆S := {η ∈ Γ | η + S = S}.

Definition 126. Let Γ be an ordered abelian group. Let S, S ′ ⊆ Γ be definable end-segments.
We say that S is a translate of S ′ if there some β ∈ Γ such that S = β+S ′. Given a family
S of definable end-segments we say that S is complete if every definable end-segment is a
translate of some S ′ ∈ S.

Fact 127. Let Γ be an ordered abelian group with bounded regular rank. Let β, γ ∈ Γ,
∆ ∈ RJ(Γ) and n ∈ N≥2. If β − γ ∈ ∆ + nΓ then S∆

n (γ) is a translate of S∆
n (β).

The following is [Vic21b, Proposition 3.3].

Proposition 128. Let Γ be an ordered abelian group of bounded regular rank. Any definable
end-segment is a divisibility end-segment.

Remark 129. Let Γ be an ordered abelian group and ∆ be a convex subgroup. Any complete
set of representatives in Γ modulo kΓ for k ∈ N is also a complete set of representative
of Γ modulo ∆ + kΓ. Moreover, there is and ∅-definable surjective function f : Γ/kΓ →
Γ/(∆ + kΓ).
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Proof. For the first part of the statement take γ, β ∈ Γ, if γ − β ∈ kΓ then γ − β ∈ ∆ + kΓ.
For the second part, consider the ∅-definable function:

f : Γ/kΓ→ Γ/(∆ + kΓ)

γ + kΓ→ γ + (∆ + kΓ).

This function is surjective by the first part of the statement.

Corollary 130. Let Γ be an ordered abelian group with bounded regular rank. For each
n ∈ N≥2 let Cn be a complete set of representatives of the cosets nΓ in Γ. Define S∆

n :=

{S∆
n (β) | β ∈ Cn}. Then S =

⋃
∆∈RJ(Γ),n∈N≥2

S∆
n is a complete family.

Proof. It is an immediate consequence of Proposition 128, Fact 127 and Remark 129.

The following is [Vic21b, Fact 4.1].

Fact 131. Let S ⊆ Γ be a definable end-segment. Then ∆S is a definable convex subgroup

of Γ, therefore ∆S ∈ RJ(Γ). Furthermore, ∆S =
⋃
∆∈C

∆, where

C = {∆ ∈ RJ(Γ) | S is ∆-decomposable}.

Definition 132. Let S ⊆ Γ be a definable end-segment. Let

Σgen
S (x) : = {x ∈ S} ∪ {x /∈ B | B ( S and B is a definable end-segment }.

We refer to this partial type as the generic type in S. This partial type is pSq-definable.

The dp-minimal case

In 1984 the classification of the model theoretic complexity of ordered abelian groups was ini-
tiated by Gurevich and Schmitt, who proved that no ordered abelian group has the indepen-
dence property. During the last years finer classifications have been achieved, in particular
dp-minimal ordered abelian groups have been characterized in [JSW17].

Definition 133. Let Γ be an ordered abelian group and let p be a prime number. We say
that p is a singular prime if [Γ : pΓ] =∞.

The following result corresponds to [JSW17, Proposition 5.1].

Proposition 134. Let Γ be an ordered abelian group, the following conditions are equivalent:

1. Γ does not have singular primes,

2. Γ is dp-minimal.
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Definition 135. [The language Ldp] Let Γ be a dp-minimal ordered abelian group. We
consider the language extension Ldp of Lbq [see Definition 121] where for each n ∈ N≥2 we
add a set of constant for the elements of the finite group Γ/nΓ.

The following is [Vic21b, Corollary 5.2].

Corollary 136. Let Γ be a dp-minimal ordered abelian group. Then Γ admits elimination
of imaginaries in the language Ldp.

The following will be a very useful fact.

Fact 137. Let Γ be a dp-minimal ordered abelian group and let S ⊆ Γ be a definable end-
segment. Then any complete type q(x) extending Σgen

S (x) is pSq-definable.

Proof. Let Σgen
S (x) be the generic type of S and q(x) be any complete extension. Σgen

S (x)
is pSq-definable, and by Theorem 123 q(x) is completely determined by the quantifier free
formulas. It is sufficient to verify that for each ∆ ∈ RJ(Γ), k ∈ Z and n ∈ N the set:

Z = {β ∈ Γ |
(
ρ∆(x)− ρ∆(β) + k∆ ∈ n(Γ/∆)

)
∈ q(x)}

is pSq-definable. First, we note that there is a canonical one to one correspondence

g : = (Γ/∆)/n
(
Γ/∆

)
→ Γ/(∆ + nΓ).

Let c = g(k∆ +n(Γ/∆)) ∈ dcleq(∅). Take µ ∈ Γ/nΓ be such that πk(x) = µ ∈ q(x). Let f be
the ∅-definable function given by Remark 129. Then β ∈ Z if and only if � πn∆(β) = f(µ) + c,
and f(µ) + c ∈ dcleq(∅).

We conclude this subsection with the following Remark, that simplifies the presentation
of a complete family in the dp-minimal case.

Remark 138. Let Γ be a dp-minimal ordered abelian group. For each n ∈ N≥2 let Ωn be a
finite set of constants in Γ to distinguish representatives for each of the cosets of nΓ in Γ.

Let S∆
n := {S∆

n (d) | d ∈ Ωn}. The set Sdp =
⋃

∆∈RJ(Γ),n∈N≥2

S∆
n is a complete family whose

elements are all definable over ∅.

Henselian valued fields of equicharacteristic zero with residue field
algebraically closed and value group with bounded regular rank

The main goal of this section is to describe the 1-definable subsets X ⊆ K, where K is a
valued field with residue field algebraically closed and with value group of bounded regular
rank.
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The language L

Let (K, v) be a valued field of equicharactieristic zero, whose residue field is algebraically
closed and whose value group is of bounded regular rank. We will view this valued field
as an L-structure, where L is the language extending Lval in which the value group sort is
equipped with the language Lb described in Definition 121. Let T be the complete L-first
ordered theory of (K, v). (In particular, we are fixing a complete theory for the value group)

Corollary 139. The first order theory T admits quantifier elimination in the language L.

Proof. This is a direct consequence of Theorem 108 and Theorem 123.

Description of definable sets in 1-variable

In this Subsection we give a description of the definable subsets in 1-variable X ⊆ K, where
K � T . We denote as O its valuation ring.

Definition 140. Let (K,O) be a henselian valued field of equicharacteristic zero and let Γ
be its value group. Let ∆ be a convex subgroup of Γ then the map:

v∆ :

{
K → Γ/∆

x 7→ v(x) + ∆,

is a henselian valuation on K and it is commonly called as the coarsened valuation induced
by ∆. Note that v∆ = ρ∆ ◦ v.

The following is a folklore fact.

Fact 141. There is a one-to-one correspondence between the O-submodules of K and the
end-segments of Γ. Given M ⊆ K an O-submodule, we have that SM := {v(x) | x ∈ M}
is an end-segment of Γ. We refer to SM as the end-segment induced by M . And given an
end-segment S ⊆ Γ, the set MS := {x ∈ K | v(x) ∈ S} is an O-submodule of K.

Definition 142. 1. Let M and N be O-submodules of K, we say that M is a scaling of
N if there is some b ∈ K such that M = bN .

2. A family F of definable O-submodules of K is said to be complete if any definable
submodule M ⊆ K is a scaling of some O-submodule N ∈ F .

Fact 143. Let F = {MS | S ∈ S}, where S is the complete family of definable end-segments
described in Corollary 130. Then F is a complete family of O-submodules of K.

Definition 144. 1. Let w : K → Γw be a valuation, γ ∈ Γw and a ∈ K. The closed
ball of radius γ centered at a according to the valuation w is the set of the form
B̄γ(a) = {x ∈ K | γ ≤ w(x−a)}, and the open ball of radius γ centered at a according
to the valuation w is the set of the form Bγ(a) = {x ∈ K | γ < w(x− a)}.
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2. A swiss cheese according to the valuation w is a set of the form A\(B1 ∪ · · · ∪Bn)
where for each i ≤ n, Bi ( A and the Bi and A are balls according to the original
valuation w : K → Γw.

3. A 1-torsor of K is a set of the form a+ bI where a, b ∈ K and I ∈ F .

4. A generalized swiss cheese is either a singleton element in the field {a} or a set of the
form A\(B1 ∪ · · · ∪Bn) where A is a 1-torsor for each i ≤ n, Bi ( A and the Bi is
either a 1-torsor or a singleton element {bi} of the field.

5. A basic positive congruence formula in the valued field is a formula of the form
zv∆(x− α)− ρ∆(β) + k∆ ∈ n(Γ/∆), where k, z ∈ Z, α ∈ K, β ∈ Γ, n ∈ N≥2 and
k∆ = k · 1∆, where 1∆ is the minimum positive element of Γ/∆ if it exists.

6. A basic negative congruence formula in the valued field is a formula of the form
zv∆(x− α)− ρ∆(β) + k∆ /∈ n(Γ/∆), where k, z ∈ Z, α ∈ K, β ∈ Γ, n ∈ N≥2 and
k∆ = k · 1∆, where 1∆ is the minimum positive element of Γ/∆ if it exists.

7. A basic congruence formula in the valued field is either a basic positive congruence
formula in the valued fied or a basic negative congruence formula in the valued field.

8. A finite congruence restriction in the valued field is a finite conjunction of basic con-
gruence formulas in the valued field.

9. A nice set is a set of the form S ∩ C where S is a generalized swiss cheese and C is
the set defined by a finite congruence restriction in the valued field.

To describe completely the definable subsets of K we will need the following lemmas,
which permit us to reduce the valuation of a polynomial into the valuation of linear factor
of the form v(x− a). We recall a definition and some results present in [Fle08] that will be
useful for this purpose.

Definition 145. Let (K,w) be a henselian valued field, α ∈ K and S a swiss cheese. Let
p(x) ∈ K[x], we define:

m(p, α, S) := max{i ≤ d | ∃x ∈ S ∀j ≤ d
(
w(ai(x− α)i) ≤ w

(
aj(x− α)j

)
},

where the ai are the coefficients of the expansion of p around α, i.e. p(x) =
∑
i≤d

ai(x− α)i.

Thus m(p, α, S) is the highest order term in p centered at α which can have minimal valuation
(among the other terms of p) in S.

The following is [Fle08, Proposition 3.4].
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Proposition 146. Let K be a valued field of characteristic zero. Let p(x) ∈ K[x] and S
be a swiss cheese in K. Then there are (disjoint) sub-swiss cheeses T1, . . . , Tn ⊆ S and

α1, . . . , αn ∈ K such that S =
⋃

1≤i≤n

Ti, where for all x ∈ Ti w(p(x)) = w
(
aimi(x− αi)mi

)
,

where p(x) =
d∑

n=0

ain(x− αi)n and mi = m(p, αi, Ti). Furthermore, α1, . . . , αk can be taken

algebraic over the subfield of K generated by the coefficients of p(x).

Though the preceding proposition is stated for a single polynomial, the same result will
hold for any finite number of polynomials Σ. To obtain the desired decomposition, simply
apply the proposition to each p(x) ∈ Σ, then intersect the resulting partitions to get one
that works for all p(x) ∈ Σ, using the fact that intersection of two swiss cheeses is again a
swiss cheese.

Fact 147. Let (K,w) be a henselian valued field of equicharacteristic zero, and Q1(x), Q2(x) ∈
K[x] be two polynomials in a single variable. Let R = {x ∈ K | Q2(x) = 0}. There is a

finite union of swiss cheeses K =
⋃
i≤k

Ti, coefficients εi ∈ K, elements γi ∈ Γ and integers

zi ∈ Z such that for any x ∈ Ti\R:

w(Q1(x))− w(Q2(x)) = γi + ziw(x− εi).

Proof. The statement is a straightforward computation after applying Proposition 146, and
it is left to the reader.

Proposition 148. Let K � T , for each ∆ ∈ RJ(Γ) let v∆ : K → Γ/∆ be the coarsened
valuation induced by ∆. Let Q1(x), Q2(x) ∈ K[x] and R = {x ∈ K | Q1(x) = 0 or Q2(x) =
0}. Let X ⊆ K\R be the set defined by a formula of the form:

γ ≤∆ v∆(Q1(x))− v∆(Q2(x)) or v∆

(
Q1(x)

Q2(x)

)
− γ ∈ n (Γ/∆) ;

where γ ∈ Γ/∆ and n ∈ N. Then X is a finite union of nice sets.

Proof. First we observe that a swiss cheese with respect to the coarsened valuation v∆ is
a generalized swiss cheese with respect to v. The statement follows by a straightforward
computation after applying Fact 147, and it is left to the reader.

We conclude this section by characterizing the definable sets in 1-variable.

Theorem 149. Let K � T and X ⊆ K be a definable set. Then X is a finite union of nice
sets.
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Proof. By Corollary 139 , X is a boolean combination of sets defined by formulas of the form

γ ≤∆ v∆(Q1(x))− v∆(Q2(x)) or v∆

(
Q1(x)

Q2(x)

)
− γ ∈ n (Γ/∆), where ∆ ∈ RJ(Γ), γ ∈ Γ/∆

and n ∈ N≥2. By Proposition 148 each of these formulas defines a finite union of nice sets.
Because the intersection of two generalized swiss cheeses is again a generalized swiss cheese
and the complement of a generalized swiss cheese is a finite union of generalized swiss cheeses
the statement follows.

O-modules and homomorphisms in maximal valued fields

In this section we recall some results about modules over maximally complete valued fields.
We follow ideas of Kaplansky in [Kap52] to characterize the O-submodules of finite dimen-
sional K-vector spaces.

Definition 150. 1. Let K be a valued field and O its valuation ring. We say that K is
maximal, if whenever αr ∈ K and (integral or fractional) ideals Ir are such that the
congruences x−αr ∈ Ir are pairwise consistent, then there exists in K a simultaneous
solution of all the congruences.

2. Let K be a valued field and M ⊆ Kn be an O-module. We say that M is maximal if
whenever ideals Ir ⊆ O and elements sr ∈ M are such that x − sr ∈ IrM is pairwise
consistent in M , then there exists in M a simultaneous solution of all the congruences.

3. Let N ⊆ Kn be an O-submodule. Let x ∈ N we say that x is α-divisible in N if there
is some n ∈ N such that x = αn.

We start by recalling a very useful fact.

Fact 151. Let K be a henselian valued field of equicharacteristic zero, then there is an
elementary extension K ≺ K ′ that is maximal.

Proof. Let K be a henselian valued field of equicharacteristic zero, let T be its Lval-complete
first order theory and C the monster model of T . By [vdDKM+12, Lemma 4.30] there is some
maximal immediate extension of K ⊆ F ⊆ C. By [vdDKM+12, Theorem 7.12] K ≺ F .

The following is [Kap52, Lemma 5].

Lemma 152. Let K be a maximal valued field, then any (integral or fractional) ideal I of O
is maximal as an O-submodule of K. Moreover, any finite direct sum of maximal O-modules
is also maximal.

Fact 153. Let N ⊆ K be a non-trivial O-submodule. Let n ∈ N\{0} then N = nI where I
is a copy of K, O or an (integral or fractional) ideal of O.
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Definition 154. Let K be a field and n ∈ N≥1, we say that a set {a1, . . . , an} is an upper
triangular basis of the vector space Kn if it is a K-linearly independent set and the matrix
[a1, . . . , an] is upper triangular.

Theorem 155. Let K be a maximal valued field and n ∈ N≥1. Let N ⊆ Kn be an O-
submodule then N is maximal, and N is definably isomorphic to a direct sum of copies of K,

O and (integral or fractional) ideals of O. Moreover, if N ∼=
⊕
i≤n

Ii where each Ii is either

a copy of K, O and (integral or fractional) ideals of O one can find an upper triangular
basis {a1, . . . , an} of Kn such that N = {a1x1 + · · ·+ anxn | xi ∈ Ii}. In this case we say
that [a1, . . . , an] is a representation matrix for the module N .

Proof. We proceed by induction on n, the base case is given by Fact 153 and Lemma 152. For
the inductive step, let π : Kn+1 → K be the projection into the last coordinate and let M =
π(N). We consider the exact sequence of O-modules 0→ N ∩

(
Kn × {0}

)
→ N →M → 0.

By induction, N ∩ (Kn × {0}) is maximal and of the required form. And there is an upper
triangular basis {a1, . . . , an} of Kn×{0} such that [a1, . . . , an] is a representation matrix for
N ∩ (Kn × {0}). If M = {0} we are all set, so we may take m ∈M such that m 6= 0.

Claim 156. There is some element x ∈ N such that π(x) = m and for any α ∈ O, if m is
α-divisible in M then x is α-divisible in N .

Proof. Let J = {α ∈ O | m is α-divisible in M}. For each α ∈ J , let mα ∈ M be such that
m = αmα and take nα ∈ π−1(mα) ∩ N . Fix an element y ∈ N satisfying π(y) = m and let
sα = y − αnα ∈ N ∩ (Kn × {0}).
Consider S = {x − sα ∈ αN ∩ (Kn × {0})| α ∈ J} this is system of congruences in N ∩
(Kn×{0}). We will argue that it is pairwise consistent. Let α, β ∈ O, then either α

β
∈ O or

β
α
∈ O (or both). Without loss of generality assume that α

β
∈ O, then:

sα − sβ = (y − αnα)− (y − βnβ) = βnβ − αnα = β
(
nβ −

α

β
nα
)

︸ ︷︷ ︸
∈N∩(Kn×{0})

Thus sα is a solution to the system {x−sα ∈ αN∩(Kn×{0})}∪{x−sβ ∈ βN∩(Kn×{0})}.
By maximality of N ∩ (Kn × {0}) we can find an element z ∈ N ∩ (Kn × {0}) such
that z is a simultaneous solution to the whole system of congruences in S. Let x =
y − z ∈ N , then x satisfies the requirements. Indeed, for each α ∈ J , we had cho-
sen z − sα ∈ αN ∩ (Kn × {0}), so z = sα + αw for some w ∈ N ∩ (Kn × {0}). Thus,
x = y − z = y − sα − αw = y − (y − αnα)− αw = α(nα − w) ∈ αN , as desired.

Let s : M → N be the map sending an element αm to αx, where α ∈ K. As N is a
torsion free module, s is well defined. One can easily verify that s is a homomorphism such
that π ◦ s = idM . Thus, N is the direct sum of N ∩ (Kn × {0}) and s(M), so it is maximal
by Lemma 152. Moreover, [a1, . . . , an, x] is a representation matrix for N , as required.
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Proposition 157. Let K be a maximal valued field. Let M,N ⊆ K be O-submodules. For
any O-homomorphism h : M → K/N there is some a ∈ K such that for any x ∈ M ,
h(x) = ax+N.

Proof. By Fact 153 M = bI where I is a copy of K, O or an (integral or fractional ideal) of O.
It is sufficient to prove the statement for b = 1. Let SI = {v(y) | y ∈ I} be the end-segment
induced by I. Let {γα | α ∈ κ} be a co-initial decreasing sequence in SI . Choose an el-

ement xα ∈ K such that v(xα) = γα, then for each α < β < κ, xβO ⊆ xαO and I =
⋃
α∈κ

xαO.

Claim 158. For each α ∈ κ there is an element aα ∈ K such that for all x ∈ xαO we have
h(x) = aαx+N .

For each α choose an element yα such that h(xα) = yα + N and let aα = x−1
α yα. Fix an

element x ∈ xαO, then:

h(x) = h(xα (x−1
α x)︸ ︷︷ ︸
∈O

) =
(
x−1
α x
)
· h(xα) = (x−1

α x) · (aαxα +N) = aαx+N.

Claim 159. Given β < α < κ, then aβ − aα ∈ x−1
β N .

Note that xβ ∈ xβO ⊆ xαO, by Claim 158 we have h(xβ) = aαxβ +N = aβxβ +N , then
(aα − aβ)xβ ∈ N . Hence, (aα − aβ) ∈ x−1

β N .

Claim 160. Without loss of generality we may assume that for any α < κ there is some
α < α′ < κ such that for any α′ < α′′ < κ aα − aα′′ /∈ x−1

α′′N .

Suppose the statement is false. Then there is some α such that for any α < α′ we can
find α′ < α′′ such that aα − aα′′ ∈ x−1

α′′N . Define:

h∗ :

{
I → K/N

x → aαx+N.

We will show that for any x ∈ I, h(x) = h∗(x). Fix an element x ∈ I, since < γα | α ∈ κ >
is coinitial and decreasing in SI we can find an element α′ > α such that v(x) > γα′ , so
x ∈ xα′O ⊆ xα′′O. Then

(aα − aα′)x = (aα − aα′′)x︸ ︷︷ ︸
∈x−1

α′′xN⊆N

+ (aα′′ − aα′)x︸ ︷︷ ︸
∈x−1

α′ xN⊆N

.

we conclude that (aα−aα′)x ∈ N . By Claim 158 we have h(x) = aα′x+N , thus h∗(x) = h(x)
and h∗ witnesses the conclusion of the statement.

Claim 161. There is a subsequence < bα | α ∈ cof(κ) > of < aα | α ∈ κ > that is
pseudo-convergent.
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Proof. Let g : cof(κ)→ κ be a cofinal function in κ i.e. for any δ ∈ κ there is some α ∈ cof(κ)
such that g(α) > δ. We construct the desired sequence by transfinite recursion in cof(κ),
building a strictly increasing function f : cof(κ)→ κ satisfying the following conditions:

1. for each α < cof(κ) we have bα = af(α) and f(α) > g(α),

2. for any α < cof(κ) the sequence (bη | η < α) is pseudo-convergent. This is, given
η1 < η2 < η3 < α

v(bη3 − bη2) > v(bη2 − bη1),

3. for each α < cof(κ) we have that: for any η < α, and f(α) < η′ < κ

v(aη′ − bα) > v(bη − bα) and aη′ − bα /∈ x−1
η′ N.

For the base case, set b0 = a0 and f(0) = g(0) + 1. Suppose that for µ < cof(κ), f �µ has
been defined and < bη | η < µ > has been constructed. Let µ∗ = sup{f(η) | η < µ}, by
Claim 160 (applied to α = max{µ∗, g(µ)}) there is some max{µ∗, g(µ)} < v < κ satisfying
the following property:

for any v < η′ < κ, aα − aη′ /∈ x−1
η′ N .

Set f(µ) = v and bµ = av. We continue verifying that the three conditions are satisfied. The
first condition bµ = af(µ) and f(µ) > g(µ) follows immediately by construction.

We continue checking that (bη | η ≤ µ) is a pseudo-convergent sequence. Fix η1 < η2 < µ
we must show that v(bµ − bη2) > v(bη2 − bη1). By construction bµ = af(µ) = av and f(µ) =
v > µ∗ ≥ f(η2). Since the third condition holds for η2 we must have v(av−bη2) > v(bη2−bη1),
as required.

Lastly, we verify that the third condition holds for µ. Let η < µ and v = f(µ) < η′ ,
we aim to show v(aη′ − bµ) > v(bµ − bη). Suppose by contradiction that this inequality does

not hold, then bµ−bη
aη′−bµ

∈ O. Because the third condition holds for η and by construction

v = f(µ) > f(η), we have that bµ − bη = av − af(η) /∈ x−1
v N .

By Claim 159 aη′ − bµ = aη′ − av ∈ x−1
v N , then:

bµ − bη =
bµ − bη
aη′ − bµ︸ ︷︷ ︸
∈O

(aη′ − bµ) ∈ x−1
v N,

which leads us to a contradiction. It is only left to show that for any f(µ) < η′ < κ we have
that aη′ − bµ /∈ x−1

η′ N . By construction, we have chose bµ = av where α = max{g(µ), µ∗} <
v < κ and for any v < η

′
< κ we have:

aα − aη′ /∈ x−1
η′ N.
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As α < f(µ), by Claim 159 aα − af(µ) ∈ x−1
µ N ⊆ x−1

η′ N .

Fix η′ > v = f(µ), then aη′ − bµ = aη′ − af(µ) /∈ x−1
η′ N . Otherwise,

aη′ − aα = (aη′ − af(µ))︸ ︷︷ ︸
∈x−1

η′ N

+ (af(µ) − aα)︸ ︷︷ ︸
∈x−1

η′ N

∈ x−1
η′ N because x−1

η N is an O-submodule of K,

which leads us to a contradiction.

Since K is maximal there is some a ∈ K that is a pseudolimit of < bα | α ∈ cof(κ) >.
We aim to prove that h(x) = ax + N for x ∈ I. Fix an element x ∈ I. The function f
is cofinal in κ because of the first condition combined with the fact that g is cofinal in κ.
We can find some α ∈ cof(κ) such that x ∈ xf(α)O ⊆ I. By Claim 158 h(x) = af(α)x + N ,
hence it is sufficient to prove that (a− af(α))x ∈ N . As x ∈ xf(α)O it is enough to show that
(a− af(α)) = (a− bα) ∈ x−1

f(α)N . Let α < β < κ, by Claim 159 (bβ − bα) = (af(β) − af(α)) ∈
xf(α)−1N . Also, v(a − af(α)) = v(af(β) − af(α)) thus (a − af(α)) = u(af(β) − af(α)) for some
u ∈ O×, thus (a− af(α)) ∈ x−1

f(α)N , as desired.

Valued vector spaces

We introduce valued vector spaces and some facts that will be required through this chapter.
An avid and curious reader can consult [Kuh, Section 2.3] for a more exhaustive presentation.
Through this section we fix (K,Γ, v) a valued field and V a K-vector space.

Definition 162. A tuple (V,Γ(V ), val,+) is a valued vector space structure if:

1. Γ(V ) is a linear order,

2. there is an action + : Γ× Γ(V )→ Γ(V ) which is order preserving in each coordinate,

3. val : V → Γ(V ) is a map such that for all v, w ∈ V and α ∈ K we have:

• val(v + w) ≥ min{val(w), val(v)},
• val(αv) = v(α) + val(v).

The following Fact is [Joh16, Remark 1.2].

Fact 163. Let V be a finite dimensional valued vector space over K, then the action of Γ(K)
over Γ(V ) has finitely many orbits. In fact, |Γ(V )/Γ(K)| ≤ dimK(V ).

Definition 164. Let (V,Γ(V ), val,+) be a valued vector space:

1. Let a ∈ V and γ ∈ Γ(V ). A ball in V is a set of the form:

Ballα(a) = {x ∈ V | val(x− a) ≥ γ} or Ballα(a) = {x ∈ V | val(x− a) > γ}.
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2. We say that (V,Γ(V ), val,+) is maximal if every nested family of balls in V has non-
empty intersection.

Definition 165. Let (V,Γ(V ), val,+) be a valued vector space and let W be a subspace of
V . Then (W,Γ(W ), val,+) is also a valued vector space, where Γ(W ) = {val(w) | w ∈ W}.
We say that:

1. W is maximal in V if every family of nested balls

{Ballα(xα) | α ∈ S}, where S ⊆ Γ(W ) and for each α ∈ S xα ∈ W .

that has non-empty intersection in V has non-empty intersection in W .

2. W ≤ V has the optimal approximation property if for any v ∈ V \W the set

{val(v − w) | w ∈ W}

attains a maximum.

The following is a folklore fact.

Fact 166. Let (V,Γ(V ), val,+) be a valued vector space, and W a subspace of V the following
statements are equivalent:

1. W is maximal in V ,

2. W has the optimal approximation property in V .

Additionally, if W is maximal then it is maximal in V .

We conclude this subsection with the definition of separated basis.

Definition 167. Let (V,Γ(V ), val,+) be a valued vector space. Assume that V is a K-vector
space of dimension n. A basis {v1, . . . , vn} ⊆ V is a separated basis if for any α1, . . . , αn ∈ K
we have that:

val(
∑
i≤n

αivi) = min{val(αivi) | i ≤ n}.

2.3 Definable modules

In this section we study definable O-submodules in henselian valued fields of equicharacter-
istic zero.

Corollary 168. Let (F, v) be a henselian valued field of equicharacteristic zero and N be a
definable O-submodule of F n. Then N is definably isomorphic to a direct sum of copies of
F , O, or (integral or fractional) ideals of O. Moreover, if N ∼= ⊕i≤nIi there is some upper
triangular basis {a1, . . . , an} of F n such that [a1, . . . , an] is a representation matrix of N .
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Proof. By Fact 151 we can find F ′ an elementary extension of F that is maximal, so we can
apply Theorem 155. As the statement that we are trying to show is first order expressible,
it must hold as well in F .

Corollary 169. Let (F, v) be a henselian valued field of equicharacteristic zero and let
N,M ⊆ F be a definable O-submodules. Then for any definable O-homomorphism h :
M → K/N . Then there is some b ∈ F satisfying that for any y ∈M , h(y) = by +N .

Proof. By Fact 151 we can find an elementary extension F ≺ F ′ that is maximal. The
statement follows by applying Proposition 157, because it is first order expressible.

Definable modules in valued fields of equicharacteristic zero with
residue field algebraically closed and value group with bounded
regular rank

Let (K, v) be a henselian valued field of equicharacteristic zero with residue field algebraically
closed and value group with bounded regular rank. Let O be its valuation ring and T be the
complete L-first order theory of (K, v). In this section we study the definable O-modules
and torsors. Let I ′ be the complete family of O-submodules of K described in Fact 143.
From now on we fix a complete family I = I ′\{0, K}.

.

Remark 170. If K � T , then N ∼= ⊕i≤nIi, where each Ii ∈ F∪{0, K}. This follows because
F is a complete family of O-modules.

Definition 171. Let K � T . A definable torsor U is a coset in Kn of a definable O-
submodule of Kn, if n = 1 we say that U is a 1-torsor. Let U be a definable 1-torsor, we say
that U is:

1. closed if it is a translate of a submodule of K of the form aO.

2. it is open if it is either K or a translate of a submodule of the form aI for some a ∈ K,
where I ∈ F\O.

Definition 172. Let (I1, . . . , In) ∈ Fn be a fixed tuple.

1. An O-module M ⊆ Kn is of type (I1, . . . , In) if M ∼=
⊕

i≤n Ii.

2. An O-module M ⊆ Kn of type (O, . . . ,O) is said to be an O-lattice of rank n.

3. A torsor Z is of type (I1, . . . , In), if Z = d̄+M where M ⊆ Kn is an O-submodule of
Kn of type (I1, . . . , In).

Proposition 173. Let Z be a torsor of type (I1, . . . , In). Then there is some O-module
L ⊆ Kn+1 of type (I1, . . . , In,O) such that pZq and pLq are interdefinable.
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Proof. Let N ⊆ Kn be the O-submodule and take d̄ ∈ Kn be such that Z = d̄ + N . Let

N2 = N × {0} which is an O submodule of Kn+1 and let b̄ =

[
d̄
1

]
. Define the O-module of

Kn+1:

Ld̄ := N2 + b̄O = {
[
n+ d̄r
r

]
| r ∈ O, n ∈ N}.

By a standard computation, one can verify that the definition of Ld̄ is independent of the
choice of d̄, i.e. if d̄− d̄′ ∈ N then Ld̄ = Ld̄′ . So we can denote L = Ld̄, and we aim to show
that L and Z are interdefinable. It is clear that pLq ∈ dcleq(pZq), while pZq ∈ dcleq(pLq)
because Z = π2≤n+1

(
L ∩ (Kn × {1})

)
where π2≤n+1 : Kn+1 → Kn is the projection into the

last n-coordinates.

Definable 1-O-modules

In this subsection we study the quotient modules of 1-dimensional modules.

Notation 174. Let M ⊆ K be a definable O-module. We denote by SM := {v(x) | x ∈M}
the end-segment induced by M . We recall as well that we write F to denote the complete
family of O-submodules of K previously fixed.

Definition 175. A definable 1-O-module is an O-module which is definably isomorphic to
a quotient of a definable O-submodule of K by another, i.e. something of the form aI/bJ
where a, b ∈ K and I, J ∈ F ∪ {0, K}.

The following operation between O-modules will be particularly useful in our setting.

Definition 176. Let N,M be O-submodules of K, we define the colon module

Col(N : M) = {x ∈ K | xM ⊆ N}.

It is a well known fact from Commutative Algebra that Col(N : M) is also an O-module.

Lemma 177. Let K � T . Let A be a 1-definable O-module. Suppose that A = A1/A2, where
A2 ≤ A1 are O-submodules of K. Then the O-module HomO(A,A) is definably isomorphic
to the 1-definable O-module(

Col(A1 : A1) ∩ Col(A2 : A2)
)
/Col(A2, A1).

Proof. By Fact 151 without loss of generality we may assume K to be maximal, because the
statement is first order expressible. Let

B = {f : A1 → A1/A2 | f is a homomorphism and A2 ⊆ ker(f)}.

B is canonically in one-to-one correspondence with HomO(A,A). By Corollary 169, for every
homomorphism f ∈ B there is some bf ∈ K satisfying that for any x ∈ A1, f(x) = bfx+A2

and we say that bf is a linear representation of f .
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Claim 178. Let f ∈ B if bf is a linear representation of f , then bf ∈ Col(A1 : A1)∩Col(A2 :
A2).

Proof. First we verify that bf ∈ Col(A1 : A1). Let x ∈ A1, by hypothesis f(x) = bfx +
A2 ∈ A1/A2. Then there is some y ∈ A1 such that bfx + A2 = y + A2 and therefore
bfx − y ∈ A2 ⊆ A1. Consequently, bfx ∈ y + A1 = A1, and as x is an arbitrary element
we conclude that bf ∈ Col(A1 : A1). We check now that bf ∈ Col(A2 : A2), and we fix an
element x ∈ A2. By hypothesis, bfx + A2 = A2 so bfx ∈ A2, and as x ∈ A2 is an arbitrary
element we conclude that bf ∈ Col(A2 : A2).

Claim 179. Let f ∈ B if bf , b
′
f are linear representations of f , then bf − b′f ∈ Col(A2 : A1)

Proof. Let x ∈ A1, by hypothesis f(x) = bfx+ A2 = b′fx+ A2, so (bf − b′f )x ∈ A2. Because
x is arbitrary in A1 we have that (bf − b′f ) ∈ Col(A2 : A1).

We consider the map φ : B →
(
Col(A1 : A1) ∩ Col(A2 : A2)

)
/Col(A2 : A1) that sends an

O-homomorphism f to the coset bf +Col(A1 : A2). By Claim 179 such map is well defined.
By a standard computation φ is an injective O-homomorphism. To show that φ is surjective,
let

b ∈ Col(A1 : A1) ∩ Col(A2 : A2),

and consider fb : A1 → A1/A2, the map that sends the element x to bx + A2. Because
b ∈ Col(A2 : A2), for any x ∈ A2 we have that bx ∈ A2 thus A2 ⊆ ker(fb). Consequently,
fb ∈ B and φ(fb) = b+ Col(A1 : A2).

Lemma 180. Let n ∈ N≥2 and M ⊆ Kn be an O-module.

1. Let πn−1 : Kn → Kn−1 be the projection into the first (n− 1)-coordinates and Bn−1 =
πn−1(M). Take A1 ⊆ K be the O-module such that ker(πn−1) = M ∩ ({0}n−1 ×K) =
({0}n−1 × A1).

2. Let πn : Kn → K be the projection into the last coordinate and B1 = πn(M). Let
An−1 ⊆ Kn−1 be the O-module such that ker(πn) = M ∩ (Kn−1×{0}) = (An−1×{0}).

Then An−1 ≤ Bn−1 and both lie in Kn−1, and A1 ≤ B1 and both lie in K. The map
φ : Bn−1 → B1/A1 given by b 7→ a + A1 where (b, a) ∈M , is a well defined homomorphism
of O-modules whose kernel is An−1. In particular, Bn−1/An−1

∼= B1/A1. Furthermore if M
is definable, φ is also definable.

Proof. Let m̄ ∈ An−1, then (m̄, 0) ∈ M thus πn−1(m̄, 0) = m̄ ∈ Bn−1. We conclude that
An−1 is a submodule of Bn−1. Likewise A1 ≤ B1. For the second part of the statement, it is
a straightforward computation to verify that the map φ : Bn−1 → B1/A1( defined as in the
statement) , is a well defined surjective homomorphism of O-modules whose kernel is An−1.
Lastly, the definability of φ follows immediately by the definability of M .
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2.4 The Stabilizer sorts

An abstract criterion to eliminate imaginaries

We start by recalling Hurshovski’s criterion, The following is [Hru14, Lemma 1.17].

Theorem 181. Let T be a first order theory with home sort K (meaning that Meq =
dcleq(K)). Let G be some collection of sorts. If the following conditions all hold, then T
has weak elimination of imaginaries in the sorts G.

1. Density of definable types: for every non-empty definable set X ⊆ K there is an
acleq(pXq)-definable type in X.

2. Coding definable types: every definable type in Kn has a code in G (possibly infinite).
This is, if p is any (global) definable type in Kn, then the set ppq of codes of the
definitions of p is interdefinable with some (possibly infinite) tuple from G.

Proof. A very detailed proof can be found in [Joh16, Theorem 6.3]. The first part of the
proof shows weak elimination of imaginaries as it is shown that for any imaginary element e
we can find a tuple a ∈ G such that e ∈ dcleq(a) and a ∈ acleq(e). �

We start by describing the sorts that are required to be added to apply this criterion and
show that any valued field of equicharacteristic zero, with residue field algebraically closed
and value group with bounded regular rank admits weak elimination of imaginaries.

Definition 182. For each n ∈ N, let {e1, . . . , en} be the canonical basis of Kn and (I1, . . . , In) ∈
Fn.

1. Let C(I1,...,In) = {
∑

1≤i≤n

xiei | xi ∈ Ii}, we refer to this module as the canonicalO-submodule

of Kn of type (I1, . . . , In).

2. We denote as Bn(K) the multiplicative group of n× n-upper triangular and invertible
matrices.

3. We define the subgroup Stab(I1,...,In) = {A ∈ Bn(K) | AC(I1,...,In) = C(I1,...,In)}.

4. Let Λ(I1,...,In) := {M | M ⊆ Kn is an O-module of type (I1, . . . , In)}.

5. Let Un ⊆ (Kn)n be the set of n-tuples (b̄1, . . . , b̄n), such that B = [b̄1, . . . , b̄n] is an
invertible upper triangular matrix. We define the equivalence relation E(I1,...,In) on Un
as:

E(I1,...,In)

(
ā1, . . . , ān; b̄1, . . . , b̄n

)
holds if and only if

(ā1, . . . , ān) and (b̄1, . . . , b̄n) generate the same O-module of type (I1, . . . , In), i.e.

{
∑

1≤i≤n

xiāi | xi ∈ Ii} = {
∑

1≤i≤n

xib̄i | xi ∈ Ii}.
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6. We denote as ρ̄(I1,...,In) the canonical projection map:

ρ̄(I1,...,In) :

{
Un → Un/E(I1,...,In)

(ā1, . . . , ān) 7→ [(ā1, . . . , ān)]E(I1,...,In)

Remark 183. 1. The set {pMq | M ∈ Λ(I1,...,In)} can be canonically identified with
Bn(K)/Stab(I1,...,In). Indeed, by Corollary 168 given any O-module M of type (I1, . . . , In)
we can find an upper triangular basis {ā1, . . . , ān} of Kn such that [a1, . . . , an] is a ma-
trix representation of M . The code pMq is interdefinable with the coset

[a1, . . . , an]Stab(I1,...,In).

2. Fix some n ∈ N≥2 and let (I1, . . . , In) be a fixed tuple. The sort Bn(K)/Stab(I1,...,In)

is in definable bijection with the equivalence classes of Un/E(I1,...,In). In fact we can
consider the ∅-definable map:

f :

{
Un/E(I1,...,In) → Bn(K)/Stab(I1,...,In)

[(ā1, . . . , ān)]E(I1,...,In)
7→ [ā1, . . . , ān]Stab(I1,...,In).

We denote as ρ(I1,...,In) = Un → Bn(K)/Stab(I1,...,In ) the composition maps ρ(I1,...,In) =
f ◦ ρ̄(I1,...,In).

Definition 184. [The stabilizer sorts] We consider the language LG extending the three
sorted language L (defined in Subsection 2.2), where:

1. We equipped the value group with the multi-sorted language Lbq introduced in Subsection
2.2.

2. For each n ∈ N we consider the parametrized family of sorts Bn(K)/Stab(I1,...,In) and
maps

ρ(I1,...,In) : Un → Bn(K)/Stab(I1,...,In)

where (I1, . . . , In) ∈ Fn.

We refer to the sorts in the language LG as the stabilizer sorts. We denote as G their union,
i.e.

K ∪ k∪Γ ∪ {Γ/∆ | ∆ ∈ RJ(Γ)} ∪ {Γ/∆ + nΓ | ∆ ∈ RJ(Γ), n ∈ N≥2}
∪ {Bn(K)/Stab(I1,...,In) | n ∈ N, (I1, . . . , In) ∈ Fn}.

Remark 185. The geometric sorts for the case of ACV F are a particular instance of the
stabilizer sorts. Let Sn denotes the set of O-lattices of Kn of rank n, these are simply the
O-modules of type (O, . . . ,O)︸ ︷︷ ︸

n−times

. For each Λ ∈ Sn, let res(Λ) = Λ⊗O k = Λ/MΛ, which is a
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k -vector space of dimension n.

Let Tn =
⋃

Λ∈Sn

res(Λ) = {(Λ, x) | Λ ∈ Sn, x ∈ res(Λ)}. Each of these torsors is considered in

the stabilizer sorts as the code of an O module of type (M, . . . ,M,O), because any torsor of
the form a+MΛ for some Λ ∈ Sn can be identified with an O-module of type (M, . . . ,M︸ ︷︷ ︸

n−times

,O)

(see Proposition 173).

An explicit description of the stabilizer sorts

In this subsection we state an explicit description of the subgroups Stab(I1,...,In).

Notation 186. For each ∆ ∈ RJ(Γ) we denote as O∆ the valuation ring of K of the
coarsened valuation v∆ : K× → Γ/∆ induced by ∆.

Fact 187. Let I ∈ F and let SI = {v(x) | x ∈ I}. Then

Stab(I) = O×∆SI
= {x ∈ K | v(x) ∈ ∆SI}.

Proof. This is an immediate consequence of Fact 131.

Proposition 188. Let n ∈ N, and (I1, . . . , In) ∈ Fn. Then

Stab(I1,...,In) = {((ai,j)1≤i,j≤n ∈ Bn(K) | aii ∈ O×∆SIi

and aij ∈ Col(Ii, Ij) for each 1 ≤ i < j ≤ n }

Proof. This is a straightforward computation and it is left to the reader.

2.5 Weak Elimination of imaginaries for henselian

valued field with value group with bounded

regular rank

Let (K, v) be a henselian valued field of equicharacteristic zero, with residue field algebraically
closed and value group with bounded regular rank. Let T be its complete LG-first order
theory and M its monster model.
In this section we show that both conditions required by Hrushovski’s criterion to obtain
weak elimination of imaginaries down to the stabilizer sorts hold.
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Density of definable types

In this section we prove density of definable types for 1-definable sets X ⊆M. There are two
ways to tackle this problem. One can either use the quantifer elimination (see Corollary 139)
and obtain a canonical decomposition of X into nice sets Ti ∈ acleq(pXq) and then build a
global type p(x) ∈ x ∈ Ti which is acleq(pTiq). This approach was successfully achieved by
Holly in [Hol95] for the case of ACV F and real closed valued fields, and her work essentially
gives a way to code one-definable sets in the main field down to the geometric sorts. It is
worth pointing out, that finding a canonical decomposition is often a detailed technical work.
Instead of following this strategy, we follow a different approach that exploits the power of
generic types, which are definable partial types.

Definition 189. Let U ⊆M be a definable 1-torsor, let

Σgen
U (x) = {x ∈ U} ∪ {x /∈ B | B ( U | B is a proper sub-torsor of U}.

This is a pUq-definable partial type.

Proposition 190. Let U ⊆ M be a definable closed 1-torsor. Then there is a unique
complete global type p(x) extending Σgen

U (x) i.e. Σgen
U (x) ⊆ p(x). Moreover, p(x) is pUq-

definable.

Proof. Let a ∈ U and Ya = {v(x− a) | x ∈ U} ⊆ Γ. As U is a closed O-module then Ya has
a minimum element γ. For any other element b ∈ U , we have that γ = min(Ya) = min(Yb),
thus γ ∈ dcleq(pUq).
By quantifier elimination (see Corollary 139) it is sufficient to show that Σgen

U (x) determines
also the congruence and coset formulas. Let c be a realization of Σgen

U (x) and then for any
a ∈ U(M) we have that v(c− a) = γ. Let p(x) = tp(c/M), ∆ ∈ RJ(Γ), ` ∈ N and β ∈ Γ. If
a ∈ U(M) then:

� v∆(c− a)− ρ∆(β) + k∆ ∈ ∆if and only if

� φk∆(β) := γ − ρ∆(β) + k∆, and

� v∆(c− a)− ρ∆(β) + k∆ ∈ `
(
Γ/∆) if and only if

� ψk∆(β) := γ − ρ∆(β) + k∆ ∈ `(Γ/∆).

We observe that ψk∆(β) and φk∆(β) are L(dcleq(pUq))-formulas, and their definition is com-
pletely independent from the choice of c.
If a /∈ U(M), then for any b ∈ U(M) we have that v(c− a) = v(b− a). Therefore

� v∆(c− a)− ρ∆(β) + k∆ ∈ ∆ if and only if

� εk∆(a, β) := ∃b ∈ U
(
v∆(b− a)− ρ∆(β) + k∆

)
, and

� v∆(c− a)− ρ∆(β) + k∆ ∈ `
(
Γ/∆) if and only if
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� ηk∆(a, β) := ∃b ∈ U
(
v∆(b− a)− ρ∆(β) + k∆ ∈ `(Γ/∆)

)
.

Both formulas εk∆(a, β) and ηk∆(a, β) are L(pUq)-definable and completely independent from
the choice of c.
We conclude that p(x) is a pUq- definable type. Furthermore, for any possible realization
c � Σgen

U (x) we obtain the same scheme of definition. Hence, there is a unique extension p(x)
of Σgen

U (x).

Theorem 191. For every non-empty definable set X ⊆M, there is a acleq(pXq)-definable
global type p(x) ` x ∈ X.

Proof. Let X ⊆M be a 1-definable set.

Claim 192. There is a 1-torsor U such that pUq ∈ acleq(pXq) and the partial type:

Σgen
U (x) ∪ {x ∈ X} is consistent.

Proof. Let F be the family of closed balls B such that B ∩X 6= ∅. We say that B1 ∼ B2 if
and only if B1 ∩X = B2 ∩X. This is a pXq-definable equivalence relation over F .
Let π : F → F/ ∼, the natural pXq-definable map sending a closed ball to its class [B]∼.

For each class µ ∈ F/ ∼ the set Uµ =
⋂

B∈F ,π(B)=µ

B is a µ-definable 1-torsor. Moreover, for

any B ∈ F , B ∩X = Uµ ∩X if and only if π(B) = µ. In particular, if B is a proper closed
subball of Uµ, then π(B) 6= µ.
Then set F/ ∼ admits a partial pXq-definable order defined as:

µ1 / µ2 if and only B1 ∩X ( B2 ∩X where π(B1) = µ1 and π(B2) = µ2.

The set
(
F/ ∼, /

)
is a tree with a maximal element µ0 ∈ acleq(pXq). This class is obtained

by taking the projection of a ball B0 such that B0 ∩X = X. By quantifier elimination (see
Corollary 139) X is a finite union of nice sets, thus such ball B0 exists.

For each µ ∈ F/ ∼, we write P (µ) to denote the set of immediate predecessors of µ (if
they exists). This is

P (µ) := {β ∈ F/ ∼ | β / µ and¬∃z(β / z / µ)}.

If Σgen
Uµ

(x) ∪ {x ∈ X} is inconsistent then P (µ) is finite and has size at least 2. Indeed,

Σgen
Uµ

(x) ∪ {x ∈ X} is consistent if and only if

{x ∈ Uµ} ∪ {x /∈ B | B ⊆ U is a closed ball} ∪ {x ∈ X} is consistent.

Hence, if Σgen
Uµ

(x)∪{x ∈ X} is inconsistent, by compactness we can find finitely many disjoint
closed balls B1, . . . , Bk such that Bi ∩X 6= ∅ and

Uµ ∩X ⊆
⋃
i≤k

Bi



CHAPTER 2. ELIMINATION OF IMAGINARIES IN C((Γ)) 66

Let βi = π(Bi) / µ. Then P (µ) = {βi | i ≤ k} ⊆ acleq(pXq, µ).

We now start looking for the 1-torsor U ∈ acleq(pXq) such that Σgen
U (x) ∪ {x ∈ X} is

consistent.
Let µ0 ∈ acleq(pXq) be the maximal element of (F/ ∼, /), if Σgen

Uµ0
(x)∪{x ∈ X} is consistent,

the torsor Uµ0 satisfies the required conditions. We may assume that Σgen
Uµ0

(x) ∪ {x ∈ X} is

inconsistent, thus it has finitely many predecessors P (µ0) ⊆ acleq(pXq). For each β ∈ P (µ0)
exactly one of the following cases hold:

1. Σgen
Uβ

(x)∪ {x ∈ X} is consistent, then the torsor Uβ satisfies the required conditions of
the claim; or

2. Σgen
Uβ

(x) ∪ {x ∈ X} is inconsistent, and β has finitely many predecessors P (β) ⊆
acleq(pXq, β) ⊆ acleq(pXq).

By iterating this process for each of the predecessors, we build a discrete tree T ⊆ F/ ∼ of
finite ramification.

µ0

µ00 µ01 µ02

µ000 µ001 µ010 µ011 µ011 µ020 µ021 µ022

Hence, it is sufficient to argue that every path in this tree is finite. Suppose by contradiction
that a path is infinite, then we can find an infinite decreasing sequence < γi |i ∈ N > of
elements in F/ ∼ such that Uγ0 = Uµ0 , and:

1. for each i ∈ N, P (γi) is finite and of size at least 2. Given η1 6= η2 ∈ P (γi) we have
that Uη1 ∩ Uη2 = ∅. And Uη1 is a proper subtorsor of Uγi .

2. For each µ ∈ F/ ∼, Uµ ⊆ Uγi for some i ∈ N, or there is some i ∈ N such that Uµ ⊆ Uη
for some η ∈ P (γi)\{γi+1}.
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Uγ0

Uγ1

Uγ2

Uγ3

a

By compactness we can find an element a ∈ M such that a ∈
⋂
i∈N

Uγi . We note that

{Uµ | µ ∈ F/ ∼} is a uniform definable family of 1-torsors. Then we can define the set

D = {x ∈ K | ∃µ ∈ F/ ∼ x ∈ Uµ and a /∈ Uµ},

but this set is not a finite union of nice sets (by the conditions in 2.5), which leads us to a
contradiction.

Proof. If U is a closed 1-torsor, we let c be a realization of Σgen
U (x)∪{x ∈ X}. By Proposition

190 the type p(x) = tp(c/M) ` x ∈ X is pUq-definable. The statement follows as pUq ∈
acleq(pXq).
We may assume that U is an open torsor. We observe that for any realization c � Σgen

U (x)
given a 6= a′ ∈ U((M)) we have that v(c− a) = v(c− a′). Let π := N→ N×N≥1 be a fixed
bijection. We build an increasing sequence of partial consistent types

(
Σk(x) | k ∈ N) by

induction:

• Stage 0: Let Σ0(x) := Σgen
U (x) ∪ {x ∈ X}.

• Stage k+1: Let π(k) = (n, `). At this stage we decide the congruence modulo ∆n+`Γ.
To simplify the notation we will assume that ` ≥ 2, otherwise the argument will follow
in a similar manner (instead of working with `(Γ/∆n) we argue with Γ/∆n). Let

Λk(x) := Σk(x) ∪ {v∆n(x− a)− ρ∆n(β) /∈ `(Γ/∆n) | a ∈ U(M), β ∈ Γ}.

If the partial type Λk(x) is consistent, then we set Σk+1(x) = Λ(x). Otherwise, let

Ai = {µ ∈ Γ/(∆n + `Γ) | Σk(x) ∪ {π`∆n
(v(x− a)) = µ | a ∈ U(M)} | is consistent}.

Ai is a finite set. We set

Σk+1(x) := Σk(x) ∪ {π`∆n
(v(x− a)) = µ | a ∈ U(M)}.
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Let J = {k ∈ N≥1 | Λk(x) is inconsistent }.

Claim 193. For all k ∈ N we have that for any automorphism σ ∈ Aut(M/ acleq(pXq),
σ(Σk(x)) = Σk(x) and if k ∈ J then σ(Ak) = Ak. In particular, Ak ⊆ acleq(pXq) for all
k ∈ J .

Proof. We proceed by induction, for the base case k = 0 the statement follows because pUq ∈
acleq(pXq). We assume that for any σ ∈ Aut(M/pXq) we have that σ(Σk(x)) = Σk(x). We
fix τ ∈ Aut(M/pXq) and we aim to show that τ(Σk+1(x)) = Σ(Σk+1(x)). If Λk(x), then:

τ
(
Σk+1(x)

)
= τ
(
Σk(x) ∪ {v∆n(x− a)− ρ∆n(β) /∈ `(Γ/∆n) | a ∈ U(M), β ∈ Γ}

)
= Σk(x) ∪ {v∆n(x− τ(a))− ρ∆n(τ(β)) /∈ `(Γ/∆n) | a ∈ U(M), β ∈ Γ}
= Σk+1(x).

If Λk(x) is not consistent then k ∈ J . And we first argue that τ(Ak) = Ak. By definition of
Ak, given µ ∈ Ak then

Σk(x) ∪ {π`∆n
(v(x− a)) = µ | a ∈ U(M)} is consistent,

because τ is an isomorphism,

τ
(
Σk(x) ∪ {π`∆n

(v(x− a)) = µ | a ∈ U(M)})
= Σk(x) ∪ {π`∆n

(v(x− τ(a))) = τ(µ) | a ∈ U(M)}
= Σk(x) ∪ {π`∆n

(v(x− a)) = τ(µ) | a ∈ U(M)} is consistent,

hence τ(µ) ∈ Ai. We conclude that τ(Ai) = Ai, and because τ is an arbitrary element in
Aut(M/ acleq(pXq)) we conclude that Ai ⊆ acleq

(
acleq(pXq)

)
= acleq(pXq). In particular,

for any µ ∈ Ai, τ(µ) = µ. Consequently,

τ
(
Σk+1(x)

)
= Σk(x) ∪ {π`∆n

(v(x− τ(a))) = µ | a ∈ U(M)}
= Σk(x) ∪ {π`∆n

(v(x− a)) = µ | a ∈ U(M)} = Σk+1(x), as required.

Let Σ∞(x) :=
⋃
k∈N

Σk(x), by construction this is a consistent partial type acleq(pXq)-

definable and Σ∞(x) ` x ∈ X. By quantifier elimination, Σ∞(x) determines a complete
global type p(x) ` x ∈ X. This type p(x) is acleq(pXq)-definable as Σ∞(x) is.
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Coding definable types

In this subsection we prove that any definable type can be coded in the stabilizer sorts G. Let
x = (x1, . . . , xk) be a tuple of variables in the main field sort. By quantifier elimination any
definable type p(x) over a model K is completely determined by the boolean combinations
formulas of the form:

1. Q1(x) = 0,

2. v∆(Q1(x)) ≤ v∆(Q2(x)),

3. v∆

(
Q1(x)
Q2(x)

)
− k∆ ∈ n(Γ/∆),

4. v∆

(
Q1(x)
Q2(x)

)
= k∆.

where Q1(x), Q2(x),∈ K[X1, . . . , Xk], n ∈ N≥2, ∆ ∈ RJ(Γ), k ∈ Z and k∆ = k ·1∆ where 1∆

is the minimal element of Γ/∆ if it exists. We will approximate such a type by considering
for each l ∈ N the definable vector space Dl/Il, where Dl is the set of polynomials of degree
at most l and Il is the subspace of Dl of polynomials Q(x) such that Q(x) = 0 is a for-
mula in p(x). The formulas of the second kind, essentially give Dl/Il a valued vector space
structure with all the coarsened valuations, while the formulas of the third and forth kind
simply impose some binary relations in the linear order Γ(Dl/Il). This philosophy reduces
the problem of coding definable types into finding a way to code the possible valuations that
could be induced over some power of K while taking care as well for the congruences.

The following is [Joh16, Lemma 3.3].

Fact 194. Let K be any field. Let V be a subspace of Kn then V can be coded by a tuple of
K, and V and Kn/V have a pV q-definable basis.

We start by coding the O-submodules of Kn.

Lemma 195. Let K � T and M ⊆ Kn be a definable O-submodule. Then the code pMq
can be coded in the stabilizer sorts.

Proof. Let V + the span of M and V − the maximal K-subspace of Kn contained in M . By
Fact 194 the subspaces V + and V − can be coded by a tuple c in K, and the quotient vector
space V +/V − admits a c-definable basis. Hence V +/V − can be identified over c with some
power Km. And pMq is interdefinable over c with the code of the image M/V − in Km.
But this image is an O-submodule of Km of type (I1, . . . , Im) ∈ Fm so it admits a code in
Bm(K)/Stab(I1,...,In). So M admits a code in the stabilizer sorts, as required.

Definition 196. [Valued relation] Let K � T , and Γ be its value group. Let V be some
finite dimensional K-vector space and R ⊆ V × V be a definable subset that defines a total
pre-order.We say that R is a valued relation if there is an interpretable valued vector space
structure (V,Γ(V ), val,+) in K such that (v, w) ∈ R if and only if val(v) ≤ val(w).
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In fact, given a relation R ⊆ V × V that defines a total pre-order satisfying that:

• for all v, w ∈ V (v, v + w) ∈ R or (w, v + w) ∈ R,

• for all v ∈ V (v, v) ∈ R,

• for all v, w ∈ V and α ∈ K, if (v, w) ∈ R then (αv, αw) ∈ R.

We can define an equivalence relation ER over V as ER(v, w)↔ (v, w) ∈ R ∧ (w, v) ∈ R.
The set Γ(V ) = V/ER is therefore interpretable in K and we call it as the linear order
induced by R. Let val : V → Γ(V ) be the canonical projection map that sends each vector
to its class. We can naturally define an action of Γ over Γ(V ) as:

+ :

{
Γ× Γ(V ) → Γ(V )

(α, [v]ER) 7→ [av]ER , where a ∈ K satisfying v(a) = α.

This is a well defined map by the third condition imposed overR. The structure (V,Γ(V ), val,+)
is an interpretable valued vector space structure over V and we refer to it as the valued vector
space structure induced by R.

Lemma 197. Let K be a model of T and let R ⊂ Kn ×Kn be a binary relation inducing
a valued vector space structure (Kn,Γ(Kn), val,+) over Kn. Then we can find a basis
{v1, . . . , vn} of Kn such that:

1. It is a separated basis for val, this is given any set of coefficients λ1, . . . , λn ∈ K,

val
(∑
i≤n

λivi
)

= min{v(λi) + val(vi) | i ≤ n}.

2. For each i ≤ n, γi = val(vi) ∈ dcleq(pRq).

Proof. Because the statement we are proving is first order expressible, by Fact 151 we may
assume that K is maximal. We proceed by induction on n. For the base case, note that
K = spanK{1} then γ = val(1) ∈ dcleq(pRq). We assume the statement for n and we want
to prove it for n + 1. Let W = Kn × {0}, valW = v �W , Γ(W ) = {val(w) | w ∈ W}, and
RW = R∩(W×W ). Then (W,Γ(W ), valW ,+) is a valued vector space structure over W and
pRWq ∈ dcleq(pRq). The subspace W admits an ∅-definable basis, so it can be canonically
identified with Kn. By the induction hypothesis we can find {w1, . . . , wn} a separated basis
of W such that valW (wi) ∈ dcleq(pRWq) ⊆ dcleq(pRq). As W is finite dimensional it is
maximal by Lemma 152. By Fact 166 W has the optimal approximation property in Kn+1.
We can therefore define the valuation over the quotient space Kn+1/W as follows:

valKn+1/W :

{(
Kn+1/W

)
→ Γ(Kn)

v +W 7→ max{val(v + w0) | w0 ∈ W}.
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Define RKn+1/W = {(w1 +W,w2 +W ) | valKn+1/W (w1 +W ) ≤ valKn+1/W (w2 +W )}, which
is a valued relation over the quotient space Kn+1/W . As Kn+1/W = Kn+1/(Kn × {0}) is
definably isomorphic over the ∅-set to K, we can find a non zero coset v + W such that
valKn+1/W (v + W ) ∈ dcleq(pRKn+1/Wq) ⊆ dcleq(pRq). Let w∗ ∈ W be a vector where the
maximum of {valKn+1/W (v+w) | w ∈ W} is attained, i.e. valKn+1/W (v+W ) = val(v+w∗).
It is sufficient to show that {w1, . . . , wn, v + w∗} is a separated basis for Kn+1.
Let α ∈ K, we show that for any w ∈ W val((v + w∗) + αw) = min{val(v + w∗), val(αw)}.
If val(v + w∗) 6= val(αw) then val((v + w∗) + αw) = min{val(v + w∗), val(αw)}. So let’s
assume that γ = val(v+w∗) = val(αw), by the ultrametric inequality val((v+w∗)+αw) ≥ γ.
By the maximal choice of w∗, we have that val((v + w∗) + αw) ≤ val(v + w∗) = γ. So
val((v + w∗) + αw) = min{val(v + w∗), val(αw)} as required.

Theorem 198. Let K be a model of T and Γ its value group. Let R be a definable valued
relation over Kn and (Kn,Γ(Kn), val,+) be the valued vector space structure induced by R.
Then pRq is interdefinable with a tuple of elements in the stabilizer sorts and there is an
pRq- definable bijection Γ(Kn) and finitely many disjoint copies of Γ (all contained in Γs,
where s is the number of Γ-orbits over Γ(Kn)).

Proof. As the statement that we are trying to prove is first order expressible, without loss
of generality we may assume that K is maximal. Let R be a valued relation over Kn and let
(Kn,Γ(Kn), val,+) be the valued vector space structure induced by R. By Lemma 197, we
can find a separated basis {v1, . . . , vn} of Kn, such that for each i ≤ n, val(vi) ∈ dcleq(pRq).
Let {γ1, . . . , γs} ⊆ {val(vi) | i ≤ n} be a complete set of representatives of the orbits of Γ
over the linear order Γ(Kn), this is:

Γ(Kn) =
⋃̇
i≤s

Γ + γi.

For each i ≤ s, we define Bi := {x ∈ Kn | val(x) ≥ γi}. Each Bi is an O-submodule of
Kn, so by Lemma 195 pBiq is interdefinable with a tuple in the stabilizer sorts. The valued
vector space structure over Kn is completely determined by the closed balls containing 0,
and each of these ones is of the form αBi for some α ∈ K and i ≤ s. Thus the code pRq is
interdefinable with the tuple (pB1q, . . . , pBsq). We conclude that pRq can be coded in the
stabilizer sorts.
For the second part of the statement, consider the map:f :

⋃̇
i≤sΓ + γi → Γs

α + γi 7→ (0, . . . , 0, α︸︷︷︸
i−th coordinate

, 0, . . . , 0).

As {γ1, . . . , γs} ⊆ dcleq(pRq) this is a pRq-definable bijection between Γ(Kn) to finitely
many disjoint copies of Γ, contained in Γs.
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Theorem 199. Let p(x) be a definable global type in Mn. Then p(x) can be coded in G∪Γeq.

Proof. Let p(x) be a definable global type, and let K be a small model where p(x) is defined.
Let q(x) = p(x) �K it is sufficient to code q(x).

For each ` ∈ N let D` be the space of polynomials in K[X1, . . . , Xn] of degree less or
equal than `. This is a finite dimensional K-vector space with an ∅-definable basis. Let I` :=
{Q(x̄) ∈ D` | Q(x̄) = 0 ∈ q(x̄)}, this is a subspace of D`. Let R` := {(Q1(x), Q2(x)) ∈ D` ×
D` | v(Q1(x)) ≤ v(Q2(x)) ∈ q(x)}, this relation induces a valued vector space structure on
the quotient space V` = D`/I`. Let (V`,Γ(V`), val`,+`) be the valued vector space structure
induced by R` over V`.
For each ∆ ∈ RJ(Γ) and k ∈ Z, a formula of the form v∆(Q1(x)) = v∆(Q2(x)) + k∆

determines a definable relation φk∆ ⊆ Γ(V`)
2, defined as:

(val`(Q1(x)), val`(Q2(x)) ∈ φk∆ if and only if v∆(Q1(x)) = v∆(Q2(x)) + k∆ ∈ q(x).

Similarly, for each ∆ ∈ RJ(Γ), k ∈ Z and n ∈ N≥2 we consider the definable binary relation
ψn,k∆ ⊆ Γ(V`)

2 determined as:

(val`(Q1(x)), val`(Q2(x))) ∈ ψk,n∆ if and only if v∆(Q1(x))− v∆(Q2(x)) + k∆ ∈ n(Γ/∆) ∈ q(x).

Likewise, for each ∆ ∈ RJ(Γ) and k ∈ Z we consider the definable binary relations θk∆ ⊆
Γ(V`)

2 defined as:

(val`(Q1(x)), val`(Q2(x))) ∈ θk∆ if and only if v∆(Q1(x)) < v∆(Q2(x)) + k∆ ∈ q(x).

Let

S` = {φk∆ | ∆ ∈ RJ(Γ), k ∈ Z} ∪ {ψk,n∆ | ∆ ∈ RJ(Γ), k ∈ Z, n ∈ N≥2}
∪ {θk∆ | ∆ ∈ RJ(Γ), k ∈ Z}

We denote as V` = (V`,Γ(V`), val`,+`,S`) the valued vector space over V` with the enriched
structure over the linear order Γ(V`). By quantifier elimination (see Corollary 139), the type
q(x) is completely determined by boolean combinations of formulas of the form:

• Q1(x) = 0,

• v∆(Q1(x)) < v∆(Q2(x)),

• v∆

(
Q1(x)
Q2(x)

)
− k∆ ∈ n(Γ/∆),

• v∆

(
Q1(x)
Q2(x)

)
= k∆.
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where Q1(x), Q2(x),∈ K[X1, . . . , Xk], n ∈ N≥2, ∆ ∈ RJ(Γ), k ∈ Z and k∆ = k · 1∆

where 1∆ is the minimum positive element of Γ/∆ if it exists. Hence the type p(x) is
entirely determined (and determines completely) by the sequence of valued vector spaces
with enriched structure over the linear order (V` | ` ∈ N).
By Fact 194 for each ` ∈ N we can find codes pI`q in the home sort for the I ′`s. After naming
these codes, each quotient space V` = D`/I` has a definable basis, so it can be definably
identified with some power of K. Therefore, without loss of generality we may assume that
the underlying set of the valued vector space with enriched structure V` is some power of K.
By Theorem 198, the relation R` admits a code pR`q in the stabilizer sorts. Moreover, there
is a pR`q definable bijection f : Γ(V`) → Γs, where s ∈ N≥2 is the number of Γ-orbits over
Γ(V`).
In particular, for each ∆ ∈ RJ(Γ), n ∈ N and k ∈ Z the definable relations φk∆, ψk,n∆ and θk∆
are interdefinable over pRq with f(φk∆), f(ψk,n∆ ) and f(θk∆), all subsets of Γ2s. Consequently,
the type q(x) can be coded in the sorts Γ ∪ Γeq, as every definable subset D in some power
of Γ admits a code in Γeq.

Theorem 200. Let K be a valued field of equicharacteristic zero, residue field algebraically
closed and value group with bounded regular rank. Then K admits weak elimination of
imaginaries in the language LG, where the stabilizer sorts are added.

Proof. By Theorem 181, K admits weak elimination of imaginaries down to the sorts G∪Γeq,
where G are the stabilizer sorts. In fact, Hrushovski’s criterion requires us to verify the
following two conditions:

1. the density of definable types, this is Theorem 191, and

2. the coding of definable types, this is Theorem 199.

By Corollary 109 the value group Γ is stably embedded. By Theorem 124, the ordered
abelian group with bounded regular rank Γ admits weak elimination of imaginaries once one
adds the quotient sorts,

{Γ/∆ | ∆ ∈ RJ(Γ)} ∪ {Γ/∆ + nΓ | ∆ ∈ RJ(Γ), n ∈ N≥2}.

We conclude that K admits weak elimination of imaginaries down to the stabilizer sorts
G.

2.6 Elimination of imaginaries for henselian valued

field with dp-minimal value group

Let (K, v) be a henselian valued field of equicharacteristic zero, residue field algebraically
closed and dp-minimal value group. We see K as a multisorted structure in the lan-
guage L̂ extending the language LG (described in Definition 184), where the value group



CHAPTER 2. ELIMINATION OF IMAGINARIES IN C((Γ)) 74

is equipped with the language Ldp described in Subsection 2.2. Let I ′ be the complete fam-
ily of O-submodules of K described in Fact 143. From now on we fix a complete family
F = I ′\{0, K}.

We refer to these sorts as the stabilizer sorts and we denote their union

G = K ∪ k ∪ Γ ∪ {Γ/∆ | ∆ ∈ RJ(Γ)} ∪ {Bn(K)/ Stab(I1, . . . , In) | (I1, . . . , In) ∈ In}

Remark 201. If we work with the complete family I of end-segments given by Remark 138,
each of O-modules in I is definable over the empty set. In this setting we are adding a finite
set of constants Ωn in Γ choosing representatives of nΓ in Γ for each n ∈ N. The results we
obtain in this section will hold in the same manner if we work with this language instead.

Our main goal is the following Theorem.

Theorem 202. Let K be a henselian valued field of equicharacteristic zero, residue field
algebraically closed and dp-minimal value group. Then K eliminates imaginaries in the
language L̂, where the stabilizer sorts are added.

Definition 203. We say that a multi-sorted first order theory T codes finite sets if for every
model M � T , and every finite subset S ⊆ M , the code pSq is interdefinable with a tuple of
elements in M .

The following is a folklore fact (see for example [Poi83]).

Fact 204. Let T be a complete multi-sorted theory. If T has weak elimination of imaginaries
and codes finite sets then T eliminates imaginaries.

In view of Theorem 200 and Fact 204 it is only left to show that any finite set can be
coded in G.

Definition 205. 1. An equivalence relation E on a set X is said to be proper if it has
at least two different equivalence classes. It is said to be trivial if for any x, y ∈ X we
have E(x, y) if and only if x = y.

2. A finite set F is primitive over A if there is no proper non-trivial (pFq ∪A)-definable
equivalence relation on F . If F is primitive over ∅ we just say that it is primitive.

To code finite sets we need numerous smaller results. This section is organized as follows:

1. In the first subsection we analyze the stable and stably embedded multi-sorted structure
V Sk,C , consisting of the k-vector spaces red(s), where s is some O-lattice definable
over C, an arbitrary imaginary set of parameters. This structure has elimination of
imaginaries by results of Hurshovski in [Hru12].

2. In the second subsection we introduce the notion of germ of a definable function f over
a definable type p. We prove that germs can be coded in the stabilizer sorts.
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3. In the third subsection later we show that the code of any O-submodule M ⊆ Kn is
interdefinable with the code of its projection to the last coordinate and the germ of
the function describing each of the fibers. We show that the same statement holds for
torsors.

4. In the forth subsection we prove several results on coding finite sets in the one-
dimensional case, e.g. if F is a primitive finite set of 1-torsors then it can be coded in
G.

5. in the fifth subsection we carry a simultaneous induction to prove that any finite set
F ⊆ Gr can be coded in the stabilizer sorts, and any definable function f : F → G
admits a code in the stabilizer sorts.

6. In the sixth we state the result on full elimination of imaginaries down to the stabilizer
sorts.

The multi-sorted structure of k-vector spaces

By Corollary 109 the residue field k is stably embedded and it is a strongly minimal structure,
because it is an algebraically closed field. This enables us to construct, over any imaginary
base set of parameters C, a part of the structure that naturally inherits stability-theoretic
properties from the residue field. Given a O-lattice s ⊆ Kn we have red(s) = s/Ms is a
k-vector space.

Definition 206. For any imaginary set of parameters C, we let V Sk,C be the many-sorted
structure whose sorts are the k vector spaces red(s) where s ⊆ Kn is an O-lattice of rank n
definable over C. Each sort red(s) is equipped with its k-vector space structure. In addition,
V Sk,C has any C-definable relation on products of the sorts.

Definition 207. A definable set D is said to be internal to the residue field if there is a
finite set of parameters F ⊆ G such that D ⊆ dcleq(kF ).

Each of the structures red(s) is internal to the residue field, and the parameters needed
to witness the internality lie in red(s), so in particular each of the k-vector spaces red(s)
is stably embedded. The entire multi-sorted structure V Sk,C is also stably embedded and
stable, and in this subsection we will prove that it eliminates imaginaries.

Notation 208. We recall that given an O-submodule M of K, we write SM to denote the
end-segment induced by M , i.e.{v(x) | x ∈M}.

We recall some definitions from [Hru12] to show that V Sk,C eliminates imaginaries.

Definition 209. Let t be a theory of fields (possibly with additional structure). A t-linear
structure A is a structure with a sort k for a model of t, and addional sorts (Vi | i ∈ I)
denoting finite-dimensional vector spaces. Each Vi has (at least) a k-vector space structure,
and dimVi <∞. We assume that:
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1. k is stably embedded,

2. the induced structure on k is precisely given by t,

3. The Vi are closed under tensor products and duals.

Moreover, we say it is flagged if for any finite dimensional vector space V there is a flitration
V1 ⊆ V2 ⊆ · · · ⊆ Vn = V by subspaces, with dimVi = i and Vi is one of the distinguished
sorts.

The following is [Hru12, Lemma 5.2].

Lemma 210. If k is an algebraically closed field and A is a flagged k-linear structure, then
A admits elimination of imaginaries.

Notation 211. Let A be an O-module. Let MA = {xa | x ∈ M, a ∈ A} we denote as
red(A) the quotient O-module A/MA.

We observe that red(A) = A/MA is canonically isomorphic to A⊗O k.

Fact 212. Let A ⊆ Kn and B ⊆ Km be O-lattices. Then red(A)⊗kred(B) can be canonically
identified with red(A⊗O B).

Proof. This is a straightforward computation and it is left to the reader.

Remark 213. Given A ⊆ Kn and B ⊆ Km O-lattices, there is some O-lattice C ⊆ Kmn

such that A⊗O B is canonically identified with C. This isomorphism induces as well a one
to one correspondence between red(A⊗O B) and red(C).

Proof. Given Kn and Km two vector spaces, the tensor product Kn ⊗ Km is a K vector
space whose basis is {ei ⊗ ej | i ≤ n, j ≤ m} and it is canonically identified with Knm, via
a linear map φ that extends the bijection between the basis sending ei ⊗ ej to eij. Given
A ⊆ Kn and B ⊆ Km O-lattices, then A ⊗O B is an O-lattice of Kn ⊗Km and we denote
as C = φ(A ⊗O B). This map induces as well an identification between red(A ⊗O B) and
red(C) such that the following map commutes:

A⊗O B C

red(A⊗O B) red(C)

φ

red red

i

Fact 214. Let A ⊆ Kn and B ⊆ Km be O-lattices. Then there is an isomorphism

φ : red(HomO(A,B))→ Homk(red(A), red(B)),

where for any f ∈ HomO(A,B) and a ∈ A:
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φ(f +MHomO(A,B)) :

{
red(A) → red(B)

a+MA 7→ f(a) +MB.

Proof. This is a straightforward computation and it is left to the reader.

Remark 215. Given an O-lattice A ⊆ Kn, then HomO(A,O) can be canonically identified
with some O-module C of Kn. So there is a correspondence between red(HomO(A,O)) and
red(C).

Proof. Let A be an O-lattice of Kn. By linear algebra Kn can be identified with its dual
space (Kn)∗. Let

A∗ = {T ∈ (Kn)∗ | for all a ∈ A, T (a) ∈ O}.

A∗ is canonically identified with HomO(A,O) via the map that sends a transformation
T to T �A. Also A∗ is isomorphic to some O-lattice C of Kn, as there is a canonical
isomorphism between Kn and its dual space. So we have a definable O-isomorphism φ
between HomO(A,O) and C, and this correspondence induces an identification φ̂ between
red(HomO(A,O)) and red(C) making the following diagram commute:

HomO(A,O) C

red(HomO(A,O)) red(C)

φ

red red

φ̄

Remark 216. Let A ⊆ Kn be an O-lattice. There is a sequence of O-lattices < Ai | i ≤ n >
such that < red(Ai) | i ≤ n > is a flag of red(A) and for each i ≤ n, pAiq ∈ dcleq(pAq).

Proof. We proceed by induction on n, the base case is trivial. Let A ⊆ Kn+1, and πn+1 :
Kn+1 → K be the projection into the last coordinate. Let B ⊆ Kn be the O-lattice such
that

ker(πn+1) = B × {0} = A ∩ (Kn × {0}).

We observe that pBq, pπn+1(A)q ∈ dcleq(pAq). By Corollary 168 B is a direct summand of
A, so we have the exact splitting sequence

0→ B → A→ πn+1(A)→ 0.

Consequently,

0→MB →MA→Mπn+1(A)→ 0 and

0→ red(B)→ red(A)→ red(πn+1(A))→ 0
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are exact sequences that split. By the induction hypothesis, there is a sequence {0} ≤ A1 ≤
· · · ≤ An = B such that < red(Ai) | i ≤ n > is a flag of red(B), dim(red(Ai)) = i and
pAiq ∈ dcleq(pBq) ⊆ dcleq(pAq). Let An+1 = A, the sequence < Ai | i ≤ n + 1 > satisfies
the required conditions.

Theorem 217. Let C ⊆ Keq, then V Sk,C has elimination of imaginaries.

Proof. The sorts red(s) where s is a O-lattice of Kn and dcleq(C)-definable form the multi-
sorted structure VSk,C . Each red(s) carries a k-vector space structure. V Sk,C is closed under
tensor operation by Remark 213 and Fact 212. It is closed under duals by Remark 215
and Fact 214. By Remark 216 each sort red(s) where s is an O-lattice admits a complete
filtration by C-definable vector spaces. Therefore, VSk,C is a flagged k-linear structure, so
the statement is immediate consequence of 210.

Germs of functions

In this subsection we show how to code the germ of a definable function f over a definable
type p(x) in the stabilizer sorts.

Definition 218. Let T be a complete first order theory and M � T . Let B ⊆ M and p be
a B-definable type whose solution set is P . Let f be an M-definable function whose domain
contains P . Suppose that f = fc is defined by the formula φ(x, y, c) (so fc(x) = y). We
say that fc and fc′ have the same germ on P if the formula fc(x) = fc′(x) lies in p. By
the definability of p the equivalence relation Eφ(c, c′) that states fc and fc′ have the same
germ on P is definable over B.The germ of fc on P is defined to be the class of c under the
equivalence relation Eφ(y, z), which is an element in M eq. We write germ(f, p) to denote
the code for this equivalence class.

Definition 219. Let p be a global type definable over B and let C a set of parameters. We
say that a realization a of p is sufficiently generic over BC if a � p �BC.

We start proving some results that will be required to show how to code the germs of a
definable function f over a definable type p in the stabilizer sorts.
Let U ⊆ K be a 1-torsor, we recall Definition 189, where we defined the pUq-definable partial
type.

Σgen
U (x) = {x ∈ U} ∪ {x /∈ B | B ( U is a proper subtorsor of U}.

We refer to this type as the generic type of U .
When considering complete extensions of Σgen

U (x) one finds an important distinction between
the closed and the open case. In Proposition 190 we proved that whenever U is a closed
1-torsor then Σgen

U (x) admits a unique complete extension. The open case inherits a higher
level of complexity.



CHAPTER 2. ELIMINATION OF IMAGINARIES IN C((Γ)) 79

Proposition 220. Let U be an open 1-torsor, then any completion of the generic type of U
is pUq-definable.

Proof. Let c � Σgen
U (x), it is sufficient to prove that p(x) = tp(c/M) is pUq-definable. Let

∆ ∈ RJ(Γ), ` ∈ N, β ∈ Γ, k ∈ Z. First, we observe that for any a, a′ ∈ U(M) we have that
v(c− a) = v(c− a′), because c realizes the generic type of U . In particular,

v∆(x−a)−ρ∆(β)+k∆ ∈ `(Γ/∆) ∈ p(x) if and only ifv∆(x−a′)−ρ∆(β)+k∆ ∈ `(Γ/∆) ∈ p(x).

Pick some element δ ∈ Γ such that ρ∆(δ) = k∆, and let µ = π`∆(v(c − a) + δ) ∈ dcleq(∅).
Then, for any a ∈ U(M) we have:

v∆(x− a)− ρ∆(β) + k∆ ∈ `(Γ/∆) ∈ p(x) if and only if π`∆(β) = µ.

If a /∈ U(M), then v(c− a) = v(b− a) for any b ∈ U(M). Hence:

v∆(x− a)− ρ∆(β) + k∆ ∈ `(Γ/∆) ∈ p(x) if and only if

∃b ∈ U
(
v∆(b− a)− ρ∆(β) + k∆ ∈ `(Γ/∆)

)︸ ︷︷ ︸
φ(a,β)

.

Let
ψ(a, β) :=

(
a ∈ U ∧ π`∆(β) = µ

)
∨
(
a /∈ U ∧ φ(a, β)).

Hence,
v∆(x− a)− ρ∆(β) + k∆ ∈ `(Γ/∆) ∈ p(x) if and only if ψ(a, β).

Note that pψ(x, z)q ∈ dcleq(pUq).
We continue showing a dcleq(pUq)-definable scheme for the coset formulas. Let a ∈ U(M)
and consider the definable end-segment Sa = {v(x− a) | x ∈ U}. For any a 6= a′, Sa = Sa′ ,
thus we write S to denote this set. Note that pSq ∈ dcleq(pUq) and let ∆ ∈ RJ(Γ). We
recall that we denote by S∆ the set ρ∆(S), which is a definable end-segment in Γ/∆. If S∆

has a minimum element γ ∈ dcleq(S
∆

) ⊆ dcleq(pSq) then for any a ∈ U(M) we have:

v∆(x− a) = ρ∆(β) + k∆ ∈ p(x) if and only if ρ∆(β) + k∆ = γ.

If S∆ does not have a minimum, then for any a ∈ U(M),

v∆(x− a) = ρ∆(β) + k∆ ∈ p(x) if and only if β 6= β.

Finally, for a /∈ U(M) we have that v(c − a) = v(b − a) for any b ∈ U(M), therefore for
∆ ∈ RJ(Γ) and k ∈ Z we have that:

v∆(x− a) = ρ∆(β) + k∆ ∈ p(x) if and only if ∃b ∈ U
(
v∆(b− a) = ρ∆(β) + k∆

)
.

Consequently, for each quantifier free formula φ(x, y), we have shown the existence of a
formula dφ(y) such that pdφ(y)q ∈ dcleq(pUq) and φ(x, b) ∈ p(x) if and only if � dφ(b). By
quantifier elimination (see Corollary 139), the type p(x) is completely determined by the
quantifer free formulas, we conclude that p(x) is pUq-definable.
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Corollary 221. Let U be a definable 1-torsor, then each completion p(x) of Σgen
U (x) is

pUq-definable.

Proof. This follows immediately by combining Proposition 190 and Proposition 220.

Proposition 222. Let M ⊆ M be a definable O-module and let p(x) be a global type con-
taining the generic type of M . Then p(x) is stabilized additively by M(M) i.e. if c is a
realization of p(x) and a ∈M(M) then a+ c is a realization of p(x).

Proof. Let c be a realization of the type p(x), a ∈M(M) and d = c+ a. As Σgen
M (x) ⊆ p(x),

c ∈ A and c /∈ U for any proper subtorsor U ⊆ A. First we argue that d � Σgen
M (x). Because

A is a O-submodule of K (in particular closed under addition) we have d ∈ A. And if
there is a subtorsor U ( A such that d ∈ U , then c ∈ −a + U ( A contradicting that
c � Σgen

A (x). For any ∆ ∈ RJ(Γ), element z ∈ M(M) and realization b � Σgen
A (x) we have

v∆(z − b) = v∆(b). Thus for any n ∈ N and β ∈ Γ/∆:

v∆(b− z)− β ∈ n(Γ/∆) if and only if v∆(b)− β ∈ n(Γ/∆).

We conclude that d and c must satisfy the same congruence and coset formulas, because c is
a realization of the generic type of M , a ∈M(M) and v∆(d) = v∆(c+ a) = v∆(c− (−a)) =
v∆(c).

Corollary 223. Let M ⊆M be a definable O-module. Let p(x) be a global type containing
the generic type of M . Let a ∈ M(M), then a is the difference of two realizations of p(x)
i.e. we can find c, d � p(x) such that a = c− d.

Proof. Let c be a realization of p(x) and fix a ∈ M(M). By Proposition 222, d = c − a is
also a realization of p(x). The statement now follows because a = c− d.

Proposition 224. Let (I1, . . . , In) ∈ In, for every O-module M of type (I1, . . . , In) we can
find a type pM(x̄1, . . . , x̄n) ∈ Sn×n(K) such that:

1. pM(x) is definable over pMq,

2. A realization of pM(x) is a matrix representation of M . This is if (d̄1, . . . , d̄n) � pM(x)
then [d̄1, . . . , d̄n] is a representation matrix for M .

Proof. Let M be the monster model.

Step 1: We define a partial type Σ(I1,...,In) satisfying condition i) and ii) for the canonical
module C(I1,...,In). Such a type is left-invariant under the action of Stab(I1, . . . , In).

We consider the set J = {(i, j) | 1 ≤ i, j ≤ n} , and we equip it with a linear order
defined as:

(i, j) < (i′, j′) if and only if j < j′ or j = j′ ∧ i′ > i.
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And we consider an enumeration of J = {v1, . . . , vn2} such that v1 < v2 < · · · < vn2 . By
Proposition 188

Stab(I1,...,In) = {((ai,j)1≤i,j≤n ∈ Bn(K) | aii ∈ O×∆SIi

∧ aij ∈ Col(Ii, Ij) for each 1 ≤ i < j ≤ n }.

Hence, for each 1 ≤ m ≤ n2 let:

pvm(x) =


tp(0) if vm = (i, j) where 1 ≤ j < i ≤ n,

Σgen
O∆SIi

(x) if vm = (i, i) for some 1 ≤ i ≤ n,

Σgen
Col(Ii,Ij)

(x) if vm = (i, j) where 1 ≤ i < j ≤ n.

Consider the partial definable type ΣC(I1,...,In)
= pvn2 ⊗ · · · ⊗ pv1 . Given a realization of this

type (bvn2 , . . . , bv1) � ΣC(I1,...,In)
let

B =

bvn bv2n . . . bvn2

...
...

...
...

bv1 bvn+1 . . . bvn(n−1)+1


By construction B is an upper triangular matrix such that (B)i,j ∈ Col(Ii, Ij) for 1 ≤
i < j ≤ n and (B)ii ∈ O×∆SIi

, thus its column vectors constitute a basis for the canon-

ical module. To check left invariance, it is sufficient to take A ∈ Stab(I1,...,In)(M) and
argue that for each 1 ≤ m ≤ n2 the element (AB)vm is a realization of generic type
pvm sufficiently generic over M ∪ {(AB)vk | k < m}. Suppose that vm = (i, j), then

(AB)vm = (AB)ij =

j∑
k=i

aikbkj = aiibij + · · ·+ aijbjj.

In the fixed enumeration we guarantee that bij is chosen sufficiently generic over M ∪
{bkj | i < k ≤ j}. For each i < k ≤ j, aikbkj ∈ Col(Ii, Ij), thus we have that v(aiibij) =
v((AB)ij). Consequently, (AB)ij is a realization of pvm generic over M together with all the
elements bkl where (k, l) appears earlier in the enumeration than (i.j).
Step 2: For any O-module M ⊆ Kn of type (I1, . . . , In) there is an pMq-definable type pM ,
such that any realization of pM is a representation matrix for M .
Let T = Mn →Mn be a linear transformation whose representation matrix is upper trian-
gular and T sends the canonical module C(I1,...,In) to M . And let ΣM = T (ΣC(I1,...,In)

), its
definition is independent from the choice of T , because given two linear transformations with
upper triangular representation matrices [T ] and [T ′] which send the canonical O-module of
type (I1, . . . , In) to M , we have that [T ′]−1[T ] ∈ Stab(I1,...,In) and the type ΣC(I1,...,In)

is left
invariant under the action of such group. Thus, ΣM is pMq-definable and given B � ΣM ,
the type tp(B/M) is still pMq-definable by Corollary 221.
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Theorem 225. Let X be a definable subset of Kn and let p(x) ` x ∈ X be a global type
definable over pXq. Let f = X → G be a definable function. Then the p-germ of f is coded
in G over pXq.

Proof. We first assume that f : X → Bn(K)/ Stab(I1,...,In). Let

B = dclG(germ(f, p), pXq) = dcleq(germ(f, p), pXq) ∩ G.

Suppose that f is c-definable, and let q = tp(c/B) and Q be its set of realizations. Fix some
c′ ∈ Q. We denote by f ′ the function obtained by replacing the parameter c by c′ in the
formula defining f . Let M be a small model containing Bcc′.

Step 1: For any realization a � p(x) �M we have f(a) = f ′(a).
Let a be a realization of p(x) �M . Let uf(a)(y) be the definable type over pf(a)q given by
Proposition 224. Given any realization d = (d̄1, . . . , d̄n) � uf(a)(y), [d̄1, . . . , d̄n] is a repre-
sentation matrix for the module f(a). In particular, f(a) = ρ(I1,...,Ik)(d̄1, . . . , d̄k)) ∈ dcleq(d).
Let d be a realization of uf(a)(y) �M and let r(x,y) = tp(a,d/M), then the type r(x,y) is
B-definable, and therefore B-invariant.

Because tp(c/B) = tp(c′/B) we can find an automorphism σ ∈ Aut(M/B) sending
c to c′. Then uf ′(a) = σ(uf(a)), which is a definable type over pf ′(a)q. Let d′ be a re-
alization of uf ′(a) �M . Let r′(x,y) = tp(a,d′/M), then σ(r(x,y)) = r′(x,y) = r(x,y)
by the B-invariance of r(x,y), so tp(a,d/M) = tp(a,d′/M). Since f(a) ∈ dcleq(d) and
f ′(a) ∈ dcleq(d′), we must have that tp(a, f(a)/M) = tp(a, f ′(a)/M) and since f and f ′ are
both definable over M this implies that f(a) = f ′(a).

Step 2: The germ(f, p) is coded in the stabilizer sorts G over pXq.
Firstly, note that for any a � p(x) �Bcc′ it is the case that f(a) = f ′(a). In fact, by Step 1
f(x) = f ′(x) ∈ tp(a/M) and f(x) = f ′(x) is a formula in tp(a/Bcc′). Then f and f ′ both
have the same p-germ. Since p(x) is definable over B = dclG(B) the equivalence relation E
stating that f and f ′ have both the same p-germ is B-definable. Since for any realization
a � p(x) �Bcc′ it is the case that f(a) = f ′(a), the class E(x, c) is B-invariant, therefore
germ(f, p) is definable over B = dclG(B).

We continue arguing that the statement for f = X → Bn(K)/ Stab(I1,...,In) is suffi-
cient to conclude the entire result. For each ∆ ∈ RJ(Γ) there is a canonical isomorphism
Γ/∆ ∼= K×/O×∆, where O∆ is the valuation ring of the coarsened valuation v∆ induced by
∆. The functions whose image lie in Γ/∆ are being considered in the previous case, because
Stab(O∆) = O×∆. By Proposition 173 any definable function f = X → k = O/M can be
seen as a function whose image lies in B2(K)/ Stab(M,O).
It is only left to consider the case where the target set is K. The proof follows in a
very similar manner as the case for f : X → Bn(K)/ Stab(I1,...,In). Let a � p(x). We
let a � p(x) and let r(x, y) := tp(a, f(a)/M), this is a B-definable type by Theorem
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199, in particular B-invariant. Likewise, r′(x, y) := tp(a, f ′(a)/M) is B-invariant, thus
tp(a, f(a)/M) = tp(a, f ′(a)/M). Since f and f ′ are both definable over M , this implies that
f(a) = f ′(a). The rest of the proof follows exactly as in the second step.

Some useful lemmas

In this subsection we prove several lemmas that will be required to code finite sets.

Notation 226. Let U ⊆ K be a 1- torsor, U = a+ bI where I ∈ I. Let A = bI, we consider
the definable equivalence relation over U given by: E(b, b′) if and only if b − b′ ∈ MA. We
write red(U) to denote the definable quotient U/E.
We write pU(x) to denote some type centered in U extending the generic type of U Σgen

U (x)
which is pUq-definable. If U is closed such type is unique (see Proposition 190) and for
the open case there are several choices for this type, but all of them are pUq -definable by
Proposition 220.

Lemma 227. Let F = {B1, . . . , Bn} be a primitive finite set of 1- torsors. Let W =
{{x1, . . . , xn} | xi ∈ Bi}, and W ∗ = {p{x1, . . . , xn}q | {x1, . . . , xn} ∈ W} Then there is
a pW ∗q- definable type q concentrated on W ∗. Furthermore, given b∗ a realization of q
sufficiently generic over a set of parameters C, if we take B the finite set coded by b∗, then
if b ∈ B is the element that belongs to Bi then bi is a sufficiently generic realization of some
type pBi(x), which is pBiq-definable and extends the generic type of Bi. Lastly, the types
pBi(x) are compatible under the action of Aut(M/pFq) meaning that if σ ∈ Aut(M/pFq)
and σ(Bi) = Bj then σ(pBi(x)) = pBj(x).

Proof. We focus first on the construction of the type q, and later we show that it satisfies
the required conditions. Suppose that each 1-torsor Bi = ci + biIi for some Ii ∈ I. By
transitivity all the balls are of the same type I ∈ I and for all 1 ≤ i, j ≤ n we have that
v(bi) = v(bj). Hence, we may assume that each Bi is of the form ci + bI for some fixed
ci, b ∈ K and I ∈ I. We argue by cases:

1. Case 1: All the 1-torsors Bi are closed.
For each i ≤ n, let pBi(x) be the unique pBiq-definable type given by Proposition
190. Define r(x1, . . . , xn) = pB1(x1) ⊗ · · · ⊗ pBn(xn), this is pW ∗q-definable type. Let
(a1, . . . , an) � r(x1, . . . , xn) and let q = tp(p{a1, . . . , an}q/M). This type is well defined
independently of the choice of the order, because each type pBi(x) is generically stable,
thus it commutes with any definable type by [Sim15][Proposition 2.33]. The type q is
pW ∗q-definable and centered at W ∗.

2. Case 2: All the 1-torsors Bi are open, i.e. I ∈ I\{O}.
Let SbI = v(b) + SI = {v(b) + v(x) | x ∈ I}, this is a definable end-segment of Γ with
no minimal element. Let r(y) be the pSbIq definable type given by Fact 137, extending
the partial generic type Σgen

SbI
(y). Fix elements a = {a1, . . . , an} ∈ W (M) and δ � r(y),

we define C(a, δ) = {C1(a), . . . , Cn(a)}, where each Ci(a) is the closed ball around ai
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of radius δ. For each i ≤ n we take pCi(a)(x) the unique extension of the generic type
of Ci(a) given by Proposition 190, this type is pCi(a)q-definable. Let qaδ be the sym-
metrized generic type of C1(a)×· · ·×Cn(a), i.e. we take tp(p{b1, . . . , bn}q/Mδ) where
(b1, . . . , bn) is a realization of the generically stable type pC1(a) ⊗ · · · ⊗ pCn(a). Let qa

be the definable global type satisfying that d � qa if and only if there is some δ � r(y)
and d � qaδ .

Claim 228. The type qa does not depend on the choice of a.

Proof. Let a′ = {a′1, . . . , a′n} ∈ W (M) and δ � r(y). For each i ≤ n, ai, a
′
i ∈ Bi meaning

that ai − a
′
i ∈ bI i.e. v(ai − a′i) ∈ SbI = v(b) + SI and note that v(ai − a′i) ∈ Γ(M).

By construction, δ ∈ SbI and δ < v(ai−a′i), thus the closed ball of radius δ concentrated
on ai is the same closed ball of radius δ concentrated on a′i. As the set of closed balls
C(a, δ) = C(a′, δ) we must have that qaδ = qa

′

δ , and since this holds for any δ � r(y) we
conclude that qa does not depend on the choice of a and we simply denote it as q.

This type q is pW ∗q-definable and it is centered in W ∗. This finalizes the construction
of the type q that we are looking for.

We continue checking that the type q that we have constructed satisfies the other properties
that we want. In both cases, by construction, if b∗ is a sufficiently generic realization of
q over C and B is the finite set coded by b∗ if we take bi the unique element of B that
lies on Bi then bi realizes the generic type Σgen

Bi
(x). By Corollary 221, the type tp(bi/M)

is pBiq-definable. If the torsors are closed, then the types pBi(x) are all compatible under
the action of Aut(M/pFq) as there is a unique complete extension of the generic type of
Bi, this is guaranteed by Proposition 190. We now work the details for the open case, let’s
fix σ ∈ Aut(M/pFq) and assume that σ(Bi) = Bj. The type r(y) is pFq-definable, thus
σ(r(y)) = r(y). By construction, for all k ≤ n the type pBk(x) that we are fixing is the
unique extension of generic type of some closed ball Cδ(ak) where ak ∈ Bi and δ � r(y). And
for any a, a′ ∈ Bi and δ, δ′ � r(y), Cδ(a) = Cδ′(a

′). If σ(Bi) = Bj, then σ(bi) ∈ Bj and

σ(Cδ(bi)) = Cσ(δ)(σ(bi)) = Cδ(bj).

By Proposition 190 there is a unique complete extension of the generic type of the closed
ball Cδ(ak) for each k ≤ n, thus σ(pBi(x)) = pBj(x) as desired.

Notation 229. Let M ⊆ Kn be a non-trivial definable O-module and let Z = d̄ + M
be a torsor. Let πn = Kn → K be the projection into the last coordinate. Consider the
function that describes the fiber in Z of each element at the projection, this is hZ(x) = {y ∈
Kn−1 | (y, x) ∈ Z}.

Fact 230. Let M be a O-submodule of Kn. Then for any x, z ∈ πn(M) we have that

hM(x) + hM(y) = hM(x+ y).
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Furthermore, if Z = b̄ + M ∈ Kn/M is a torsor, then for any d1, d2 ∈ πn(Z) we have that
d1 − d2 ∈ πn(N) and:

hN(d1 − d2) = hZ(d1)− hZ(d2).

Proof. This is a straightforward computation and it is left to the reader.

Lemma 231. Let n ≥ 2 be a natural number and M ⊆ Kn be a definable O-submodule.
Then pMq is interdefinable with (pπn(M)q, germ(hM , pπn(M))), where pπn(M) is any complete
extension of the generic type of πn(M).

Proof. Let M1 and M2 be O-modules of the same type. Suppose that A = πn(M1) = πn(M2),
and germ(hM1 , pA) = germ(hM2 , pA). We must show that M1 and M2 are the sameO-module.

Let c be a realization of the type pA(x) sufficiently generic over pM1qpM2q and d =
c − y. By Proposition 222 d is a realization of pA(x) sufficiently generic over pM1qpM2q,
and y = c − d. As germ(hM1 , pA) = germ(hM2 , pA), we have that hM1(c) = hM2(c) and
hM1(d) = hM2(d). By Fact 230, hM1(y) = hM1(c) − hM1(d) = hM2(c) − hM2(d) = hM2(y).
Consequently, M1 = M2 as desired.

Corollary 232. Let n ≥ 2 be a natural number and N ⊆ Kn be a definable O-submodule.
Let Z = b̄+N be a torsor, then pZq is interdefinable with (pπn(Z)q, germ(hZ , pπn(Z))), where
pπn(Z) is any global type containing the generic type of πn(Z).

Proof. We first show that pZq is interdefinable with
(
pπn(Z)q, pNq, germ(hZ , pπn(Z))

)
. Let

Z1 = b̄1 + N and Z2 = b̄2 + N torsors, and suppose that A = πn(Z1) = πn(Z2). Let c
be a realization of the type pA(x) sufficiently generic over pZ1qpZ2q, then hZ1(c) = hZ2(c).
If Z1 6= Z2, then they must be disjoint because they are different cosets of N . But if
hZ1(c) = hZ2(c) then Z1 ∩ Z2 6= ∅, so Z1 = Z2.
We continue showing that N is definable over (pπn(Z)q, germ(hZ , pπn(Z))). We will find a
global type pπn(N)(x) extending the generic type of πn(N) such that

(pπn(N)q, germ(hN , pπn(N))) ∈ dcleq(pπn(Z)q, germ(hZ , pπn(Z))).

By Lemma 231, this guarantees that pNq ∈ dcleq(pπn(Z)q, germ(hZ , pπn(Z))).
First, let y′ ∈ πn(Z), then πn(N) = {y − y′ | y ∈ πn(Z)}. As this definition is independent
from the choice of y′, we have pπn(N)q ∈ dcleq(pπn(Z)q).

Claim 233. Let q(x2, x1) = pπn(Z)(x2)⊗ pπn(Z)(x1) and (d2, d1) � q(x2, x1).
Then Σgen

πn(N)(y) ⊆ tp(d2 − d1/M).

Proof. We proceed by contradiction and we assume the existence of some proper M-definable
subtorsor B ⊆ πn(N) such that d2 − d1 ∈ B. Then d2 ∈ d1 + B ( πn(Z), and d1 + B is a
proper Md1-definable torsor of πn(Z), but this contradicts that d2 is a sufficiently generic
realization of Σgen

πn(Z)(x) over Md1.
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Let pπn(N)(x) = tp(d2 − d1/M), we observe that such type is independent of the choices
of d1 and d2 as the congruence and coset formulas are completely determined in the type
q(x2, x1).
It is only left to show that germ(hN , pπn(N)) ∈ dcleq(pπn(Z)q, germ(hZ , pπn(Z))).
Let σ ∈ Aut(M/(pπn(Z)q, germ(hZ , pπn(Z)))), we will show that hN(x) = hσ(N)(x) ∈ pπn(N)(x).
Because pπn(N)(x) is pπn(N)q-definable then σ(pπn(N)(x)) = pπn(N)(x). As σ(germ(hZ , pπn(Z))) =
germ(hZ , pπn(Z)), then hZ(x) = hσ(Z)(x) ∈ pπn(Z). Let C = {pZq, pσ(Z)q, pNq, pσ(N)q}. In
particular, if d1 � pπn(Z) �C and d2 � pπn(Z) �Cd1 then hZ(d1) = hσ(Z)(d1) and hZ(d2) =
hσ(Z)(d2). By Fact 230,

hN(d2 − d1) = hZ(d2)− hZ(d1) = hσ(Z)(d2)− hσ(Z)(d1) = hσ(N)(d2 − d1).

Consequently σ(germ(hN , pπn(N))) = germ(hN , pπn(N)). Because σ is arbitrary, we conclude
that

germ(hN , pπn(N)) ∈ dcleq(pπn(Z)q, germ(hZ , pπn(Z))), as required.

Some coding lemmas

Lemma 234. Let A be a definable O-lattice in Kn and U ∈ Kn/A be a torsor. Let B be
the O-lattice in Kn+1 that is interdefinable with U (given by Proposition 173).Then there is
a pUq- definable injection :

f =

{
red(U) → red(B)

b+MA 7→ (b, 1) +MB.

Proof. We recall how the construction of B was achieved. Given any d̄ ∈ U , we can represent

B = A2 +

[
d̄
1

]
O, where A2 = {0} × A. This definition is independent from the choice of

d̄. We consider the pUq definable injection φ = U → B that sends each element b̄ to

[
b̄
1

]
.

The interpretable sets red(U) and red(B) = B/MB are both pUq-definable. It follows by a

standard computation that for any b, b′ ∈ U , b− b′ ∈ MA if and only if

[
b
1

]
−
[
b′

1

]
∈ MB.

This shows that the map f is a pUq-definable injection.

Lemma 235. Let F be a primitive finite set of 1-torsors, then F can be coded in G.

Proof. If |F | = 0 or |F | = 1 the statement follows clearly. So we may assume that |F | > 1.
By primitivity all the torsors in F are translates of the same O-submodule of K. Indeed,
there are some b ∈ K and I ∈ I that for any t ∈ F there is some at ∈ K satisfying t = at+bI.
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Moreover, there is some δ /∈ v(b) +SI such that for any two different torsors t, t′ ∈ F if x ∈ t
and y ∈ t′ then v(x− y) = δ. Let T =

⋃
t∈F

t. We define

JF = {Q(x) ∈ K[x] | Q(x) has degree at most |F | and for all x ∈ T ,

v(Q(x)) ∈ v(b) + (|F | − 1)δ + SI}.

Step 1: pJFq is interdefinable with pFq.
Observe that JF is definable over pFq, because v(b), pTq, δ lie in dcleq(pFq). Hence, it is
sufficient to prove that we can recover F from JF . For this we will show that given a monic
polynomial Q(x) ∈ K[x] with exactly |F |-different roots in K each of multiplicity one, we
have that Q(x) ∈ JF if and only if Q(x) satisfies all the following condition:

Condition: Let {β1, . . . , β|F |} ⊆ K be the set of all the roots of Q(x) (note that all of them
are different). For each 1 ≤ i ≤ |F | there is some t ∈ F such that βi ∈ t. And all the roots of
Q(x) lie in different torsors, i.e. if i 6= j, take t, t′ ∈ F such that βi ∈ t and βj ∈ t′ then t 6= t′.

We first show that a monic polynomial Q(x) with exactly |F |-different roots in K each
of multiplicity one satisfying the condition above belongs to JF . Let R = {β1, . . . , β|F |} ⊆ K
the set of all the (different) roots of Q(x). Let x ∈ T , then there is some t ∈ F such that
x ∈ t. Let βi be the root of Q(x) that belongs to t, then x, βi ∈ t, so v(x− βi) ∈ v(b) + SI .
For any other index j 6= i, let t′ ∈ F be such that βj ∈ t′, because t 6= t′, v(x − βj) = δ.
Summarizing we have:

v
(
Q(x)

)
= v
( ∏
k≤|F |

(x− βk)
)

= v(x− βi)︸ ︷︷ ︸
∈v(b)+SI

+
∑
j 6=i

v(x− βj)︸ ︷︷ ︸
=(|F |−1)δ

∈ v(b) + (|F | − 1)δ + SI .

Consequently, Q(x) ∈ JF . For the converse, let Q(x) ∈ JF be a monic polynomial with ex-
actly |F |-different roots R = {β1, . . . , β|F |} ⊆ K. We show that Q(x) satisfies the condition,
i.e. each root belongs to some torsor t ∈ F and any two different roots belong to different
torsors of F .

Claim 236. Given any torsor t ∈ F , there is a unique root β ∈ R such that for all elements
x ∈ t, v(x− β) > δ.

Proof. Let t ∈ F be a fixed torsor. We first show the existence of some root β ∈ R such that
for any x ∈ t, we have v(x − β) > δ. We argue by contradiction, so let t ∈ F and assume
that there is no root β ∈ B such that v(x−β) > δ for all x ∈ t. Then for each element x ∈ t
we have:

v(Q(x)) = v
( ∏
i≤|F |

(x− βi)
)

=
∑
i≤|F |

v(x− βi) ≤ |F |δ.
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In this case Q(x) /∈ JF , because |F |δ /∈ v(b)+(|F |−1)δ+SI as δ /∈ v(b)+SI . This concludes
the proof for existence.
For uniqueness, let {t1, . . . , t|F |} be some fixed enumeration of F . Let βi ∈ R be such that
for all x ∈ ti we have v(x − βi) > δ. We first argue that for any i 6= j, we must have that
βi 6= βj. Suppose by contradiction that βi = βj = β, and let x ∈ ti and y ∈ tj, then:

δ = v(x− y) = v((x− β) + (β − y)) ≥ min{v(x− β), v(y − β)} > δ.

The uniqueness now follows because |F | = |R|.

By Claim 236, we can fix an enumeration {ti | i ≤ |F |} of F such that for any x ∈ ti,
v(x− βi) > δ. We note that if j 6= i, then for any x ∈ ti we have that v(x− βj) = δ. In fact,
fix some y ∈ tj, as v(y − βj) > δ we have:

v(x− βj) = v((x− y) + (y − βj)) = min{v(x− y)︸ ︷︷ ︸
=δ

, v(y − βj)︸ ︷︷ ︸
>δ

} = δ.

Claim 237. For each i ≤ |F | we have that βi ∈ ti.

Proof. We fix some i ≤ |F |. Thus, for any x ∈ ti:

v(Q(x)) = v
( ∏
k≤|F |

v(x− βk)
)

= v(x− βi) +
∑
j 6=i

v(x− βj) = v(x− βi) + (|F | − 1)δ.

Because Q(x) ∈ JF , we must have that v(x − βi) ∈ v(b) + SI . Thus βi ∈ ti. Moreover, by
construction, if i 6= j then ti 6= tj.

Step 2: F admits a code in the geometric sorts.
By the first step F is interdefinable with JF . The latter one is an O-module, so by Lemma
195 it admits a code in the stabilizer sorts G.

Lemma 238. Let F be a primitive finite set of 1-torsors such that |F | > 1. There is a pFq-
definable O-lattice s ⊆ K2 and an pFq-definable injective map g = F → VSk,psq.

Proof. Let F be a primitive finite set of 1-torsors. By primitivity, there is some d ∈ K and
I ∈ I such that for any t ∈ F there is some at ∈ K satisfying t = at +dI. Moreover, there is
some δ ∈ Γ\(v(d) + SI) such that for any pair of different torsors t, t′ ∈ F , and x ∈ t, y ∈ t′

we have v(x− y) = δ. Let T =
⋃
t∈F

t, and take elements c ∈ T and b ∈ K such that v(b) = δ.

Let U = c + bO. Then U is the smallest closed 1-torsor that contains all the elements of
F . Note that U is definable over pFq. Let h be the map sending each element of F to the
unique class that contains it in red(U). By construction, such a map must be injective and it
is pFq-definable. Let s be the O-lattice in K2, whose code is interdefinable with pUq (given
by Proposition 173). By Lemma 234 there is a psq-definable injection f : red(U)→ red(s).
Let g = f ◦ h, the composition map g = F → VSk,psq satisfies the required conditions.



CHAPTER 2. ELIMINATION OF IMAGINARIES IN C((Γ)) 89

Lemma 239. Let F be a finite set of 1-torsors and let f : F → G be a definable function.
Suppose that F is primitive over pfq, then:

1. for any set of parameters C if f(F ) ⊆ V Sk,C then f is coded in G over C,

2. if f(F ) ⊆ K then f is coded in G,

3. if f(F ) is a finite set of 1-torsors of the same type I ∈ I. Then f is coded in G.

Proof. In all the three cases, we may assume that |F | > 1, otherwise the statement clearly
follows. Also, by primitivity of F over pfq, f is either constant or injective. If it is constant
and equal to c, the tuple (pFq, c) is a code for f . By Lemma 235 pFq admits a code in G,
so (pFq, c) is interdefinable with a tuple in the stabilizer sorts. In the following arguments
we assume that f is an injective function and that |F | ≥ 2.

1. By Lemma 235 pFq ∈ G. Let s be the O-lattice of K2 and g : F → V Sk,Cpsq the
injective map given by Lemma 238. Both s and g are pFq-definable. Let F ∗ = g(F ) ⊆
V Sk,Cpsq, the map f ◦ g−1 : F ∗ → V Sk,Cpsq can be coded in G by Theorem 217. Hence,
the tuple (pf ◦g−1q, pFq) is a code of f over C, because g is a pFq-definable bijection,
and (pf ◦ g−1q, pFq) is interdefinable with a tuple of elements in G.

2. Let D = f(F ) ⊆ K, this is a finite set in the main field so it can be coded by a
tuple d of elements in K. Because F is primitive over pfq, then D is a primitive
set. Thus, there is some δ ∈ Γ such that for any pair of different elements x, y ∈ D
v(x− y) = δ. Let b ∈ K be such that v(b) = δ, take x ∈ D and let U = x+ bO, this is
the smallest closed 1-torsor containing D. The elements of D all lie in different classes
of red(U) and let g : D → red(U) be the definable map sending each element x ∈ D
to the unique element in red(U) that contains x. Both U and g are pDq-definable,
and therefore d-definable. By Proposition 173, there is an O-lattice s ⊆ K2, whose
code is interdefinable with pUq. Let h : red(U) → red(s) the pUq- definable injective
map given by Lemma 234. Both U and h are d-definable. By (1) of this statement
the function h ◦ g ◦ f : F → V Sk,psq can be coded in G. Since f and h ◦ g ◦ f are
interdefinable over d, the statement follows.

3. Let D = f(F ) then D must be a primitive set of 1-torsors because F is primitive over
pfq (in particular, there are I ∈ I and b ∈ K and elements at ∈ K such that for each
t ∈ f(F ) we have t = at + bI). By Lemma 235, we may assume pDq is a tuple in the
stabilizer sorts. Let s ⊆ K2 and g : D → red(s) ⊆ V Sk,psq the injective map given
by Lemma 238. Both s and g are pDq-definable. By part (1) of this statement the
composition g ◦ f can be coded in G, and as g is a pDq-definable bijection the tuple
(pg ◦ fq, pDq) is interdefinable with pfq.
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Coding of finite sets of tuples in the stabilizer sorts

We start by recalling some terminology from previous sections for sake of clarity.

Notation 240. Let M ⊆ Kn be an O-module, and (I1, . . . , In) ∈ I be such that M ∼= ⊕i≤nIi.
For any torsor Z = d̄+M ∈ Kn/M we say that Z is of type (I1, . . . , In) and it has complexity
n. We denote by πn : Kn → K the projection to the last coordinate and for a torsor
Z = d̄+M ∈ Kn/M we write as AZ = πn(Z). We recall as well the notation introduced in
229 for the function that describes the fiber in Z of each element at the projection, this is
hZ(x) = {y ∈ Kn−1 | (y, x) ∈ Z}.

Definition 241. Let F be a finite set of torsors, the complexity of F is the maximum
complexity of the torsors t ∈ F .

The following is a very useful fact that we will use repeatedly.

Fact 242. Let F be a finite set of torsors, then there is a finite set F ′ ⊆ G such that pFq
and pF ′q are both interdefinable. In particular, any definable function f : F → P , where P
is a finite set of torsors or P ⊆ G, is interdefinable with a fuction g : F ′ → G, where F ′ ⊆ G.

Proof. The statement follows immediately by Proposition 173.

The main goal of this section is the following theorem.

Theorem 243. For every m ∈ N≥1 the following hold:

• Im: For every r > 0 and finite set F ⊆ Gr of size m then pFq is interdefinable with a
tuple of elements in G.

• IIm: For every F ⊆ G of size m and f : F → G a definable function, then pfq is
interdefinable with a tuple in G.

We will prove this statement by induction on m, we note that for m = 1 the statements
Im and IIm follow trivially. We now assume that Ik and IIk hold for each k ≤ m and we
want to show Im+1 and IIm+1. In order to keep the steps of the proof easier to follow we
break the proof into some smaller steps. We write each step as a proposition to make the
document more readable.

Proposition 244. Let F be finite set of torsors of size at most m+ 1, then pFq is interde-
finable with a tuple of elements in G. Furthermore, any definable function f : S → F , where
S is a finite set of at most m+ 1-torsors and F is a finite set of torsors can be coded in G.

Proof. We will start by proving the following statements by a simultaneous induction on n:

• An: Any set F of torsors of size at most m+ 1 of complexity at most n can be coded
in G.
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• Bn : Every definable function f : S → F , where S is a finite set of at most m+1-torsors
and F is a finite set of torsors of complexity at most n can be coded in G.

We observe first that we may assume in An that F is a primitive set of size m+1. If |F | ≤ m
the statement follows immediately by Fact 242 combined with Ik for each k ≤ m. So we
may assume that F has m+ 1 elements. If F is not primitive, then we can find a non trivial
equivalence E relation definable over pFq, and let C1, . . . , Cl be the equivalence classes. For
each i ≤ l |Ci| ≤ m, by Fact 242 and because Ik holds for each k ≤ m pCiq is interdefinable
with a tuple ci of elements in G. Because l ≤ m and Il holds, we can find a code c in the
stabilizer sorts of the set {c1, . . . , cl}. The code pFq is interdefinable with c ∈ G.
Likewise, for Bn we may assume that S is primitive over pfq. Otherwise, there is a

(
pfq ∪

pSq
)
-definable equivalence relation E on S and let C1, . . . , Cl be the equavalence classes of

this relation. For each i ≤ l, |Ci| ≤ m and let fi = f �Ci . By Fact 242, for each i ≤ l pfiq
is interdefinable with a map gi : Si → G where Si ⊆ G and |Si| ≤ m. Because IIk holds for
each k ≤ m, fi admits a code ci in G. Because Il holds, we can find a code c for the finite
set {c1, . . . , cl}. The codes pfq and c are interdefinable.
We continue arguing for the base case n = 1. The statement A1 holds by Lemma 235, while
B1 is given by (3) of Lemma 239. We now assume that An and Bn hold and we prove An+1

and Bn+1.
First we prove that An+1 holds. Let F be a primitive finite set of torsors of size m + 1. By
primitivity all the torsors in F are of the same type. For each Z ∈ F we write AZ to denote
the projection of Z into the last coordinate. By primitivity of F the projections to the last
coordinate are either all equal or all different. We argue by cases:

1. Case 1: All the projections are equal, i.e. A = AZ for all Z ∈ F .

Proof. For each x ∈ A, the set of fibers {hZ(x) | Z ∈ F} is a finite set of torsors
of size at most m + 1 of complexity at most n. By the induction hypothesis An it
admits a code in the stabilizer sorts. By compactness we can uniformize such codes,
and we can define the function g : A → G by sending the element x to the code
p{phZ(x)q | Z ∈ F}q. This is a pFq-definable function. Let pA(x) be a global type
extending the generic type of A, it is pAq-definable by Corollary 221. By Theorem
225 the germ of g over pA can be coded in G over pAq. By Corollary 232 for any
Z ∈ F the code pZq is interdefinable with the tuple (pAq, germ(hZ , pA)), then pFq is
interdefinable with (pAq, p{germ(hZ , pA) | Z ∈ F}q).

Claim 245. germ(g, pA) is interdefinable with the code p{germ(hZ , pA) | Z ∈ F}q over
pAq.

Proof. We first prove that germ(g, pA) ∈ dcleq(pAq, p{germ(hZ , pA) | Z ∈ F}q).
Let σ ∈ Aut(M/p{germ(hZ , pA) | Z ∈ F}q, pAq), we want to show that σ(germ(g, pA)) =
germ(σ(g), pA) = germ(g, pA). Let B the set of all the parameters required to define
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all the objects that have been mentioned so far. It is therefore sufficient to argue
that for any realization c of pA(x) sufficiently generic over B we have σ(g)(c) = g(c),
where σ(g) : A → G is the function given by sending the element x to the code
p{phσ(Z)(x)q | Z ∈ F}q. Note that

σ({germ(hZ , pA) | Z ∈ F}) = {germ(hσ(Z), pA) | Z ∈ F} = {germ(hZ , pA) | Z ∈ F},

because σ(p{germ(hZ , pA) | Z ∈ F}q) = p{germ(hZ , pA) | Z ∈ F}q. As a result, for
any realization c of pA(x) sufficiently generic over B we must have that {phZ(c)q | Z ∈
F} = {phσ(Z)(c)q | Z ∈ F} so g(c) = σ(g)(c), as desired.
For the converse, let σ ∈ Aut(M/pAq, germ(g, pA)) we want to show that

σ(p{germ(hZ , pA) | Z ∈ F}q) = p{germ(hZ , pA) | Z ∈ F}q.

Let c be a realization of pA(x) sufficiently generic over B by hypothesis g(c) = σ(g)(c).
Then:

g(c) = p{phZ(c)q | Z ∈ F}q = p{phσ(Z)(c)q | Z ∈ F}q = σ(g)(c).

Therefore, for each Z ∈ F there is some Z ′ ∈ F such that hZ(c) = hσ(Z′)(c) and this
implies that germ(hZ , pA) = germ(hσ(Z′), pA). Thus

σ
(
{germ(hZ , pA) | Z ∈ F}

)
= {germ(hσ(Z), pA) | Z ∈ F} = {germ(hZ , pA) | Z ∈ F}.

We conclude that σ(p{germ(hZ , pA) | Z ∈ F}q) = p{germ(hZ , pA) | Z ∈ F}q, as
desired.

Consequently, F is coded by the tuple (pAq, germ(g, pA)) which is a sequence of ele-
ments in G.

2. Case 2: All the projections are different i.e. AZ 6= AZ′ for all Z 6= Z ′ ∈ F .

Proof. To simplify the notation fix some enumeration of the projections {AZ | Z ∈
F} say {A1, . . . , An}. Let W = {{x1, . . . , xn} | xi ∈ Ai}, such set is independent
from the choice of the enumeration. Each set {x1, . . . , xn} ∈ W admits a code in
the home sort K, because fields uniformly code finite sets. We denote by W ∗ =
{p{x1, . . . , xn}q | {x1, . . . , xn} ∈ W}, i.e. the set of all these codes.
For each x∗ ∈ W ∗, we define the function fx∗ : S → K that sends AZ 7→ xZ , where xZ
is the unique element in the set coded by x∗ that belongs to AZ . Let lx∗ : S → G the
function given by sending AZ 7→ phZ(fx∗(AZ))q.
This map sends the projection AZ to the code of the fiber in the module Z at the point
xZ , which is the unique point in the set coded by x∗ that belongs to AZ [See Figure 2].
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Claim 246. For each x∗ ∈ W ∗ the functions fx∗ and lx∗ can be coded in G.

Proof. We argue first for the function fx∗ . If S is primitive over pfx∗q the statement
follows by Lemma (2) 239. If S is not primitive over pfx∗q then there is an equivalence
relation E definable over

(
S ∪ pfx∗q

)
and let C1, . . . , Cl be the equivalence classes of

E. For each i ≤ l, |Ci| ≤ m and let f ix∗ = fx∗ �Ci : Ci → K. For each i ≤ l pfiq
is interdefinable with a tuple ci of elements in G, this follows by combining Fact 242
and IIk for each k ≤ m. Because Il holds, the set {c1, . . . , cl} admits a code c in the
stabilizer sorts. Then pfx∗q and c are interdefinable.
For the function lx∗ , the statement follows immediately by the induction hypothesis
Bn.

By compactness we can uniformize all such codes, so we can define the function
g : W ∗ → G by sending x∗ 7→ (pfx∗q, plx∗q).

By Lemma 227 there is some pW ∗q-definable type q(x∗) ` x∗ ∈ W ∗. The second part
of Lemma 227 also guarantees that given d∗ a generic realization of q over a set of
parameters B, if we take Y the set coded by d∗ and b is the element in Y that belongs
to AZ then b is a sufficiently generic realization over B of some type pAZ (x) which is
pAZq-definable and extends the generic type of AZ .We recall as well that the types
pAZ (x) given by Lemma 227 are all compatible under the action of Aut(M/pFq), this
is for any σ ∈ Aut(M/pFq) if σ(Z) = Z ′ then σ(pAZ (x)) = pAσ(Z)

(x). By Theorem
225 the germ of g over q can be coded in the stabilizer sorts G over pW ∗q ∈ dcleq(pSq)
. By Lemma 238 we may assume pSq ∈ G.

Claim 247. The tuple (germ(g, q), pSq) ∈ G is interdefinable with pFq.

Proof. It is clear that (germ(g, q), pSq) ∈ dcleq(pFq). For the converse, let σ ∈
Aut(M/ germ(g, q), pSq) we want to show that σ(F ) = F . By Corollary 232 the
code of each torsor Z ∈ F is interdefinable with the pair (AZ , germ(hZ , pAZ )). Hence
it is sufficient to argue that:

σ({(AZ , germ(hZ , pAZ )) | Z ∈ F}) = {(AZ , germ(hZ , pAZ )) | Z ∈ F}.
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We have that σ(pW ∗q) = pW ∗q because σ(S) = S. Therefore σ(germ(g, q)) =
germ(σ(g), q) = germ(g, q). Let B be the set of parameters required to define all the
objects that have been mentioned so far. For any realization d∗ of the type q sufficiently
generic over B we have g(d∗) = σ(g)(d∗), where σ(g) is the function sending an element
x∗ in W ∗ to the tuple (σ(f)x∗ , σ(l)x∗). As a result, (pfd∗q, pld∗q) = (pσ(f)d∗q, pσ(l)d∗q).
Let D = {dt | t ∈ S} be the set of elements coded by d∗. The action of σ is just per-
muting the elements of the graph fd∗ , because pfd∗q = pσ(f)d∗q.
The function fd∗ : S → K sends a 1-torsor t to the unique element dt ∈ D such that
dt ∈ t, then σ is sending the pair (t, dt) to (σ(t), dσ(t)), where dσ(t) is a realization
pσ(t)(x) sufficiently generic over B. By assumption, we also have that pld∗q = pσ(l)d∗q,
thus the action of σ is a bijection among the elements of the graph of ld∗ . Con-
sequently, for any t ∈ S there is some unique t′ ∈ S such that σ((t, hZ(dt))) =
(σ(t), hσ(Z)(dσ(t))) = (t′, hσ(Z)(dt′)). Thus σ(Z) is a torsor whose projection is t ∈ S,
and dt ∈ t is a realization of the type pt(x) sufficiently generic over B. As a result,
σ
(
t, germ(hZ , pt)

)
=
(
t′, germ(hσ(Z), pt′)

)
. We conclude that:

σ
(
{(AZ , germ(hZ , pAZ )) | Z ∈ F}

)
= σ(

{
(t, germ(hZ , pt)) | t ∈ S}

)
= {(t′, germ(hσ(Z), pt′)) | t′ ∈ S} = {(AZ , germ(hZ , pAZ )) | Z ∈ F}, as desired.

This finalizes the proof for Case 2.

Consequently An+1 holds. We prove Bn+1, i.e. every definable function f : S → F where
S is a finite set of at most m + 1 torsors and F is a finite set of torsors of complexity at
most n can be coded in G. We recall that without loss of generality we may assume that
S is primitive over pfq, so F is also a primitive set. By primitivity f is either constant or
injective, if it is constant equal to c then pfq is interdefinable with (pSq, c). By Proposition
173 and Lemma 235 this tuple is interdefinable with a tuple in G. Thus we may assume that
f is an injective function. By primitivity of F , all the torsors in F are of the same type and
the projections to the last coordinate are either all equal or all different. We proceed again
by cases.

1. Case 1: The projections are all equal, i.e. there is a torsor A such that A = AZ for all
Z ∈ F .

Proof. We fix pA(x) be some global type extending the generic type of A, it is pAq-
definable by Corollary 221. Let f : S → F be a definable injective map. For each
x ∈ A we define the function gx : S → G by sending t 7→ phf(t)(x)q.

This is the function that sends each torsor t ∈ S to the fiber at x of the torsor f(t) ∈ F .
[See Figure 1].
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By the induction hypothesis Bn for each x ∈ A, the function gx can be coded in G
because its range is of lower complexity. By compactness we can uniformize such codes,
so we can define the function r : A→ G by sending x 7→ pgxq .
By Theorem 225 the germ of r over pA(x) can be coded in G over pAq. By Lemma
235 the set S admits a code pSq in the stabilizer sorts.

Claim 248. The code pfq is interdefinable with (pAq, pSq, germ(r, pA)), and the later
is a sequence of elements in G.

Proof. It is clear that (pAq, pSq, germ(r, pA)) ∈ dcleq(pfq).We want to show that
pfq ∈ dcleq(pAq, pSq, germ(r, pA)). Let σ ∈ Aut(M/pAq, pSq, germ(r, pA)). By Corol-
lary 232 for each torsor Z ∈ F = {f(t) | t ∈ S}, the code pZq is being identi-
fied with the tuple (pAq, germ(hZ , pA)). Thus, the function f is interdefinable over
pAq with the function: f ′ : S → G that sends t 7→ germ(hf(t), pA). So, it is
sufficient to argue that σ(pf ′q) = pf ′q. Let B be the set of parameters required
to define all the objects that have been mentioned so far. For any realization c
of pA(x) sufficiently generic over B we must have that r(c) = σ(r)(c). Because
germ(r, pA) = σ(germ(r, pA)) = germ(σ(r), pA). By definition, r(c) = pgcq and
σ(r)(c) = pσ(g)cq, where σ(g)c : S → G is the function that sends t 7→ phσ(f)(t)(c)q.
For any torsor t ∈ S there must be a unique element t′ ∈ S such that σ(t′) = t
and hf(t)(c) = hσ(f)(σ(t′))(c), as gc = σ(g)c. The later implies that germ(hf(t), pA) =
germ(hσ(f)(σ(t′)), pA). We conclude that σ(t′, germ(hf(t′), pA)) = (t, germ(hf(t), pA))
meaning that σ is acting as a bijection among the elements in the graph of f ′. There-
fore, σ(pf ′q) = pf ′q, as desired.

This completes the proof for the first case.

2. Case 2: All the projections are different i.e. AZ 6= AZ′ for all Z 6= Z ′ ∈ F .

Proof. Let f : S → F be a definable injective function where S is a finite set of 1-
torsors primitive over pfq. We consider the definable function that sends each torsor
t ∈ S to the code of the projection into the last coordinate of the torsor f(t) ∈ F ,
more explicitly:
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πn+1 ◦ f :

{
S → G
t 7→ pπn+1(f(t))q.

By Lemma (3) 239, π ◦ f can be coded in G, and by An+1 the finite set F is coded by
a tuple in G. It is sufficient to show the following claim:

Claim 249. The code pfq is interdefinable with the tuple (pπ ◦ fq, pFq), which is a
tuple in the stabilizer sorts.

Proof. Clearly (pπ ◦ fq, pFq) ∈ dcleq(pfq). Note that pSq ∈ dcleq(pπ ◦ fq) because S
is the domain of the given function, we can describe the function f : S → F by sending
t 7→ pZtq, where Zt is the unique torsor in F such that pπn+1(Zt)q = (π ◦ f)(t), we
conclude that pfq ∈ dcleq(pπ ◦ fq, pFq). As a consequence, f is coded in G by the
tuple (pπ ◦ fq, pFq).

This finalizes the proof for the second case.

Consequently, An and Bn hold for all n ∈ N. The statement follows.

We continue arguing that Im+1 holds for r = 1.

Proposition 250. Let F ⊆ G be a finite set of size m+ 1 then F admits a code in G.

Proof. If F is not primitive we show that pFq can be coded in G, by using Fact 242 and
the induction hypothesis Ik for k ≤ m. We may assume that F is a primitive set, so all the
elements of F lie in the same sort. If F is either contained in the main field or the residue
field, then F is coded by a tuple of elements in the same field, because fields code uniformly
finite sets. If F ⊆ Γ/∆ for some ∆ ∈ RJ(Γ) the statement follows as there is a definable
order over the elements of F . If F ⊆ Bn(K)/ Stab(I1,...,In) for some n ≥ 2, by Proposition
244 F admits a code in G. (Indeed, O-modules are in particular torsors).

We continue showing that IIm+1 holds, we first prove the following statement.

Proposition 251. Let F be a finite set of torsors of size m+1 and f : F → P be a definable
bijection, where P is a finite set of torsors. Suppose that F is primitive over pfq, then pfq
is interdefinable with a tuple of elements in G.

Proof. We proceed by induction on the complexity of the torsors in F . The base case
follows directly by Proposition 244. We assume the statement for any set of torsors F with
complexity n and we prove it for complexity n + 1. By primitivity all the projections into
the last coordinate are either equal or all distinct. For each torsor Z ∈ F we denote as AZ
the projection of Z into the last coordinate. We argue by cases:
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1. Case 1: All the projections are equal and let A = AZ for all Z ∈ F .
For each x ∈ A, let Ix = {phZ(x)q | Z ∈ F} which describes the set of fibers at x.
We define B = {x ∈ A | |Ix| = |F |} which is a pFq-definable set. For each y ∈ B
we consider the map gy : Iy → P defined by sending hZ(y) 7→ f(Z), which is the
function that sends each fiber to the image of the torsor under f . By the induction
hypothesis we can find a code pgyq in G, and by compactness we can uniformize such
codes. Therefore we can define the function: r : B → G by sending y 7→ pgyq.
Let pA(x) be a global complete type containing the generic type of A, it is pAq- defin-
able by Corollary 221. By Corollary 232, pA(x) ` x ∈ B. In fact, if we fix a realization
of the generic type c of pA(x) sufficiently generic over {pZq | Z ∈ F}, and Z 6= Z ′ ∈ F
then the fibers hZ(c) and hZ′(c) must be different. By Theorem 225 the germ of r over
pA(x) can be coded in G over pAq.

Claim 252. The code pfq is interdefinable with (germ(r, pA), pFq) which is a tuple in
the stabilizer sorts G.

Proof. Clearly (germ(r, pA), pFq) ∈ dcleq(pfq). We will argue that for any automor-
phism
σ ∈ Aut(M/pFq, germ(r, pA)) we have σ(pfq) = pfq. As each torsor Z ∈ F is being
identified with the tuple (pAq, germ(hZ , pA)), and pAq ∈ dcleq(pFq) then it is sufficient
to argue that:

σ
(
{(germ(hZ , pA), f(Z)) | Z ∈ F}

)
= {(germ(hZ , pA), f(Z)) | Z ∈ F}.

For any Z ∈ F there is a unique torsor Z ′ ∈ F such that σ(Z ′) = Z, because σ(pFq) =
pFq. Let D be the set of parameters required to define all the objects that have
been mentioned so far. For any realization c of the type pA(x) sufficiently generic over
D we have r(c) = σ(r)(c), because σ(germ(r, pA)) = germ(σ(r), pA). Consequently
r(c) = pgcq = pσ(g)cq = σ(r)(c). In particular, hσ(Z′)(c) = hZ(c) which implies
that germ(hσ(Z′), pA) = germ(hZ , pA). In addition, σ(f)(σ(Z ′)) = σ(g)(hσ(Z′)(c)) =
gc(hZ(c)) = f(Z). Therefore,

σ
(
{(germ(hZ , pA)f(Z)) | Z ∈ F}

)
= {(germ(hZ , pA), f(Z)) | Z ∈ F}, as desired.

2. Case 2: All the projections are different. i.e. for all Z 6= Z ′ ∈ F we have AZ 6= AZ′.
By Proposition 244 we can find a code in the stabilizer sorts for F , and pFq ∈
dcleq(pfq) as it is the domain of this function. Let S = {AZ | Z ∈ F} and define
the function g : S → F by sending AZ 7→ Z, where Z is the unique torsor in F satis-
fying that πn+1(Z) = AZ . Clearly g is a pFq-definable bijection. We consider the map
f ◦ g : S → P that sends AZ 7→ f(Z). By Proposition 244, the function f ◦ g admits a
code in the stabilizer sorts.
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Claim 253. The code pfq is interdefinable with the tuple (pf ◦ gq, pFq) which is a
tuple in the stabilizer sorts.

Proof. It is clear that (pf ◦ gq, pFq) ∈ dcleq(pfq). For the converse note that S is
definable over pf ◦ gq as it is its domain. As F is given, we can define the function
π : F → S that sends Z 7→ AZ . This is the map that sends each torsor to its projection
into the last coordinate. We observe that f = (f ◦ g) ◦ π, in fact f(Z) = (f ◦ g)(AZ).
So pfq ∈ dcleq(pf ◦ gq, pFq).

Proposition 254. For every F ⊆ G finite set of size m+1 and definable function f : F → G,
the code pfq is interdefinable with a tuple of elements in G.

Proof. Without loss of generality we may assume that F is primitive over pfq. Otherwise,
there is a (pFq ∪ pfq)-definable equivalence relation on F and we let C1, . . . , Cl be the
equivalence classes. For each i ≤ l we have |Ci| ≤ m and let fi = f �Ci . By the induction
hypothesis, for each k ≤ m IIk the code pfiq is interdefinable with a tuple ci ∈ G. Because
l ≤ m and Il holds the set {c1, . . . , cl} admits a code c ∈ G. Then pfq and c are interdefinable.
Hence, we may assume that F is primitive over pfq. By primitivity f is either constant or
injective. If f is constant equal to some c then pfq is interdefinable with the tuple (pFq, c),
which lies in the stabilizer sorts by Proposition 250. Summarizing, we may assume that f is
an injective function and F is primitive over pfq. By primitivity all the torsors of F lie in
the same sort.
If F is contained in the residue field, then F is interdefinable with the code of a finite set of 1-
torsors of typeM and the statement follows by Proposition 251. If F ⊆ Bn(K)/ Stab(I1,...,In)

for some n ≥ 2, the statement follows by Proposition 251, because O-modules are torsors. If
F ⊆ Γ/∆ for some ∆ ∈ RJ(Γ), then we can list the elements of F in increasing order γ1 <
· · · < γm+1, and the tuple (γi, f(γi))1≤i≤m+1 lies in the stabilizer sorts and is interdefinable
with the code of f .
It is therefore left to consider the case where F ⊆ K. We may assume that pFq is a tuple
of elements in the main field, as fields code finite sets. Let U be the smallest closed torsor
that contains all the elements of F , this is a pFq-definable set. Let g the function that sends
each element x ∈ F to the unique class of red(U) that contains such element. Let s be the
O- lattice whose code is interdefinable with pUq, and let h = red(U) → red(s) be the map
given by Lemma 234. Let D = h ◦ g(F ), which is an pFq-definable finite subset of red(s).
By Proposition 251, the composition f ◦ g−1 ◦ h−1 = D → G can be coded in the stabilizer
sorts G. As h ◦ g = F → D is a pFq-definable bijection, then f is interdefinable with the
tuple (pFq, pf ◦ g−1 ◦ h−1q) which is a sequence of elements in G.

Finally, we conclude proving that Im+1 holds for r > 0.

Proposition 255. For any r > 0 let F ⊆ Gr be a finite set of size m + 1. Then F can be
coded in G.



CHAPTER 2. ELIMINATION OF IMAGINARIES IN C((Γ)) 99

Proof. Let r > 0 and F be a finite set of Gr of size m+ 1. Suppose that F is not primitive,
that means that we can find a non trivial equivalence E relation definable over pFq, and let
C1, . . . , Cl be such classes. For each i ≤ l, |Ci| ≤ m, because Ik holds for each k ≤ m we can
find a code ci ∈ G. As l ≤ m by Il holds, we can find a code c in the stabilizer sorts of the
set {c1, . . . , cl}, because l < m+ 1. The code pFq is interdefinable with c.
We assume that F is a primitive set. Let πi = Gr → G be the projection into the i − th
coordinate. By primitivity of F each projection πi es either constant or injective. As |F | > 1
there must be an index 1 ≤ i0 ≤ r such that πi0 is injective and F0 = πi0(F ) is a primitive
finite subset of G. By Proposition 250 we can find a code pF0q in G. For each other index
i 6= i0, by Proposition 254 we have that πi ◦ π−1

i0
= F0 → G can be coded in the stabilizer

sorts. Then pFq is interdefinable with the tuple (pF0q, (pπi ◦ π−1
i0
q)i 6=i0) which is a tuple in

the stabilizer sorts, as required.

This completes the induction on the cardinality of the set F . Because Im holds for each
m ∈ N we can conclude with the following statement.

Theorem 256. Let r > 0 and F ⊆ Gr, then pFq is interdefinable with a tuple of elements
in G.

Putting everything together

We conclude this section with our main theorem.

Theorem 257. Let K be a henselian valued field of equicharacteristic zero, residue field
algebraically closed and dp-minimal value group. Then K eliminates imaginaries in the
language L̂, where the stabilizer sorts are added.

Proof. By Theorem 200, K has weak elimination of imaginaries down to the stabilizer sorts.
By Fact 204 it is sufficient to show that finite sets can be coded, this is guaranteed by
Theorem 256.
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Chapter 3

Residue field domination in henselian
valued fields of equicharacteristic zero

The model theory of henselian valued fields has been a major topic of study during the
last century. It was initiated by Robinson’s model completeness results of algebraically
closed valued fields in [Rob56]. Remarkable work has been achieved by Haskell, Hrushovski
and Macpherson to understand the model theory of algebraically closed valued fields. In a
sequence of papers [HHM05] and [HHM06], they developed the notion of stable domination,
that essentially established how an algebraically closed valued field is governed by its stable
part.
In further work Ealy, Haskell and Mař́ıcová present in [EHM19] , introduced an abstract
form the notion of domination present in [HHM05], Let T be a complete first order theory
and let S and Γ be stably embedded sorts, and C ⊆ A,B be sets of parameters in the
monster model C.

Definition 258. 1. the type tp(A/C) is said to be dominated by the sort S, if whenever
S(B) is independent from S(A) over S(C) then that tp(A/CS(B)) ` tp(A/CB).

2. the type tp(A/C) is said to be dominated by the sort S over Γ if the type tp(A/CΓ(A))
is dominated by the sort S.

In [EHM19] domination results for the setting of real closed convexly valued fields are
proved, which suggests that the presence of a stable part of the structure is not fundamental
to achieve domination results and indicates that the right notion should be residue field
domination or domination by the internal sorts to the residue field in broader classes of
henselian valued fields.
Our main motivation arises from the natural question of how much further a notion of residue
field domination could be extended to broader classes of valued fields to gain a deeper model
theoretic insight of henselian valued field.
Stable domination has played a fundamental role in understanding the model theory of alge-
braically closed valued fields, and more precisely it has served as a bridge to lift ideas from
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stability theory to the setting of valued fields. For example, Hrushovski and Rideau-Kikuchi
in [HRK19], have shown that for any definable abelian group A in a model of ACV F we can
find a definable group Λ ⊆ Γn, where Γ is the value group, and a definable homomorphism
λ : A→ Λ, such that H := ker(λ) is limit stably dominated [see [HRK19, Definition 5.6]].
In this chapter we study domination results for henselian valued fields of equicharacteristic
zero. The general strategy to show domination of a type tp(A/C) by a sort S is taking a
partial elementary map σ witnessing tp(A/CS(B)) = tp(A′/CS(B)) and finding an auto-
morphism σ̂ of the monster model that extends σ and fixes CB. For each of the statements,
we specify precisely which notion of independence is required to extend the isomorphism, in
fact not the entire power of forking independence is needed.
It is still an open question to find a reasonable language in which a henselian valued field of
equicharacteristic zero eliminates imaginaries. Some positive results have been obtained in
certain classes of henselian valued fields of equicharacteristic zero, see for example [HRK21a]
and [Vic21a].
Therefore, we start by studying domination results for henselian valued fields of equicharac-
teristic zero for elements in the home-sort. A valued field (K,O) where O is its valuation ring
and M the maximal ideal, can be considered in several different languages. For instance,
a valued field can be seen as a three sorted structure in the language Lval [see Definition
267], where the first two sorts are equipped with the language of fields while the third one
is provided with the language of ordered abelian groups LOAG = {0, <,+,−} extended by
a constant ∞. We interpret the first sort as the main field, the second one as the residue
field and the third one as the value group Γ and ∞, where γ < ∞ for all γ ∈ Γ and
γ +∞ =∞+ γ =∞ for all γ ∈ Γ ∪ {∞}.
A natural extension of Lval is the language where an angular component map is added, we
denote this extension by Lac [see Definition 272].
In [ACGZ20], Aschenbrenner, Chernikov, Gehret and Ziegler introduced a multi-sorted
language L extending Lval in which one obtains elimination of field quantifiers for any
henselian valued field of equicharacteristic zero. In this extension, we expand the struc-
ture (k,Γ ∪ {∞}) by adding a new sort k/(k×)n for every n ≥ 2 together with the natural
surjections πn : k→ k/(k×)n. A precise description of the language L is given in Definition
280. The multi-sorted structure (k/(k×)n | n ∈ N) will play a fundamental role in the dom-
ination results, so we refer to them as the power residue sorts. We identify k/k0 with the
residue field k.

This chapter is organized as follows:

1. Section 3.1: we briefly summarize the relative quantifier elimination already known for
henselian valued fields in equicharacteristic zero.

2. Section 3.2: we prove that over a maximal model, a valued field is dominated by the
value group and the power residue sorts in the language L introduced by Aschenbren-
ner, Chernikov, Gehret and Ziegler. We show as well that over a maximal field, a valued
field is dominated by the residue field and the value group sort in the Lac-language.
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3. Section 3.3: we prove that over a maximal model forking is determined by Shelah’s
imaginary expansion of the power residue sorts (residue sort) and Shelah’s imaginary
expansion of the value group in the language L (or Lac). We assume the theory of the
residue field to be NTP2.

4. Section 3.4: we show that over a maximal model a valued field is dominated by the
sorts internal to the residue field over the value group in the language L.

3.1 Preliminaries

Finer valuations, places and separated bases

To gain our final statement of domination of the internal sorts to the residue field, we will
need to construct a refined valuation induced by the composition of some places. In this
subsection, we recall some basics facts about refinements and places. We refer the reader
interested in further details to [EP05, Section 2.3].

Definition 259. Let O be a valuation ring of K and O′ be an overring of O, and hence a
valuation ring of K. Then, we say that O is a coarsening of O′ and O′ is a refinement of
O.

Let O be a fixed valuation ring of K and O′ be an overring of O. We have M′ ⊆ M,
whereM′ andM denote the maximal ideals of O′ and O respectively. SinceM′ is a prime
ideal in O′, then it is also a prime ideal of O. Moreover, localizing O at M′ we can recover
O′, in fact O′ = OM′ .

The following is [EP05, Lemma 2.3.1].

Lemma 260. Let O be a non trivial valuation ring in K corresponding to the valuation
v : K � Γ ∪ {∞}. Then there is a 1-to-1 correspondence of the convex subgroups ∆ of Γ
with the prime ideals p of O, and hence with the overrings Op. This correspondence is given
by:

∆→ p∆ = {x ∈ K | v(x) > δ for all δ ∈ ∆}
p→ ∆p = {γ ∈ Γ | γ < v(x) and− γ < v(x) for all x ∈ p}.

Let O be a valuation ring of K and v : K → Γ ∪ {∞} the corresponding valuation. Let
p be a prime ideal with corresponding convex subgroup ∆p in Γ and Op the refinement of
O. There is a group homomorphism:

φ :

{
K×/O× → K×/O×p
xO× 7→ xO×p .
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whose kernel is ∆p
∼= O×p /O×. The valuation vp induced by Op is therefore obtain from

v := K → Γ ∪ {∞} simply by taking the quotient of Γ by the convex subgroup ∆p.

Definition 261. Let M and C be valued fields. Let m1, . . . ,mk be elements of M , we
write VectC(m1, . . . ,mk) for the C-vector space generated by {m1, . . . ,mk}. We say that
{m1, . . . ,mk} is separated over C if for all c1, . . . , ck ∈ C, we have:

v
( k∑
i=1

cimi

)
= min{v(cimi) | 1 ≤ i ≤ k}.

In particular, it is a basis for VectC(m1, . . . ,mk). In general, we say that M has the sepa-
rated basis property over C if every finite dimensional C-subspace VectC(m1, . . . ,mk) where
{m1, . . . ,mk} ⊆M has a separated basis.
If C ⊆ M , a separated basis is said to be good if in addition for all 1 ≤ i, j ≤ k, ei-
ther v(mi) = v(mj) or v(mi) − v(mj) /∈ ΓC, and we say that M has the good sepa-
rated basis property over C if every finite dimensional C-subspace VectC(m1, . . . ,mk) where
{m1, . . . ,mk} ⊆M has a good separated basis.

The following is a folklore fact, details can be found for example in [HHM05, Lemma
12.2].

Fact 262. Suppose C is maximally complete. Then every valued field extension M of C has
the good separated basis property.

Definition 263. Let K and L be fields. A map φ : K → L∪{+∞} is a place over K if for
any x, y ∈ K:

• φ(x+ y) = φ(x) + φ(y),

• φ(x · y) = φ(x) · φ(y),

• φ(1) = 1.

Here for all a ∈ L, the following operations are defined a +∞ = ∞ + a = ∞, and a · ∞ =
∞ · a =∞ ·∞ =∞. While the operations ∞+∞, 0 · ∞,∞ · 0 are not.

The following proposition states the correspondence between places and valuations over
a field. This a folklore fact, for example see [EP05, Exercise 2.5.4].

Proposition 264. Let K and L be fields and φ : K → L ∪ {∞} be a place over K. Then
O = φ−1(L) is a valuation ring of K whose maximal ideal is M = φ−1({0}) and its residue
field is φ(K)\{∞}. Moreover, given a valuation ring O of K whose maximal ideal is M the
map:

φ : K → O/M∪ {+∞}{
x→ x+M if x ∈ O,

x→∞ if x ∈ K\O.



CHAPTER 3. RESIDUE FIELD DOMINATION IN HENSELIAN VALUED FIELDS OF
EQUICHARACTERISTIC ZERO 104

is a place of K.

Notation 265. Let Γ be an ordered abelian group, and let γ, δ ∈ Γ. We write γ � δ to
indicate that nγ < δ for all n ∈ N.

We conclude this subsection stating a lemma that we will need to obtain a domination
result by the internal sorts of the residue field over the value group.

Lemma 266. Let v : L → Γ be a valuation on a field L. Let p : L → res(L) ∪ {∞} be the
place corresponding to the valuation v and F be a subfield of res(L) and p′ : res(L) → F
be a place which is the identity on F . Let p∗ the composition of places p′ ◦ p : L → F ,
and v∗ : L → Γ∗ the induced valuation. Suppose that a ∈ L with p(a) ⊆ res(L)\{0} and
p∗(a) = 0. Then:

1. if ∆ = {v∗(x),−v∗(x) | x ∈ L, p(x) /∈ {∞, 0} , p∗(x) = 0}∪{0Γ∗}. Then ∆ is a convex
subgroup of Γ∗ and there is an isomorphism of ordered abelian groups g : Γ∗/∆ → Γ
such that g ◦ v∗ = v,

2. if b ∈ L with v(b) > 0, then 0 < v∗(a)� v∗(b),

3. let M ⊆ L be a subfield. If (r1, . . . , rn) is a separated basis of the M-vector subspace
VectM(r1, . . . , rn) according to the valuation v∗ then it is also a separated basis according

to the valuation v. Furthermore, if v∗
( n∑
i=1

rimi

)
= min{v∗(rimi) | i ≤ n} = v∗(rjmj),

then v
( n∑
i=1

rimi

)
= min{v(rimi) | i ≤ n} = v(rjmj).

Proof. The first and the second statement are proved in [HHM05, Lemma 12.16]. The third
one is a standard computation that we leave to the reader.

Valued fields and relative quantifier elimination

In this section, we summarize many results on valued fields that will be used through the
paper. There are many languages in which one can view a valued field K to obtain field
quantifier elimination statements, we introduce them in detail and state their corresponding
relative quantifier elimination. In this paper we are only concerned about henselian valued
fields of equicharacteristic zero.

Definition 267. [The Lval-language] Let (K,O) be a henselian valued field of equicharac-
teristic zero, where O is the valuation ring and M is the maximal ideal of O. Any henselian
valued field can be seen as a three sorted structure (K,k,Γ) where the first two sorts are
equipped with the language of fields while the third one is provided with the language of or-
dered abelian groups LOAG = {0, <,+,−} extended by a constant ∞. We interpret the first
sort as the main field, the second one as the residue field and the third one as the value
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group Γ with a constant ∞, where γ < ∞ for all γ ∈ Γ and γ +∞ = ∞ + γ = ∞ for all
γ ∈ Γ ∪ {∞}. We add a function symbol v : K → Γ ∪ {∞} by extending the valuation to
a monoid morphism sending v(0) = ∞. We add as well a function symbol res : K → k,
which sends an element a ∈ O to its residue class res(a) = a+M, while res(a) = 0 for any
element a ∈ K\O. We refer to this language as the Lval-language.

Notation 268. Let L be a henselian valued field we will denote as kL its residue field and
ΓL its value group.

Certain classes of henselian valued fields of equicharacteristic zero eliminate field quanti-
fiers in the Lval-language. For example, the following is a well known fact.

Theorem 269. Let K be a henselian valued field of equicharacteristic zero with residue field
algebraically closed, then K eliminates quantifiers relative to the value group in the language
Lval.

An immediate consequence of this theorem is the following statement.

Corollary 270. Let (K,k,Γ ∪ {∞}, res, v) be a henselian valued field of equicharacteristic
zero with residue field algebraically closed, then k and Γ are purely stably embedded and
orthogonal to each other.

Definition 271. Let (K,k,Γ) be a valued field an angular component map is a map ac :
K → k that satisfies the following conditions:

• ac(0) = 0,

• for all x ∈ O× ac(x) = x+M = res(x),

• for all x, y ∈ K ac(xy) = ac(x) ac(y).

Definition 272. [The Lac-language] We denote by Lac the expansion of Lval where an an-
gular component map is added to the language.

In [Pas90, Theorem 4.1] Pas proved that any henselian valued field of equicharacteristic
zero eliminates field quantifiers in the Lac-language, we include the statement for sake of
completeness.
Let K = (K,k,Γ, res, v, ac) be a valued field of equicharacteristic zero. A good substructure
of K is a triple E = (E,kE ,ΓE) such that:

• E is a subfield of K,

• kE is a subfield of k with ac(E) ⊆ kE (In particular, res(OE) ⊆ kE),

• ΓE is an ordered abelian subgroup of Γ with v(E×) ⊆ ΓE .
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Definition 273. Let K and K′ be henselian valued fields of equicharacteristic zero seen as
Lac-structures and let E = (E,kE ,ΓE), E ′ = (E ′,kE ′ ,ΓE ′) be good substructures of K and K′

respectively. A triple f = (f, fr, fv) is said to be a good map, if f : E → E ′ and fr : kE → kE ′
are field isomorphisms and fv : ΓE → ΓE ′ is a LOAG- ordered group isomorphism such that:

• fr(ac(a)) = ac′(f(a)) for all a ∈ E and fr is a partial elementary map between the
fields k and k′,

• fv(v(a)) = v
′
(f(a)) for all a ∈ E×, and fv is a partial elementary map between the

ordered abelian groups Γ and Γ′.

Theorem 274. [Pas] Let K and K′ be two henselian valued fields of equicharacteristic zero
in the Lac-language. Let f : E → E ′ be a good map, then f is elementary.

The following statement is an immediate consequence of Theorem 274.

Corollary 275. Let K = (K,k,Γ, res, v, ac) be a henselian valued field of equicharacteristic
zero. Then the residue field and the value group are purely stably embedded and are orthogonal
to each other.

Given (K,k,Γ) a valued field we denote as RV × the multiplicative quotient group
K×/(1 + M) and rv : K× → RV × the canonical projection map. By adding a con-
stant 0RV we can naturally extend this map sending the element 0 to 0RV , so we denote
RV = RV × ∪ {0RV }. For any a ∈ O\M the class a(1 +M) only depends on the coset
a+M, so we obtain a group embedding i : k× → RV × by sending the element a+M∈ k×

to a(1 +M) ∈ RV ×. We can also consider the group morphism vrv : RV × → Γ induced by
the valuation map v : K× → Γ, defined as vrv(a(1+M)) = v(a). In fact, given two elements
in the main field sort a, b ∈ K if a(1 +M) = b(1 +M) then v(a) = v(b). Therefore, we have
a pure exact sequence:

1→ k× → RV × → Γ→ 0,

which can be naturally extended to a short exact sequence of monoids by adding some
constants, i.e.

1→ k→ RV → Γ ∪ {∞} → 0.

Besides the induced multiplication, RV also inherits a partially defined addition from K,
via the ternary relation:

⊕(a, b, c)↔ ∃x, y, z ∈ K(a = rv(x) ∧ b = rv(y) ∧ c = rv(z) ∧ x+ y = z).

We consider the three sorted structure (k, RV,Γ ∪ {∞}) with the language Lrv = Lr ∪
Lg ∪ {·rv, i, vrv}, where Lr is a copy of the language of fields for the first sort, Lg is the
language of ordered abelian groups extended by a constant ∞ i.e. {0g,+g,−g, <g,∞}, i is
a function symbol interpreted as the monoid morphism i : k → RV and vrv is a function
symbol interpreted as the monoid morphism vrv : RV → Γ.
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Building on work of Basarab in [Bas91], Kuhlmann proved in [Kuh94] that any henselian
valued field of equicharacteristic zero eliminates field quantifiers relative to the structure
(k, RV,Γ). We use Flenner as a reference, the following is [Fle08, Proposition 3.3.1].

Proposition 276. [Kulhmann] Let K be a henselian valued field of equicharacteristic zero,
the theory of (K,k, RV,Γ ∪ {∞}, res, v, vrv, i) eliminates field quantifiers.

The following is a direct consequence of the relative quantifier elimination to RV .

Corollary 277. Let K be a henselian valued field of equicharacteristic zero, the structure
(k, RV,Γ ∪ {∞}) is purely stably embedded.

Kulhmann’s statement reduces the elimination of field quantifiers to the structure (k, RV,Γ∪
{∞}). For certain classes of henselian valued fields of equicharacteristic zero the structure
(k, RV,Γ ∪ {∞}) eliminates RV quantifiers in the language Lrv.

Proposition 278. Let K be a henselian valued field of equicharacteristic zero with residue
field algebraically closed, the structure (k, RV,Γ∪{∞}) eliminates quantifiers relative to the
value group in the language Lrv.

Proof. This follows by a standard back and forth argument using that k× is divisible.

The elimination of RV quantifiers in the more general setting was later obtained by
Aschenbrenner, Chernikov, Gehret and Ziegler in [ACGZ20]. They extend the language
adding a new sort for each n ∈ N denoted as k×/(k×)n which is an abelian group and we
extend it adding an element∞ such that for each a ∈ k×/(k×)n, a ·∞ =∞. For each n ∈ N
we denote this sort as An, and we refer to the multi-sorted structure A = (An | n ∈ N) as the
power residue sorts. We add surjective maps πn : k× → k×/(k×)n, which can be naturally
extended to a monoid morphism πn : k→ An. We add maps ρn : RV → An, interpreted as
ρn(0) =∞, over v−1

rv (nΓ), we define ρn as the composition of the group morphisms:

v−1
rv (nΓ) ⊆ RV → RV n · i(k×)→ (RV n · i(k×))/RV n ∼= k×/(RV n ∩ k×) ∼= k×/(k×)n,

and the map is equal to zero outside of v−1
rv (nΓ). Let Lrvqe = Lrv ∪ {ρn, πn | n ∈ N}.

The following is [ACGZ20, Remark 4.4].

Corollary 279. The structure (A, RV,Γ∪{∞}, {πn, ρn | n ∈ N}) eliminates RV quantifiers.
In particular, A and Γ ∪ {∞} are purely stably embedded and are orthogonal to each other.

Combining Proposition 276 and Corollary 279 Aschenbrenner, Chernikov, Gehret and
Ziegler obtained as well a field quantifier elimination for henselian valued fields of equichar-
acteristic zero relative to the power residue sorts and the value group in the following lan-
guage:
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Definition 280. [The Language L] Consider the expansion of Lval obtained by adding the
power residue sorts A = (An | n ∈ N). We also add the surjective maps πn : k → An, and
we interpret them as the described. For each n ∈ N we add a map resn : K → An interpreted
in the following way: if v(a) /∈ nΓ set resn(a) = 0. Otherwise, let b be any element of K
with nv(b) = v(a) and set resn(a) = πn

(
res
(
a
bn

))
. We denote this expansion of Lval by L.

Note that for each a ∈ K, resn(a) = ρn(rv(a)). The following is a direct consequence of
[ACGZ20, Theorem 5.15].

Theorem 281. A henselian valued field of equicharacteristic zero eliminates field quantifiers
in the language L.

The following statement is an immediate consequence of [ACGZ20, Theorem 5.15].

Corollary 282. Let K be a henselian valued field of equicharacteristic zero seen as a L-
structure. The power residue sorts and the value group are purely stably embedded and are
orthogonal to each other.

Definition 283 (The LRV -language). We write LRV to denote the extension of the lan-
guage L where we add as well a sort for the monoid RV where we equip the exact sequence
(k, RV,Γ ∪ {∞}) with the language Lrvqe.

Some remarks in ordered abelian groups

In 1984 Gurevich and Schmitt [GS84] showed that every ordered abelian group is NIP . In
[Sch84], Schmitt investigated deeply the model completeness of theories of ordered abelian
groups and obtained a (relative) quantifier elimination to the spines, whose description can
be found in [GS84, Section 2]. Later, Cluckers and Halupczok in [CH11, Definition 1.5] intro-
duced a language LCH-extending LOAG = {+,−, 0, <} and obtained a (relative) quantifier
elimination to the auxiliary sorts, whose definition can be found in [CH11, Section 1.2]. The
language LCH has been more often used by the model theory community as it is more in
line with Shelah’s imaginary expansion. The following is [CH11, Corollary 1.10].

Corollary 284. Let G be an ordered abelian group, for any function f : Gn → G which
is LOAG-definable with parameters from a set B, there exists a partition of Gn into finitely
many B-definable sets and for each such set A, f is linear. This is, there are finitely many
elements r1, . . . , rn, s ∈ Z with s 6= 0 and b ∈ dcl(B) such that for any a ∈ A we have

f(a1, . . . , an) =
1

s

(∑
i≤n

riai + b
)

.
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Let G be an ordered abelian group, we extend the language LCH by adding a set of
constants C to name each element of dcl(∅), and we denote this extension as L∗CH . An
immediate consequence is the following fact.

Fact 285. Let G be an ordered abelian group and B ⊆ G. Then dcl(B) =
(
Q⊗B

)
∩G.

This fact will play a fundamental role to weaken the necessary hypothesis to obtain
domination results for henselian valued fields of equicharacteristic zero. We will denote as
L∗val and L∗ac the extension of the language obtain by adding a set of constants to the main
field Σ = {td | d ∈ dcl(∅) ∩ Γ} such that v(td) = d for each element d ∈ dcl(∅) ∩ Γ.
The following is [JSW17, Proposition 5.1].

Proposition 286. An ordered abelian group is dp-minimal if and only if for every prime
number p, [Γ : pΓ] is finite.

Independence notions

Trough this paper we will use several notions of independence. We begin by recalling a few
basic properties of forking.

Definition 287. A formula φ(x, b) divides over C if there is a sequence (bi)i<ω in tp(b/C)
with b = b0 such that {φ(x, bi) | i < ω} is m-inconsistent. We say that φ(x, b) forks if

φ(x, b) `
∨
i≤k

ψi(x, bi) where each formula ψi(x, bi) divides over C. We say that tp(a/Cb)

forks (respectively divides) over C if some formula in the type forks (or divides) over C. We
write a |̂

C
b if the type tp(a/Cb) does not fork over C, and write a |̂ d

C
b to indicate that

the type tp(a/Cb) divides over C.

In many theories the relation of forking independence have been completely characterized.
For example, in the theory of algebraically closed fields, forking independence coincides with
algebraic independence. Let C,E and F be fields, and suppose that C ⊆ E∩F we will write
E |̂ alg

C
F to indicate that E and F are algebraically independent over C.

Forking independence in abelian groups

In [Pre03], the model theory of modules is extensively studied. We will be interested in
applying some of the results in [Pre03] to the reduct of the value group to the language of
groups LAG = {+,−, 0}. It is well known that modules are stable, and every abelian group
is a Z-module. We recall some of the necessary notions to characterize forking independence
in abelian groups. Throughout this section we consider the LAG first order theory of some
torsion free group and we denote as G its monster model.
We recall some of the well known facts about stable theories.
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Fact 288. Let T be a complete first order theory and assume that T is stable and M � T .
Let p ∈ Sn(M) then p is stationary. Furthermore, for any set of parameters M ⊆ A and
q ∈ Sn(A) such that p ⊆ q the following conditions are equivalent:

1. q is a non-forking extension of p,

2. q is a heir extension of p (i.e. every formula represented in q is also represented in p),

3. q is a co-heir extension of p (i.e. for every formula φ(x, a) ∈ q is finitely satisfiable in
M , this is there is some m ⊆M such that � φ(m, a).)

Definition 289 (p.p. formula). A p.p. formula φ(v) is an LAG formula of the form

∃w1, . . . , wl
( k∧
j=1

n∑
i=1

rjivi +
l∑

i=1

sjiwi = 0
)
,

where sji, rji ∈ Z, and v = (v1, . . . , vn) is a tuple of variables.

Given a p.p. formula if we replace the last (n − i)- variables by a tuple of parameters
ā = (ai, . . . , an), the formula φ(v1, . . . , vi−1, ā) defines a coset of φ(v1, . . . , vi−1, 0̄), which
defines a subgroup of Gi.

Definition 290 (p.p.-type). Let c be a tuple and A some set of a parameters, the p.p. type
of c over A is the set of p.p. LAG(A)-formulas that c satisfies. This is:

p. p. -type(c/A) = {φ(v, a) | φ(v, a) is a LAG(A) p.p. formula and � φ(c, a)}.

If p is a p.p.-type over A and φ(v,y) is an LAG-formula, then we say that it is represented
in p if there is some tuple a ⊆ A such that φ(v, a) ∈ p. We consider the type definable group

G(p) = {φ(v, 0̄) | φ(v,y) is represented in p}.

It is well known that in stable theories to characterize the non-forking extensions of p the
group G(p) would not be the right invariant to consider, but instead one might be more

interested in its connected component G0(p) =
⋂
H∈F

H, where

F = {H | H is a subgroup of some G ∈ G(p) and [G : H] is finite}.

The following is [Pre03, Theorem 5.3].

Theorem 291. Let p be a type and suppose that q is any extension of p. Then q is a
non-forking extension of p if and only if G0(p) = G0(q). In particular, for any type p if
G(p) = G0(p) then p is stationary.

This statement allows us to characterize forking independence for arbitrary set of param-
eters.
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Corollary 292. Let A,B,C ⊆ G, then B |̂
A
C if and only if for every p.p-formula ψ(x,y, z)

and tuples b ⊆ B, c ⊆ C and a ⊆ A such that � ψ(b, c, a), there is some p.p. formula φ(x,w)
and a tuple a′ ⊆ A such that � φ(b, a′) and [φ(x, 0̄) : φ(x, 0̄) ∧ ψ(x, 0̄, 0̄)] is finite..

We conclude this subsection by introducing the notion of independence that we will be
using for the value group. Let (Γ,+,−,≤, 0) be a non-trivial ordered abelian group. Let T
be its complete LOAG-theory and G be its monster model. We let G �LAG be its reduct to
the language of abelian group, this is purely a torsion free abelian group.

Definition 293. Let A,B,C ⊆ G, then A |̂ s
C
B if and only if tp �LAG (A/BC) does not

fork over C if and only if A |̂
C
B in the stable structure G �LAG.

We will use the following fact repeatedly.

Fact 294. Let A and B be subgroup of G and let C ⊆ A ∩ B be a common subgroup. If
A |̂ s

C
B, then A ∩B ⊆ dcl(C).

Proof. This follows by forking independence for stable formulas, including x = y. If a ∈
A ∩ B\ acl(C), then the formula x = a ∈ tp(A/B) and divides over C, because we can
find an infinite non constant indiscernible sequence (ai)

∞
i=0 in tp(a/C) and {x = ai}∞i=0 is

2-inconsistent. We conclude that a must be algebraic over C, and as there is a definable
order in the home sort a ∈ dcl(C).

3.2 Domination by the power residue sorts and the

value group

In this section we study domination of the type of a valued fields by the power residue sorts
and the value group in each of the languages. We would like to highlight that the required
ingredients to carry out the argument are the existence of separated basis and a relative
quantifier elimination statement. We obtain the following results:

1. In the L-language the type of a valued field over a maximal model is dominated by the
power residue sorts and the value group.

2. In the Lac-language the type of a valued field over a maximal field is dominated by the
residue sort and the value group.

3. For the theory of henselian valued fields of equicharacteristic zero with residue field
algebraically closed, the type of a valued field over a maximal field is dominated by
the residue sort and the value group in the L∗val-language.

The following is [EHS22, Lemma 2.5].

Proposition 295. Let L and M be valued fields with C ⊆ L ∩ M be a common valued
subfield. Assume that:
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1. ΓL ∩ ΓM = ΓC,

2. kM and kL are linearly disjoint over kC,

3. M (or L) have the good separated basis property over C.

Then M (or L) has the separated basis property over L (or M respectively). Therefore, L
and M are linearly disjoint over C, ΓC(L,M) is the group generated by ΓL and ΓM over ΓC
and kC(L,M) is the field generated by kM and kL over kC.

The following is a direct consequence of Proposition 295, but we bring details to the
picture to clarify some of our arguments.

Fact 296. Let L and M be valued fields with C ⊆ L∩M a common valued subfield. Assume
that:

1. ΓL ∩ ΓM = ΓC,

2. kM and kL are linearly disjoint over kC,

3. M (or L) has the good separated basis property over C.

Let a ∈ O×C(L,M) then there are elements

l11, . . . , l
1
k, l

2
1, . . . , l

2
s , l ∈ OL and m1

1, . . . ,m
1
k,m

2
1, . . . ,m

2
s,m ∈ OM ,

such that:

res(a) =
(
1 +

∑
i≤k

res(l1i ) res(m1
i )
)(

1 +
∑
i≤s

res(l2i ) res(m2
i )
)−1

res(l) res(m).

Proof. Let a = y1

y2
where y1, y2 ∈ C[L,M ]. By Proposition 295 L and M are linearly

disjoint over C and M (or L) has the separated basis property over L (or M). Suppose

that yi =
∑
j≤ni

l̂ijm̂
i
j, by hypothesis v(y1) = v(y2) = γ. As M (or L) has the separated basis

property over L (or M) there is some index ji0 such that γ = v(l̂i
ji0
m̂i
ji0

) and let Ii = {j ≤
ni | v(l̂ijm̂

i
j) = γ}. Hence

yi = l̂iji0
m̂i
ji0

(
1 +

∑
j≤ni,j 6=ji0

( l̂ijim̂i
ji

l̂i
ji0
m̂i
ji0

))
.

Claim 297. Given elements l ∈ L and m ∈ M such that v(lm) = 0 there is some element
c ∈ C satisfying v(lc) = 0 and v(mc−1) = 0.

Proof. Let l ∈ L and m ∈ M be such that v(lm) = 0 then v(l) = −v(m) ∈ ΓL ∩ ΓM = ΓC
so there is some c ∈ C such that v(lc) = 0 and v(mc−1) = 0.
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In particular, for any j ∈ Ii, since v(l̂ijm̂
i
j) = v(l̂i

ji0
m̂i
ji0

) we have that v
( l̂ij
l̂i
ji0

m̂i
ji0

m̂ij

)
= 0, so we

can find elements cij ∈ C such that v
( l̂ij
l̂i
ji0

cij
)

= 0 and v
(
(cij)

−1
m̂i
ji0

m̂ij

)
= 0. Let lij =

l̂ij

l̂i
ji0

cij and

mi
j = (cij)

−1
m̂i
ji0

m̂ij
. Moreover, γ = v(l1

j10
m1
j10

) = v(l2
j20
m2
j20

), thus we can find an element c ∈ C

such that v
( l1
j10

l2
j20

c
)

= 0 and v
( m̂1

j10

m̂2
j20

c−1
)

= 0, we set l =
l̂1
j10

l̂1
j20

c and m =
m̂1
j10

m̂2
j20

c−1.

Then:

res(a) = res(
y1

y2

) = res
(
1 +

∑
j≤n1,j 6=j10

l̂1j m̂
1
j

l̂1
j10
m̂1
j10

)(
res
(
1 +

∑
j≤n2,j 6=j20

l̂2j m̂
2
j

l̂2
j20
m̂2
j20

))−1
res
( l̂1j10m̂1

j10

l̂j20m̂
2
j20

)
= res

(
1 +

∑
j∈I1,j 6=j10

( l̂1j m̂1
j

l̂1
j10
m̂1
j10

))(
res
(
1 +

∑
j∈I2,j 6=j20

( l̂2j m̂2
j

l̂2
j20
m̂2
j20

)))−1
res(l) res(m)

=
(
1 +

∑
j∈I1,j 6=j10

res
( l̂1j1m̂1

j1

l̂1
j10
m̂1
j10

))(
1 +

∑
j∈I2,j 6=j20

res
( l̂2j2m̂2

j2

l̂2
j20
m̂2
j20

))−1
res(l) res(m)

=
(
1 +

∑
j∈I1,j 6=j10

res(l1j ) res(m1
j)
)(

1 +
∑

j∈I2,j 6=j20

res(l2j ) res(m2
j)
)−1

res(l) res(m) as required.

We start by recalling some propositions about extending a given isomorphism of valued
fields in the reduct Lval. The following is [EHS22, Proposition 2.6].

Proposition 298. Let L and M be valued fields with C ⊆ L∩M a common valued subfield.
Assume that ΓL ∩ ΓM = ΓC, kL and kM are linearly disjoint over kC and that L or M has
the good separated basis property. Let σ : L→ L′ be a Lval valued field isomorphism which is
the identity on CΓLkL. Then σ can be extended to a Lval- valued field isomorphism f from
C(L,M) to C(L′,M) which is the identity on M and f �L= σ.

We continue arguing that without loss of generality we may assume the Lval-isomorphism
to fix the residue field and the value group of M instead.

Proposition 299. Let L and M be valued fields with C ⊆ L∩M a common valued subfield.
Assume that:

1. ΓL ∩ ΓM = ΓC,

2. kM and kL are linearly disjoint over kC,

3. M or L have the good separated basis property over C.
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And let σ : C(L,M)→ C(L′,M ′) be an Lval-isomorphism fixing CkMΓM , such that σ(L) =
L
′

and σ(M) = M ′. Then there is an Lval-isomorphism τ : C(L,M) → C(L′,M) such that
τ is the identity on M and τ �L= σ �L.

Proof. Let σ : C(L,M)→ C(L′,M ′) be the given Lval isomorphism fixing CkMΓM . We want
to find an Lval-isomorphism τ : C(L,M) → C(L′,M) which is the identity on M and such
that τ �L= σ �L. We consider the restriction map σ−1 �M ′ : M ′ → M , an Lval-isomorphism
fixing CkMΓM . By Proposition 298 there is an Lval-isomorphism φ : C(M ′, L′)→ C(M,L′)
that extends σ−1 �M ′ : M ′ → M and is the identity on L′. Let τ : C(L,M) → C(L′,M) be
the Lval-isomorphism given by the composition τ = φ ◦ σ; this map satisfies the required
conditions.

We conclude this section by restating our result in terms of domination for the class of
henselian valued fields of equicharacteristic zero with residue field algebraically closed. We
first recall a general fact about regular extensions:

Fact 300. Let F be a field, E a regular field extension of F and R be any other field extension
of F . If E |̂ alg

F
R then E and R are linearly disjoint over F .

Proof. See [Alg02, Theorem 4.12 Chapter VIII].

Corollary 301. Let T be some L∗val complete extension of the first order theory of henselian
valued fields of equicharacteristic zero with residue field algebraically closed. Let M be its
monster model and C a maximal field. Let C ⊆ L be a valued field extension such that ΓL/ΓC
is a torsion free extension and kL is a regular extension of kC. Then tp(L/C) is dominated
by the residue field and the value group, this is for any field extension C ⊆ M such that
kM |̂ alg

kC
kL and ΓM |̂ s

ΓC
ΓL we have tp(L/CkMΓM) ` tp(L/M).

Proof. Let C ⊆M be a field extension such that kM |̂ alg
kC
kL and ΓM |̂ s

ΓC
ΓL . By Fact 300

kM and kL are linearly disjoint over kC . As ΓM |̂ s
ΓC

ΓL, by Fact 294 ΓM ∩ ΓL ⊆ dcl(ΓC).

Combining Fact 285 together with the hypothesis of ΓL/ΓC is torsion free we obtain that
ΓM∩ΓL ⊆ ΓC . Let L′ � tp(L/CkMΓM) and let σ : L→ L′ be a partial elementary map fixing
CkMΓM , as the hypothesis of Proposition 298 are satisfied, we can find an automorphism τ
of M fixing M and extending σ. The map τ must be elementary by Theorem 269, because
its restriction to the value group is a partial elementary map of ΓM. We conclude that
tp(L/CkMΓM) ` tp(L/M), as required.

In the following remark we indicate how forking independence relates to the notions of
independence required in Corollary 301.

Remark 302. Let T be some L∗val complete extension of the first order theory of henselian
valued fields of equicharacteristic zero with residue field algebraically closed. Let M be its
monster model, and L, M substructures. Let C ⊆ L ∩ M be a common subfield, then if
kMΓM |̂

C
kLΓL we have kM |̂ alg

kC
kL and ΓM |̂ s

ΓC
ΓL.
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Proof. By Corollary 270, the residue field and the value group are stably embedded and
orthogonal to each other, hence kM |̂

kC
kL and ΓM |̂

ΓC
ΓL. Forking independence in

the residue field implies in particular algebraic independence, so kM |̂ alg
kC
kL. Forking in-

dependence in the value group guarantees forking independence in the reduct to LAG so
ΓM |̂ s

ΓC
ΓL.

Domination by the residue sort and the value group in the language L.

In this subsection, we let T be some complete extension of the L-theory of henselian valued
fields of equicharacteristic zero and we let C be its monster model. Given L an L substruc-
ture of C and n ∈ N we set (An)L = {resn(l) | l ∈ L}, and AL = ((An)L | n ∈ N). The main
goal of this subsection is proving that the type of a valued field over a maximal model C is
dominated by the power residue sorts and the value group.

Theorem 303. Let L and M be substructures of C, and let C be a maximal model of T
which is also a common substructure of L and M . If

1. ΓL |̂ sΓC ΓM ,

2. kM and kL are linearly disjoint over kC.

Then tp(L/CAMΓM) ` tp(L/M).

Proof. Let L
′
� tp(L/CAMΓM) and let σ be a partial elementary map sending L to L′

fixing CAMΓM . By Fact 294, ΓL ∩ ΓM ⊆ dcl(ΓC) = ΓC because C is definably closed. By
Proposition 299, there is an Lval valued field isomorphism τ : C(L,M)→ C(L′,M) which is
the identity on M and τ �L= σ. By Proposition 295, L and M are linearly disjoint over C,
L has the good basis property over M , the value group ΓC(L,M) is the group generated by
ΓM and ΓL over ΓC and the residue field kC(L,M) is the field generated by kL and kM over

kC . In particular, any element x ∈ C[L,M ] can be represented as x =
∑
i≤n

limi and

v(x) = v(
∑
i≤n

limi) = min{v(li) + v(mi) | i ≤ n}.

As τ is an Lval-isomorphism, we have:

τ(v(x)) = τ
(

min{v(li) + v(mi) | i ≤ n}
)

= min{σ(v(li)) + v(mi) | i ≤ n} = v(τ(x)),

and because σ : L → L
′

is a partial elementary map fixing ΓM , the restriction map τ :
ΓC(L,M) → ΓC(L′,M) is a partial elementary map. We want to extend the Lval-isomorphism
to a L-isomorphism, we start by proving the following claim.
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Claim 304. Fix n ∈ N and x ∈ C(L,M) be such that v(x) ∈ nΓ. Then there are a ∈
O×C(L,M), l ∈ L and m ∈M such that resn(x) = πn(res(a)) resn(l) resn(m).

Proof. Let x ∈ C(L,M), as L has the separated basis property over M there are l′ ∈ L
and m′ ∈ M such that v(x) = v(l′) + v(m′). Let φ(x, y) = ∃γ(x + y = nγ), because
� φ(v(l′), v(m′)) the LAG-formula φ(x, y) is represented in the type tp(v(l′)/ΓM). Because
ΓL |̂ sΓC ΓM , by Fact 288 tpLAG(v(l′)/ΓM) is a heir extension of tpLAG(v(l′)/ΓC) so we can

find some element c ∈ C such that � φ(v(l′), v(c)). Take l = l′c ∈ L and m = m′c−1, then
v(x) = v(l) + v(m) where v(l), v(m) ∈ nΓ. Let a = x

lm
, so x = a(lm) and

resn(x) = resn(a) resn(lm) = πn(res(a)) resn(l) resn(m), as desired.

Let x, y ∈ C(L,M), n ∈ N be such that resn(x) = resn(y), a, b ∈ O×C(L,M) and l1, l2 ∈ L
and m1,m2 ∈M satisfying resn(x) = πn(res(a)) resn(l1) resn(m1) and

resn(y) = πn(res(b)) resn(l2) resn(m2).

Thus:

resn(x) = resn(y) if and only if πn(res(a)) resn(l1) resn(m1) = πn(res(b)) resn(l2) resn(m2).

By Fact 296 the equality πn(res(a)) resn(l1) resn(m1) = πn(res(b)) resn(l2) resn(m2) can be
expressed by a formula in tp(L/CAMΓM), as σ is an elementary map the same formula
holds for the elements in σ(L). As a result,

πn(res(τ(a))) resn(τ(l1)) resn(m1) = πn(res(τ(b))) resn(τ(l2)) resn(m2)

so resn(τ(x)) = resn(τ(y)).
Hence we can naturally extend the Lval-isomorphism τ to an L-isomorphism, by taking
maps τn : (An)C(L,M) → (An)C(L′,M) sending the residue class resn(x) to resn(τ(x)). Then
t = τ∪{τn | n ∈ N} is a L-isomorphism from C(L,M) into C(L′,M) satisfying the following
properties:

1. t �M= idM and τ �L= σ,

2. t : ΓC(L,M) → ΓC(L′,M) is a partial elementary map in ΓC because ΓC(L,M) is the value
group generated by ΓM and ΓL over ΓC and σ fixes ΓM ,

3. t : A(C(L,M)) → A(C(L′,M)) is a partial elementary map in AC.This follows by the fact
that σ is a partial elementary map fixing AM combined with Claim 304 and Fact 296.

By Theorem 281 τ is a partial elementary map and therefore can be extended to an auto-
morphism of C. As a result tp(L/M) = tp(L′/M) as required.
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We conclude this section by restating our result in terms of domination.

Corollary 305. Let C ⊆ L be substructures of C with C a maximal model of T . Then
tp(L/C) is dominated by the value group and the power residue sorts, this is for any field
extension C ⊆M such that kM |̂ alg

kC
kL and ΓM |̂ s

ΓC
ΓL we have tp(L/CAMΓM) ` tp(L/M)

Proof. We want to show that tp(L/CAMΓM) ` tp(L/M). Because C is a model and
the residue field is of characteristic zero, kL is a regular extension of kC . By hypothesis
kM |̂ alg

kC
kL, by Fact 300 kL and kM must be linearly disjoint over kC . By Fact 262, L

has the good separated basis property over C. Hence, the hypothesis of Theorem 303 are
satisfied, so tp(L/CAMΓM) ` tp(L/M) as required.

The following remark emphasizes how forking independence relates to the required inde-
pendence conditions in Corollary 305.

Remark 306. Let C and L be as in Corollary 305. Let C ⊆ M be a field extension, such
that AMΓM |̂ ACΓC

ALΓL then kM |̂ alg
kC
kL and ΓM |̂ s

ΓC
ΓL.

Proof. Let M ⊇ C be another structure such that AMΓM |̂ ACΓC
ALΓL, because the sorts

A and Γ are orthogonal and purely stably embedded this is equivalent to AM |̂ AC AL and

ΓL |̂ ΓC
ΓM . In particular in the reduct to LAG it must be the case that ΓM |̂ s

ΓC
ΓL. Because

AL |̂ AC AM , in particular kL and kM are algebraically independent over kC .

Domination by the residue field and the value group in the Lac-language

In this subsection we prove a domination result for henselian valued fields of equicharacter-
istic zero in the language Lac, using Theorem 274.
Adding an angular component simplifies significantly the henselian valued field, in fact it
corresponds to having the exact sequence

1→ k× → RV → Γ→ 0,

to split. However, it should be noted that adding an angular component increases the set of
definable sets, so it is interesting to understand as well domination results in this framework
by its own sake.
Through this section T is some complete extension of the Lac-theory of henselian valued
fields of equicharacteristic zero and C is the monster model. Given M a substructure of C,
we will write k(M) to denote dcl(M) ∩ kC and we observe that ac(M) ⊆ k(M).

Theorem 307. Let L and M be good substructures of C, and let C be a maximal model of
T which is also a common substructure of L and M . If the following conditions hold

1. kM and kL are linearly disjoint over kC,

2. ΓM ∩ ΓL = ΓC,
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3. M or L have the good separated basis property over C,

then tp(L/Ck(M)ΓM) ` tp(L/M).

Proof. As in Theorem 303 we start taking L
′
� tp(L/Ck(M)ΓM), and σ a partial elementary

map sending L to L′ fixing Ck(M)ΓM . By Proposition 299, there is a Lval valued field
isomorphism τ : C(L,M)→ C(L′,M) which is the identity on M and τ �L= σ.
By Proposition 295, L and M are linearly disjoint over C, M (or L) has the separated basis
property over L (or M), the value group ΓC(L,M) is the group generated by ΓM and ΓL over
ΓC and the residue field kC(L,M) is the field generated by kL and kM over kC . In particular,

any element x ∈ C[L,M ] can be represented as x =
∑
i≤n

limi and

v(x) = v(
∑
i≤n

limi) = min{v(li) + v(mi) | i ≤ n}.

As τ is an Lval-isomorphism, we have:

τ(v(x)) = τ
(

min{v(li) + v(mi) | i ≤ n}
)

= min{σ(v(li)) + v(mi) | i ≤ n} = v(τ(x)).

We want to extend the Lval-isomorphism to a Lac-isomorphism, so it is sufficient to verify
that τ respects also the angular component map.

Claim 308. Let x ∈ C[L,M ] then there are a ∈ O×C(L,M), l ∈ L and m ∈ M such that

x = alm. In particular, τ(ac(x)) = ac(τ(x)) and ac(x) = res(a) ac(l) ac(m).

Proof. Let x ∈ C[L,M ] and suppose that x =
∑
i≤n

limi. Because M (or L) has the separated

basis property over L (or M) there is some i0 ≤ n such that v(x) = v(li0mi0). Let a =
x

li0m0
∈ O×C(L,M), then

ac(x) = ac(li0mi0a) = ac(li0) ac(mi0) ac(a) = ac(li0) ac(mi0) res(a).

Note that τ(x) = τ(a)σ(li0)mi0 . Thus:

τ(ac(x)) = τ(ac(li0) ac(mi0) res(a)) = τ(ac(li0))τ(ac(mi0))τ(res(a))

= ac(σ(li0)) ac(mi0) res(τ(a)) = ac(σ(li0)mi0τ(a))) = ac(τ(x)), as required.

We conclude that τ is an Lac-isomorphism, and because ΓC(L,M) is the group generated
by ΓL and ΓM over ΓC and σ fixes ΓM , then τ � ΓC(L,M) → ΓC(L′,M) in an elementary map
in Γ. Combining Claim 308, the fact that the residue field kC(L,M) is the field generated by
kL and kM over kC and ac(M) ⊆ k(M) is fixed by σ, we can conclude that τ � ac(C(L,M))
is an elementary map in k. By Theorem 274, such map must be elementary.
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We restate our result in terms of domination, and we highlight that we required weaker
hypothesis compare to Corollary 305.

Corollary 309. Let T be some complete extension of the L∗ac first order theory of henselian
valued fields of equicharacteristic zero and let C be its monster model. Let C ⊆ L be sub-
structures of C, with C maximal, kL a regular extension of kC and ΓL/ΓC torsion free. Then
tp(L/C) is dominated by the value group and the residue field, this is for any field extension
C ⊆M if kM |̂ alg

kC
kL and ΓM |̂ s

ΓC
ΓL then tp(L/CkMΓM) ` tp(L/M).

Proof. The argument follows in a very similar manner as Corollary 301.

Remark 310. 1. As in Remark 302, using the purely stable embeddeness and orthogonal-
ity between the residue field and the value group one can obtain that forking indepen-
dence implies the independence conditions required in 309, this is if kMΓM |̂

C
kLΓL

implies that kM |̂ alg
kC
kL and ΓM |̂ s

ΓC
ΓL.

2. A similar version of Corollary 309 can be obtained for the language Lac without adding
the constants and requiring C to be a model of T . The proof is similar to Corollary
305.

3.3 Forking over maximal models in NTP2 henselian

valued fields

In this section we apply the domination results obtained in Section 3.2 to show that forking
independence over maximal models is controlled by Shelah’s imaginary expansion of the
value group and Shelah’s imaginary expansion of the residue field in the class of henselian
valued fields of equicharacteristic zero which are NTP2.
We start by introducing some notation:

Notation 311. 1. Through this section we will work with a slight refinement of the lan-
guages introduced in Subsection 3.1. We denote as L′, L′ac and L′val the extension of L,
Lac and Lval (respectively); where the residue field is equipped with the multi-sorted She-
lah’s imaginary expansion keq as well as the value group is endorsed with the language
of Γeq. Likewise

2. Let T be a complete first order theory in the language L′. Given S a family of L′ sorts
and A a set of parameters, we write S(A) to denote dcl(A) ∩ S.

It is well known that in general forking and dividing are different notions, however, they
do coincide in a very large class of theories (sometimes over arbitrary sets of parameters or
only over models). In [CK12] Chernikov and Kaplan shown that if a theory is NTP2 then
forking and dividing over models are the same. The following is a folklore fact, and it is the
left-transitivity of dividing in any theory.
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Fact 312. Let T be a complete first order theory and M its monster model. Let C ⊆M be
a set of parameters, a, b, d ∈M, if d |̂ d

C
b and a |̂ d

Cd
b then ad |̂ d

C
b.

In [Che14, Theorem 7.6] Chernikov proved that a henselian valued field of equicharac-
teristic zero in the Lac language is NTP2 if and only if its residue field is NTP2. Later in
[Tou18, Theorem 3.11] P. Touchard proved that if K = (K,k,Γ, ac, res, v) is a henselian
valued field of equicharacteristic zero then bdn(Kac) = bdn(k) + bdn(Γ), where bdn(X) is
the burden of the definable set X as defined in [Tou18, Definition 1.12]. He also showed that
if a valued field of equicharacteristic zero is considered in the language L then bdn(K) =
maxn≥0(bdn(k×/(k×)n) + bdn(nΓ)), therefore a henselian valued field of equicharacteristic
zero is NTP2 if and only if its residue field is NTP2.

Lemma 313. Let C be some set of parameters and a, b tuples in the main field sort.

1. In the L′ language, A(Ca)Γ(Ca) |̂
C
b if and only if A(Ca)Γ(Ca) |̂

C
Aeq(Cb)Γeq(Cb).

2. In the L′ac language, k(Ca)Γ(Ca) |̂
C
b if and only if k(Ca)Γ(Ca) |̂

C
keq(Cb)Γeq(Cb).

3. For the theory of henselian valued fields of equicharacteristic zero with residue field
algebraically closed, in the L′val-language k(Ca)Γ(Ca) |̂

C
b if and only if

k(Ca)Γ(Ca) |̂
C

k(Cb)Γeq(Cb).

Proof. We start by proving the first statement. The left to right direction is clear, because
if A(Ca)Γ(Ca) |̂

C
b then A(Ca)Γ(Ca) |̂

C
acl(Cb), and Aeq(Cb)Γeq(Cb) ⊆ acl(Cb). We

proceed to prove the converse.
Suppose thatA(Ca)Γ(Ca) |̂

C

Aeq(Cb)Γeq(Cb), becauseA and Γ are orthogonal to each other,

this is equivalent to A(Ca) |̂
C
Aeq(Cb) and Γ(Ca) |̂

C
Γeq(Cb). By Corollary 282 Γ and A

are orthogonal to each other and are purely stably embedded, thus A(Ca)Γ(Ca) |̂
C
b if and

only if A(Ca) |̂
C
b and Γ(Ca) |̂

C
b. Hence, it is sufficient to prove that A(Ca) |̂

C
b and

Γ(Ca) |̂
C
b.

Claim 314. A(Ca) |̂
C
b and Γ(Ca) |̂

C
b.

We proceed by contradiction, and we assume that tp(A(Ca)/Cb) forks over C to show
that tp(A(Ca)/CAeq(Cb)) forks over C. We can find a formula φ(x̄, b) ∈ tp(A(Ca)/Cb), and

finite set of formulas {ψi(x̄, di) | i ≤ n} such that φ(x̄, b) `
∨
i≤l

ψi(x̄, di), where each formula

ψi(x̄, di) divides over C.
As A is purely stably embedded, the subset of An defined by φ(x̄, b) is also defined by a
formula η(x̄, e) where e is a tuple of elements in Aeq(Cb). By a similar argument, the set
defined by each formula ψi(x̄, di) is also defined by a formula εi(x̄, fi) where fi is a tuple of
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elements in Aeq(Cdi). Because φ(x̄, b), η(x̄, e) define the same set, as ψi(x̄, di) and εi(x̄, fi)

do, then it is also the case that η(x̄, e) `
∨
i≤l

εi(x̄, fi). Since η(x̄, e) ∈ tp(A(Ca)/Aeq(Cb)) it

is sufficient to argue that εi(x̄, fi) also divides over C.
Each formula ψi(x̄, di) divides over C, so we can find an infinite sequence 〈bj | j < ω〉 in
the type tp(di/C) such that b0 = di and {ψi(x̄, bj) | j < ω} is mi-inconsistent. Let σj be
an automorphism of the monster model sending b0 to bj and fixing C. Let gj = σj(fi),
then g0 = fi, 〈gj | j < ω〉 is in the type tp(fi/C). As a result, {εi(x̄, gj) | j < ω} is also
mi-inconsistent, because ψi(x̄, bj) and εi(x̄, gj) define the same subset of An. Consequently,
each εi(x̄, fi) divides over C, so tp(A(Ca)/CAeq(Cb)) forks over C. We conclude that if
A(Ca) |̂

C
Aeq(Cb) then A(Ca) |̂

C
b. Likewise, one can show that if Γ(Ca) |̂

C
Γeq(Cb)

then Γ(Ca) |̂
C
b. This concludes the proof of the right to left direction.

Likewise, we can conclude similarly the second and the third statement. In fact, the proof
only requires that the residue field and the value group are orthogonal to each other and are
purely stably embedded. This is guaranteed by Corollary 275 and 270 respectively.

Theorem 315. Let C be some maximal model and assume that the residue field is NTP2.

1. In the L′-language, a |̂
C
b if and only if A(Ca)Γ(Ca) |̂

C
Aeq(Cb)Γeq(Cb).

2. In the L′ac-language, a |̂
C
b if and only if k(Ca)Γ(Ca) |̂

C
keq(Cb)Γeq(Cb).

Proof. We start proving the first statement, the left to right direction is clear. We assume
that
A(Ca)Γ(Ca) |̂

C
Aeq(Cb)Γeq(Cb). By Corollary 282 A and Γ are purely stably embedded

and orthogonal to each other, so this is equivalent toA(Ca) |̂
C
Aeq(Cb) and Γ(Ca) |̂

C
Γeq(Cb).

Because A(Ca) |̂
C
Aeq(Cb), then k(Ca) |̂ alg

kC
k(Cb). As C is a model and the residue field

is of characteristic zero, k(Ca) is a regular extension of kC so we can apply Fact 300 to
conclude that k(Ca) and k(Cb) are linearly disjoint over kC . Because Γ(Ca) |̂

C
(Cb), then

Γ(Ca) |̂ s
ΓC

Γ(Cb), as Γ is a stably embedded sort and we are considering the reduct to the

language of abelian groups.

Claim 316. a |̂ d
CA(Ca)Γ(Ca)

b.

Proof. Let p(x,CA(Ca)Γ(Ca)) = tp(a/CA(Ca)Γ(Ca), b). It is sufficient to argue that no
formula φ(x̄, b) ∈ p(x,CA(Ca)Γ(Ca), b) divides over CA(Ca)Γ(Ca). Let 〈bi | i ∈ ω〉 a
CA(Ca)Γ(Ca)-indiscernible sequence in the type tp(b/CA(Ca)Γ(Ca)). Let σi be an au-
tomorphism of C fixing CA(Ca)Γ(Ca) sending b to bi. By Theorem 303 we can find an
automorphism τi of C which is the identity on dcl(Ca) and whose restriction to dcl(Cb)
coincides with σi. In particular,

� φ(a, b)↔� φ(τi(a), τi(b))↔� φ(a, bi) for any i < ω.
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so {φ(x, bi) | i < ω} is consistent, and we conclude that φ(x, b) does not divide over
CA(Ca)Γ(Ca) as required.

Combining Claim 316 with Lemma 313 we have that a |̂ d
CA(Ca)Γ(Ca)

b and

A(Ca)Γ(Ca) |̂ d
C
b so we can apply Fact 312 to conclude that aA(Ca)Γ(Ca) |̂ d

C
b. As

forking is equal to dividing over models in NTP2 theories we have aA(Ca)Γ(Ca) |̂
C
b.

Because A(Ca)Γ(Ca) ⊆ acl(Ca), this is equivalent to a |̂
C
b.

Likewise, we can conclude the second statement for the L′ac-language, using Theorem 307 and
Corollary 275 instead. We observe that there is no need to work with the extension L∗ac, as
the independence assumption over the value group implies that Γ(Ca)∩Γ(Cb) ⊆ Γ(C) = ΓC ,
because C is definably closed.

Proposition 317. Let T be some complete extension of the L∗dp- first order theory of
henselian valued fields of equicharacteristic zero with residue field algebraically closed and
whose value group is dp-minimal. Let C be its monster model and C ⊆ C be a maximal
field. Let a, b ∈ C and suppose that k(Ca) is a regular extension of kC and Γ(Ca)/ΓC
is torsion free. We have that a |̂

C
b if and only if k(Ca)Γ(Cb) |̂

C
k(Cb)Γ̂(Cb). Where

Γ̂ = Γ ∪ {Γ/∆ | ∆ is a convex subgroup}.

Proof. The proof follows by a very similar argument as in Theorem 315, applying Proposition
299 instead. In fact, ΓM ∩ ΓL ⊆ dcl(ΓC) = (Q ⊗ ΓC) ∩ ΓC and as Γ(Ca)/ΓC is torsion free
we have that ΓM ∩ ΓL = ΓC . Also, the independence in the residue field together with the
assumption of k(Ca) being a regular extension of kC guarantees that k(Ca) and k(Cb) are
linearly disjoint over kC . We can apply the equivalence between forking and dividing over
sets of parameters in the main sort by a result of Cotter and Starchenko [CS12, the remarks
preceding Proposition 2.6 together with Corollary 5.6].

3.4 Domination by the internal sorts to the residue

field in the language LRV
In this section we investigate domination of a field by the sorts internal to the residue field
over the value group in the LRV - languange. We start by fixing some notation.

Notation 318. Given a field F we denote as F alg its field algebraic closure.

Let K be an LRV -structure, we will write kK to denote the residue field of K, ΓK to
denote its value group and RVK = {rv(k) | k ∈ K}.
Any henselian valued field K can be naturally embedded into a model of ACV F , in fact
we can simply take the algebraic closure of K with the unique extension of v to Kalg. We
denote by O the valuation ring of K and M its prime ideal, while Oalg is the valuation
ring of Kalg and Malg indicates its maximal ideal. Hence, the sort RVK can be naturally
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embedded into RVKalg , by sending the class x(1 +M) to x(1 +Malg). Likewise, there is a
natural embedding from the residue field of K into the residue field of Kalg, where for x ∈ O
we send the class x+M to x+Malg.

In [HHM06, Section 3.1] Haskell, Hrushovski and Macpherson introduced the well known
geometric language LG, in which ACV F eliminates imaginaries (see [HHM06, Theorem
1.0.1]). Through this section we will equip any model of ACV F with the language LACV F
extending the language of LG and a RV -sort.

Notation 319. Let T be the LRV -theory of henselian valued fields of equicharacteristic zero.
We will denote by C its monster model, which can be embedded into the monster model U of
ACV F . Through this section we will work in both theories, so we emphasize the notation
that we will be using to distinguish both theories. We will simply denote as dcl, acl, or
tp(A/C) the definable closure, algebraic closure or the type in the language LRV . While we
emphasize that dclACV F , aclACV F or tpACV F indicate the definable closure, algebraic closure
or the type in the geometric language. We recall our notation, given S a stably embedded
sort in the LRV - theory and A ⊆ C a set of parameters we denote as S(A) = S ∩ dcl(A),
while if S is a stably embedded sort in ACV F we indicate by SACV F (A) = S ∩ dclACV F (A).

Definition 320. 1. A definable set E is said to be internal to a definable set D if there
is some finite set of parameters F such that E ⊆ dcleq(F ∪D).

2. A family of definable sets {Ei}i∈I is said to be internal to a definable set D if for each
i ∈ I we have that Ei is internal to D.

Definition 321. Let S ⊆ ΓC and M be a substructure of C such that S ⊆ ΓM . We write

kIntMS = {kM} ∪ {RVM ∩ v−1
RV (γ) | γ ∈ S}.

For each γ ∈ S, RVC∩ v−1
RV (γ) is internal to the residue field and the parameters required

to witness the internality lie in RVC∩v−1
RV (γ). Indeed, given b(1+M) ∈ RVC∩v−1

RV (γ) the map
f : O×/(1 +M)→ RV ∩ v−1

RV (γ) sending the element x(1+M) to
(
b(1+M)

)
·
(
x(1+M)

)
=

bx(1 +M) is a bijection. In particular, for each γ ∈ S, RVC ∩ v−1
RV (γ) is stably embedded

and so it is kIntCS.
Similarly, we can consider the structures RVU ∩ v−1

RV (γ), kIntUS and obtain the same results
in this setting.

In the case of ACV F , let C ⊆ U a set of parameters and L a substructure of U, then
aclACV F (kIntMΓL) is precisely the part of Ueq which is internal to the residue field and con-
tained in sets definable over C and ΓACV F (L) (see [HHM05, Lemma 12.9]). In ACV F the
residue field is an algebraically closed field, so it has a strongly minimal theory and forking
independence coincides with algebraic independence in the field theoretic sense. In [HHM06,
Lemma 2.6.2 ], Haskell, Hrushovski and Macpherson characterize the definable sets that
are internal to the residue field precisely as those that are stable and stably embedded, or
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more precisely as those that have finite Morley rank with the induced structure. In par-
ticular, in ACV F the multi-sorted structure aclACV F (kIntMΓL) is naturally equipped with a
well-behaved notion of independence, which is simply forking independence in stable theories.

We will not investigate this in the more general setting of henselian valued fields of
equicharacteristic zero. Instead we use the fact that any henselian valued field of equicharac-
teristic zero can be naturally embedded into a model of ACV F and we use the well-behaved
notion of independence induced there, which in our setting corresponds to independence for
the quantifier free and stable formulas.

Definition 322. Let L and M be substructures of C such that dcl(L) = L and ΓL ⊆ ΓM .
We consider these structures embedded in the monster model U of ACV F . Suppose that
ΓL ⊆ ΓM and let C ⊆ L ∩M be a common valued field. We say that kIntLΓL |̂

qfs

CΓL
kIntMΓL in

C if and only if aclACV F (kIntLΓL) |̂
CΓL

aclACV F (kIntMΓL) in U.

Our next goal is showing that types over maximally complete bases are dominated by the
sorts internal to the residue field, to achieve this final milestone we will need Lemma 327,
which generalizes [HHM05, Lemma 12.9 and 12.10], both obtained for algebraically closed
substructures.
The following is a well-known fact for valued field extensions, we use [vdDKM+12] as a
reference.

Fact 323. Let C ⊆ L be a valued field extension, where OC is the valuation ring of C and OL
is the valuation ring of L. Let (bi | i ∈ I) be a sequence of elements of O×L such that res(bi)
in kL is algebraically independent over kC. And let (aj | j ∈ J) be a family of elements of
L× such that the family

(
v(aj) | j ∈ J

)
in Q ⊗ ΓL is Q-linearly independent over Q ⊗ ΓC.

Assume that I ∩ J = ∅ and define dk ∈ L for k ∈ I ∪ J by di = bi for i ∈ I and dj = aj for
j ∈ J . Then:

1.
(
dk | k ∈ I ∪ J

)
in L is algebraically independent over C, and

2. if C ⊆ L is an extension of finite transcendence degree, then

trdeg(kL/kC) + dimQ(Q⊗ ΓL/Q⊗ ΓC) ≤ trdeg(L/C).

The second statement is known as the Zariski-Abhyankar Inequality and it is a direct con-
sequence of the first one.

Proof. This is [vdDKM+12, Lemma 3.24 and Corollary 3.25].

Fact 324. Let L be a substructure of U, then

ΓACV F (L) = Q⊗ ΓL and

kACV F (L) ⊆ aclACV F (L) ∩ k = kalgL .
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Proof. Let L be a substructure of U then L ⊆ Lalg ⊆ U and Lalg � ACV F . In particular,
ΓACV F (L) ⊆ ΓACV F (Lalg). It is therefore sufficient to argue that ΓACV F (Lalg) = Q⊗ΓL. Let
γ ∈ ΓACV F (Lalg) and φ(x, l) be some formula witnessing that γ is in the definable closure of
Lalg, so l ∈ Lalg. As Γ is purely stably embedded there is some LOAG-formula ψ(x, a) such
that

U � ∀x
(
(φ(x, l)↔ ψ(x, a)

)
.

Because Lalg is a model

Lalg � ∃a ∈ Γn∀x
(
(φ(x, l)↔ ψ(x, a)

)
.

Thus, we can find some element a ∈ Γn
Lalg

such that Lalg � ψ(γ, a) and |ψ(Lalg, a)| = 1. By
quantifier elimination of ODAG, ψ(x, a) must be equivalent to a formula x = τ(a), where τ
is a term in the language LOAG. Thus γ ∈ ΓLalg = Q⊗ ΓL.
We continue arguing for the residue field. It is clear that kACV F (L) ⊆ aclACV F (L)∩k. Thus
it is sufficient to argue that aclACV F (L)∩k = kalgL . Let b ∈ aclACV F (L) ⊆ aclACV F (Lalg) and
φ(x, l) the formula witnessing that b is algebraic over L. Because Lalg is a model and k is
purely stably embedded, there is some formula ψ(x, z) in the language of fields such that:

Lalg � ∃d ∈ kr
(
∀x
(
φ(x, l)↔ ψ(x, d)

))
.

Consequently, we can find some tuple d ∈ kLalg such that Lalg � ψ(b, d) and ψ(Lalg, d) is
finite. By quantifier elimination in ACF , b ∈ kLalg = kalgL .

Notation 325. Let kC be a subfield of the residue field and a = 〈ai | i ≤ n〉 be a tuple of
elements in the residue field, we denote as kC〈ai | i ≤ n〉 the field generated by kC and the
tuple a, i.e. kC〈ai | i ≤ n〉.

In the case of ACV F the following statement is an immediate consequence of the Zariski-
Abhyankar inequality.

Corollary 326. Let C ⊆ L be a valued field extension. Let OC and OL be the valuation
rings of C and L respectively. Let 〈bi | i ≤ r〉 be a sequence of elements of O×L such that
res(bi) in kL is algebraically independent over kC. And let 〈aj | j ≤ s〉 be a sequence of
elements of L× such that 〈v(aj) | j ≤ s〉 in Q⊗ ΓL is Q-linearly independent over Q⊗ ΓC.
Let E be the field generated by C and 〈bi | i ≤ r〉 and 〈aj | j ≤ s〉, then:

• ΓACV F (E) ⊆ (Q⊗ ΓC)⊕
⊕
j≤s

(Q⊗ v(aj)), and

• kACV F (E) ⊆ aclACV F (E) ∩ k ⊆ (kC〈res(bi) | i ≤ r〉)alg.

In particular, if for each j ≤ s we let dj = rv(aj) then:

• ΓACV F (Cd1, . . . , ds, res(b1), . . . , res(br)) ⊆ (Q⊗ ΓC)⊕
⊕
j≤s

(Q⊗ v(aj)) and,
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•

kACV F (Cd1, . . . , ds, res(b1), . . . , res(br)) ⊆
aclACV F (Cd1, . . . , ds, res(b1), . . . , res(br))∩k ⊆ (kC〈res(bi) | i ≤ r〉)alg.

Proof. Let C ⊆ L and 〈aj | j ≤ s〉, 〈bi | i ≤ r〉 be tuples as in the statement. Let E0 be the
field generated by C and the tuple 〈bi | i ≤ r〉. By Fact 323 and Fact 324:

r = trdeg(E0/C) ≥ trdeg(kACV F (E0)/kC) + dimQ(ΓACV F (E0)/ΓACV F (C)),

because trdeg(kACV F (E0)/kC) ≥ r, then trdeg(kACV F (E0)/kC) = r and

dimQ(ΓACV F (E0)/ΓACV F (C)) = 0

. In particular,
ΓACV F (E0) ⊆ ΓACV F (C) = Q⊗ ΓC

, and
kACV F (E0) ⊆ aclACV F (E0) ∩ k = kalgE0

= (kC〈res(bi) | i ≤ r〉)alg.

Let E be the field generated by E0 and 〈ai | i ≤ s〉. Again by Fact 323,

s = trdeg(E/E0) ≥ trdeg(kACV F (E)/kACV F (E0)) + dimQ(ΓACV F (E)/ΓACV F (E0)).

Because 〈v(ai) | i ≤ s〉 ⊆ ΓACV F (E) and ΓACV F (E0) ⊆ Q⊗ ΓC , then

s = dimQ(ΓACV F (E)/ΓACV F (E0))

. Thus, trdeg(kACV F (E)/kACV F (E0)) = 0. Summarizing all the above, we conclude that:

• kACV F (E) ⊆ aclACV F (E) ∩ k = kalgE = (kC〈res(bi) | i ≤ r〉)alg, and

•
ΓACV F (E) ⊆ (Q⊗ ΓC)⊕

⊕
j≤s

(Q⊗ v(aj))

, as required.

The second part of the statement follows immediately by the fact that res(bj) ∈ dclACV F (bj)
and di = rv(ai) ∈ dclACV F (ai).

Lemma 327. Let L,M be substructures of U, the monster model of ACV F . Let C be a
common substructure of L and M and suppose that ΓL ⊆ ΓM . Let

• A = {ai | i ∈ R} ⊆ L be such that {v(ai) | i ∈ R} is a maximally Q-linearly independent
set of ΓL ⊆ Γ(L) = Q⊗ Γ(L) over ΓC.

• E = {ei | i ∈ R} ⊆M satisfying v(ei) = v(ai),
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• B = {bj | j ∈ S} ⊆ O×L such that {res(bj) | j ∈ S} is a transcendence base of

kL ⊆ acl(L) ∩ k = kalgL over kC.

The following statements are equivalent:

1. The set

{res
(ai
ei

)
, res(bj) | j ∈ S, i ∈ R} is algebraically independent over kM .

2. The structures aclACV F (kIntLΓL), aclACV F (kIntMΓL) are independent over CΓL.

Proof. Let (ai), (ei) and res(bj) satisfying the required hypothesis. Let di be the code of the
open ball Bv(ai)(ai) = {x ∈ U | v(x− ai) > v(ai)}, note that this code is inter-definable with
the class rv(ai) ∈ dclACV F (ai). For notational convenience we will assume that R and S
are finite and equal to {1, . . . , r} and {1, . . . , s} respectively, as the more general argument
follows in a similar manner by applying the argument to any finite sequence.

Claim 328. The set D = {d1, . . . , dr, res(b1), . . . , res(bs)} ⊆ aclACV F (kIntLΓL) is algebraically
independent over CΓL. (In the model theoretic sense)

Proof. We proceed by contradiction and we argue by cases. Suppose the existence of some
index j0 ≤ s such that res(bj0) ∈ aclACV F (D0CΓL), where

D0 = D\{res(bj0)}

. Let B0 = B\{bj0} and note that

res(bj0) ∈ aclACV F (D0CΓL) ⊆ aclACV F (C(A,B0))

, where C(A,B0) denotes the field generated over C by A and B0. By Corollary 326,

res(bj0) ∈ aclACV F (C(A,B0)) ∩ k ⊆ (kC〈res(bj) | j ≤ s, j 6= j0〉)alg.

This contradicts the choice of the elements (bi | i ≤ s). We now assume that for some index
i0 ≤ s such that di0 ∈ aclACV F (CD0ΓL) where D0 = D\{di0}. Let

E0 = acl(C(A0, B)) where

A0 =A\{ai0}

, and C(A0, B) denotes the field generated by A0 and B over C. Let G = RVE0 , by Corollary
326 and Fact 324:

• kE0 = aclACV F (E0) ∩ k = (kC < res(bj) | j ≤ s >)alg, and
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• ΓE0 = ΓACV F (E0) = (Q⊗ ΓC)⊕
⊕
j 6=j0

(Q⊗ v(aj)) = vRV (G).

Moreover by construction

ΓL ⊆ (Q⊗ ΓC)⊕
⊕
j≤r

(Q⊗ v(aj))

. Let γ = v(ai0) and let φ(x, γ) be the L(CD0)-formula witnessing that di0 ∈ aclACV F (CD0ΓL).
Because the residue field is infinite, we can find an element d ∈ RVU ∩ v−1(γ), such that

U � ¬φ(d, γ). To simplify the notation, we write Γ̂ to denote (Q⊗ ΓC)⊕
⊕
j≤r

(Q⊗ v(aj)).

By Corollary 326,

kACV F (CD0 ∪ {d}) ⊆ (kC〈res(bj) | j ≤ s〉)alg = kE0 and

kACV F (CD) ⊆ (kC〈res(bj) | j ≤ s〉)alg = kE0 .

Let G1 = G · dZi0 and G2 = G · dZ and consider the partial isomorphism:

f :G1 → G2

gdni0 → gdn, where n ∈ Z.

Let fv = idΓ̂, and fr = idkE0
, then the triple (fr, f, fv) : (kE0 , G1, Γ̂) → (kE0 , G2, Γ̂) is

a partial isomorphism in the Lrv language [See Definition 3.1]. By Proposition 278 the
partial isomorphism (fr, f, fv) must be an elementary map. In particular tp(d/CD0ΓL) =
tp(di0/CD0ΓL), but this leads us to a contradiction because

U � ¬φ(d, γ) ∧ φ(di0 , γ)

.

We can now prove the equivalence between (1) and (2). By Claim 328D ⊆ aclACV F (kIntLΓL)
is algebraically independent (in the model theoretic sense) over CΓL. Each fiber RVU∩v−1(γ)
is stably embedded and internal to the residue field (which eliminates imaginaries), so it
must be a strongly minimal set. Therefore, algebraic independence in the model theo-
retic sense over CΓL coincides with forking independence in the stable sense, in particular
MR(D/CΓL) = s+ r. Thus,

aclACV F (kIntLΓL) |̂
CΓL

aclACV F (kIntMΓL)

if and only if
MR(D/ aclACV F (kIntMΓL)) = r + s.

As aclACV F (kIntUΓL) is stably embedded,

MR(D/ aclACV F (kIntMΓL)) = r + s
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if and only if MR(D/M) = r + s. Because each element di is interdefinable over M with
res
(
ai
ei

)
, then MR(D/M) = r + s if and only if

MR
(
{res

(a1

e1

)
, . . . , res

(ar
er

)
, res(b1), . . . , res(bs)}

/
M) = r + s.

As the residue field is purely stably embedded,

MR({res
(a1

e1

)
, . . . , res

(ar
er

)
, res(b1), . . . , res(bs)}/M) = r + s

if and only if

MR
(
{res

(a1

e1

)
, . . . , res

(ar
er

)
, res(b1), . . . , res(bs)}/kM

)
= r + s,

thus {res
(
a1

e1

)
, . . . , res

(
ar
er

)
, res(b1), . . . , res(bs)} is algebraically independent over kM . We

conclude therefore the equivalence between (1) and (2) as required.

We emphasize that in the following statement we work for T a complete extension of the
LRV -theory of henselian valued fields of equicharacteristic zero, and we let C be its monster
model. The following theorem generalizes ideas present in [HHM05, Proposition 12.15], we
include all details for sake of completeness.

Notation 329. Given a set of parameters B ⊆ kC we will denote as cl(B) the field theoretic
algebraic closure of B inside of kC.
We recall that given a substructure M of C for each n ∈ N we denote as

(An)M = {resn(m) | m ∈M} and AM = ((An)M | n ∈ N).

Theorem 330. Let L and M be substructures of C and let C ⊆ L ∩ M be a common
substructure which is a maximal model of T . We suppose:

1. ΓL ⊆ ΓM and Γ(L) = ΓL,

2. kIntLΓL |̂
qfs

CΓL
kIntMΓL,

3. L has finite transcendence degree over C.

Then tp(L/CΓLAM kIntMΓL) ` tp(L/M).

Proof. Let L′ � tp(L/CΓLAM kIntMΓL) and let σ be an automorphism of C fixing

CΓLAM kIntMΓL taking L to L′.

Step 1: Without loss of generality we may assume that σ fixes ΓM .
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Proof. Let β ∈ ΓM such that σ(β) = β′. Because Γ is stably embedded it is sufficient to prove
that β and β′ realize the same type over Γ(L′ kIntMΓL). So, we can take an automorphism of

the structure τ fixing L′ kIntMΓL sending β′ to β and we may replace σ by τ ◦ σ. To show

that tp(β/Γ(L′ kIntMΓL)) = tp(β′/Γ(L′ kIntMΓL)) we will argue that Γ(L′ kIntMΓL) = ΓL. Let

f be a L′-definable function from kIntMΓL to Γ. We aim to prove that for each x ∈ kIntMΓL
we have that f(x) ∈ Γ(L′). For each γ ∈ ΓL, the function f takes finitely many values on
RVM ∩ v−1

RV (γ) ⊆ RVC ∩ v−1
RV (γ), because the power residue sorts and the value group are

orthogonal to each other. Hence, for each γ ∈ ΓL the set f
(
RVM ∩ v−1(γ)

)
is finite, thus

algebraic over L
′
. Then f

(
RVM ∩v−1(γ)

)
⊆ acl(L′)∩Γ = Γ(L′) = ΓL′ = ΓL, as required.

As in Proposition 12.15 in [HHM05] we start by perturbing the valuation on C(L,M).

Step 2 : There is some valuation v̂ on C(L,M) finer that v satisfying the following
properties

• Γ(L,v̂) ∩ Γ(M,v̂) = Γ(C,v̂),

• k(L,v̂) and k(M,v̂) are linearly disjoint over k(C,v̂),

• for any element x ∈M , we have that v(x) = v̂(x).

Proof. We choose elements {ai | i ∈ r}, {bj | j ∈ s} ⊆ L and {ei | i ∈ r} ⊆M satisfying the
hypotheses of Lemma 327. By hypothesis,

kIntLΓL

qfs

|̂
CΓL

kIntMΓL

thus aclACV F (kIntLΓL) |̂
CΓL

aclACV F (kIntMΓL), so we can apply Lemma 327 and we obtain

that:

{res
(a1

e1

)
, . . . , res

(ar
er

)
, res(b1), . . . , res(bs)}

are algebraically independent (in the field theoretic sense) over kM . For each i ≤ r we define:

Ri = cl(kM , res
(a1

e1

)
, . . . , res

(ai
ei

)
, res(b1), . . . , res(bs)).

In particular:

R(0) = cl(kM , res(b1), . . . , res(bs)) = cl(kM , kL),

R(r) = cl
(
kM , kL, res

(a1

e1

)
, . . . , res

(ar
er

))
.

Let pi : Ri+1 → Ri ∪ {∞} be a place which fixes Ri and pi
(

res
(
ai
ei

))
= 0, such map can be

found by the algebraic independence of {res
(
ai
ei

)
, . . . , res

(
ar
er

)
, res(b1), . . . , res(bs)} over kM .
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Let pv : C(L,M)→ kC(L,M) ∪ {∞} be the place corresponding to the valuation ring over
C(L,M) given by Proposition 264, and fix a place p∗ : kC(L,M) → Rr ∪ {∞} fixing Rr.
We take the place p̂ : C(L,M)→ cl(kL, kM) ∪ {∞} given by taking the composition

p̂ = p0 ◦ p1 ◦ · · · ◦ pr−1 ◦ p∗ ◦ pv.

Let v̂ be the valuation over C(L,M) induced by p̂, which is a refinement of the original
valuation v. Because each of the places is the identity map on kM , we may identify the
valued field (M, v) with (M, v̂) and the value groups Γ(M,v) and Γ(M,v̂). So we now have two
valuations v and v̂ induced over C(L,M), and the construction ensures that the following
conditions are satisfied:

• if x ∈M , then v(x) = v̂(x) and if x, y ∈ L and v(x) ≤ v(y) then v̂(x) ≤ v̂(y),

• and by Lemma 266 (2) for any x ∈ C(L,M) with v(x) > 0 we have:

0 < v̂
(a1

e1

)
<< · · · << v̂

(ar
er

)
<< v̂(x).

Likewise, we can identify (L, v) and (L, v̂) and their value groups, as all the places are the
identity map as well over kL. However, it is impossible to identify (M, v) and (M, v̂), and
(L, v) with (L, v̂) simultaneously. We should not identify (L, v) and (L, v̂). For each i ≤ r,
let ηi = v̂

(
ai
ei

)
and v̂(ei) = v(ei) = εi.

Let

∆ = {v̂(x),−v̂(x) | x ∈ C(L,M), pv(x) /∈ {0,∞} and p̂(x) = 0} ∪ {0Γ(C(L,M),v̂)
}.

By Lemma 266 (1) ∆ is a convex subgroup of Γ(C(L,M),v̂), that contains the subgroup gener-
ated by {ηi | i ≤ r}. (Because for each i ≤ r, pv

(
ai
ei

) /∈ {0,∞} while p̂
(
ai
ei

)
= 0).

We continue to show that the refined valuation satisfies the independence conditions over
the value group and its residue field.

Claim 331. Γ(M,v̂) ∩ Γ(L,v̂) = Γ(C,v̂).

Proof. Take elements m ∈ M and l ∈ L such that v̂(m) = v̂(l). By hypothesis {v(ai) | i ≤
r} ⊆ Γ(L,v) and it is a Q-linearly independent set over Γ(C,v), hence v(l) must belong to the
pure hull of the subgroup generated by {v(ai) | i ≤ r} and Γ(C,v), thus we can find we can
find pi ∈ Z,γ ∈ ΓC and k ∈ N≥1 such that:

kv(l) =
r∑
i=1

piv(ai) + γ =
r∑
i=1

piv(ei) + γ =
r∑
i=1

piεi + γ. (3.1)

Because Γ(L,v) and Γ(L,v̂) are isomorphic,

kv̂(l) =
r∑
i=1

piv̂(ai) + γ =
r∑
i=1

piηi +
r∑
i=1

piεi + γ. (3.2)
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Because {v(ai) | i ≤ r} is a Q-linearly independent set over Γ(C,v) = Γ(C,v̂) and

{v(ai) | i ≤ r} = {v(ei) | i ≤ r} ⊆ Γ(M,v) = Γ(M,v̂),

then {ε1, . . . , εr} is also a Q-linearly independent set over Γ(C,v) ⊂ Γ(M,v) = Γ(M,v̂). Thus we
can extend it to a maximal set of elements in ΓM which are Q-linearly independent set over
ΓC , say {ε1, . . . , εr} ∪ {µα | α ∈ λ}. Hence, we can find indices {µα1 , . . . , µαt} such that

sv̂(m) =
r∑
i=1

riεi +
t∑
i=1

qiµαi + γ′, where ri, qi ∈ Z, γ′ ∈ ΓC and s ∈ N≥1.

Since v̂(l) = v̂(m), we must have that s(kv̂(l)) = k(sv̂(m)) thus:

r∑
i=1

spiηi︸ ︷︷ ︸
=δ∈∆

+
r∑
i=1

(spi − kri)εi −
t∑
i=1

kqiµαi + (sγ − kγ′)︸ ︷︷ ︸
=β∈ΓM

= 0, (3.3)

Because the elements {η1, . . . , ηr} are infinitesimal with respect to Γ>0
(M,v), the equation 3.3

is satisfied if and only if

δ =
r∑
i=1

spiηi = 0 and β =
r∑
i=1

(spi − kri)εi −
t∑
i=1

kqiµαi + (sγ − kγ′) = 0.

As 0 < η1 << η2 << · · · << ηr, then
r∑
i=1

spiηi = 0 if and only if pi = 0 for all i ≤ r. Then,

−
r∑
i=1

kriεi −
t∑
i=1

kqiµαi + (sγ − kγ′) = 0

but the Q-linear independence of {ε1, . . . , εr} ∪ {µα1 , . . . , µαt} over ΓC implies that ri = 0
for all i ≤ r and qi = 0 for all i ≤ t. Summarizing we have that kv̂(l) = γ and sv̂(m) = γ′,
thus γ is k-divisible and γ′ must be s-divisible. Hence:

v̂(l) =
γ

k
=
γ′

s
= v̂(m).

As C is a model of T , ΓC must be definably closed, thus γ
k

= γ′

s
∈ ΓC , as required.

Claim 332. k(M,v̂) and k(L,v̂) are linearly disjoint over k(C,v̂).

Proof. By the second hypothesis, so kL and kM are algebraically independent over kC . Be-
cause C is a model, kC = cl(kC) and since the residue field is of characteristic zero, it must
be the case that kC ≤ kL is a regular extension. By Fact 300, kL and kM are linearly disjoint
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over kC . Each of the places pj and p∗ are the identity map over kM and kL, so is their
composition

p0 ◦ p1 ◦ · · · ◦ pr−1 ◦ p∗ : k(C(L,M),v) → cl(kM , kL).

Because k(M,v) and k(L,v) are linearly disjoint over k(C,v) then k(M,v̂) and k(L,v̂) must be linearly
disjoint over k(C,v̂) = k(C,v).

Step 3: We find the Lval-isomorphism σ̂ extending σ which is the identity on M .

Proof. By Step 2 there is some valuation v̂ over C(L,M) finer than v satisfying the following
conditions:

• Γ(M,v̂) ∩ Γ(L,v̂) = Γ(C,v̂),

• k(M,v̂) and k(L,v̂) are linearly disjoint over k(C,v̂),

• for any element x ∈M , we have that v(x) = v̂(x).

Because C ⊆ M , then the valuations v and v̂ coincide over C. In particular (C, v̂) is max-
imal, so by Fact 262 (M, v̂) has the good separated basis property over C. By Proposition
295 M has the separated basis property over (L, v̂), M and L are linearly disjoint over C,
the value group of Γ(C(L,M),v̂) is the group generated by Γ(L,v̂) and Γ(M,v̂) over Γ(C,v̂) and the
residue field k(C(L,M),v̂) is the field generated by k(L,v̂) and k(M,v̂) over k(C,v̂).
We consider the field C(σ(L), σ(M)) with the valuation v̂ such that σ : (C(L,M), v̂) →
(C(σ(L), σ(M)), v̂) is an Lval-isomorphism, which fixes kM ⊂ IntMΓLΓL and ΓM by Step 1.
By Proposition 299, we can find an Lval-isomorphism τ : (C(L,M), v̂) → (C(σ(L),M), v̂)
which is the identity on M and τ �(L,v̂): (L, v̂)→ (σ(L), v̂).

We want to show that τ : C(L,M) → C(σ(L),M) induces as well an Lval-isomorphism
with the original valuation v. Let x ∈ C[L,M ], without loss of generality we may assume
that

x =
n∑
i=1

limi

where (m1, . . . ,mn) is a separated basis of V ectL(m1, . . . ,mn) according to the valuation v̂,
thus

v̂(x) = v̂
( n∑
i=1

limi

)
= min{v̂(limi) | i ≤ n} = v̂(mjli) for some j ≤ n.
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As τ : (C(L,M), v̂) → (C(σ(L),M), v̂) is an Lval-isomorphism, (m1, . . . ,mn) is a separated
basis of Vectσ(L)(m1, . . . ,mn) and

v̂(τ(x)) = v̂
( n∑
i=1

σ(li)mi

)
= min{v̂(σ(li)mi) | i ≤ n} = v̂(σ(lj)mj) = τ(v̂(ljmj)).

By Lemma 266(3) (m1, . . . ,mn) is also a separated basis of

VectL(m1, . . . ,mn) and Vectσ(L)(m1, . . . ,mn)

with respect to the valuation v. Consequently,

v(x) = v(mjlj) = v(mj) + v(lj) = v(mj) + σ(v(lj))

= v(mj) + v(σ(lj)) = v(mjσ(lj)) = v(τ(x)).

As x ∈ C[L,M ] is an arbitrary element, we conclude that the value group of C(L,M) and
C(σ(L),M) according to the valuation v is ΓM and τ acts as the identity on ΓM .

Hence τ is also a Lval-isomorphism between the valued field structures (C(L,M), v) and
(C(σ(L),M), v) which acts as the identity on M and coincides with σ on L.

Step 4: We extend the Lval-isomorphism to a L-isomorphism.

We want to extend the Lval-isomorphism to a L-isomorphism, thus we first want to extend
the isomorphism by adding maps τn : (An)C(L,M) → (An)C(σ(L),M).
Let a ∈ C(L,M) we say that rv(a) is representable with parameters over kIntMΓL if there are
l1, . . . , ls ∈ L and m1, . . . ,ms ∈M such that

rv(a) =
(∑
i≤s

rv(li) rv(mi)
)

where for each i ≤ s, rv(mi) ∈ kIntMΓL .

Claim 333. For each x ∈ C[L,M ] there are m̂ ∈ M and a ∈ C(L,M), such that v(a) = 0,
rv(x) = rv(a) rv(m̂) and rv(a) is representable with parameters over kIntMΓL. Furthermore,

x = am̂ and a =
∑
i≤n

limi for some li ∈ L and mi ∈M , thus

τ(x) = τ(a)τ(m̂) =
(∑
i≤n

σ(li)mi

)
m̂

.
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Proof. Fix an element x ∈ C[L,M ], and suppose x =
∑
i≤n

limi. Because M has the separated

basis property over L according to the valuation v,

v(x) = v(
∑
i≤n

limi) = min{v(limi) | i ≤ n} = v(li0mi0).

As ΓL ⊆ ΓM there is some m̂ ∈ M such that v(li0mi0) = v(m̂). Let I = {i ≤ n | v(limi) =
v(m̂)} and

a =
x

m̂
=
∑
i≤n

li
mi

m̂

.
For each i ∈ I, v(mi

m̂
) = −v(li) = −λi ∈ ΓL, thus rv

(
mi
m̂

)
∈ kIntMΓL . Then,

rv(a) =
∑
i∈I

rv(li) rv
(mi

m̂

)
where each

rv
(mi

m̂

)
∈ kIntMΓL .

Summarizing, we have that x = am̂, so rv(x) = rv(a) rv(m̂) where rv(a) is representable
with parameters over kIntMΓL . For the second part of the statement, we simply notice that

τ(a) =
τ(x)

τ(m̂)
=
∑
i≤n

σ(li)
mi

m̂
, as required.

Thus, given x1, x2, y1, y2 ∈ C[L,M ] we can find elements

m1, n1,m2, n2 ∈M,a1, b1, a2, b2 ∈ O×C(L,M)

such that x1 = a1m1, x2 = a2m2, y1 = b1n1 and y2 = b2n2.
We argue that for each n ∈ N, if v

(
x1

x2

)
, v
(
x2

y2

)
∈ nΓ and ρn

(
rv
(
x1

x2

))
= ρn

(
rv
(
y1

y2

))
then

ρn
(

rv
(τ(x1)

τ(x2)

))
= ρn

(
rv
(τ(y1)

τ(y2)

))
.

Note that:

ρn
(

rv
(x1

x2

))
= ρn

(
rv
(y1

y2

))
if and only if

ρn
(

rv
(a1

b1

m1

n1

))
= ρn

(
rv
(a2

b2

m2

n2

))
,

if and only if ρn(rv(a1))ρn(rv(b1)−1)ρn
(

rv
(m1

n1

))
=

ρn(rv(a2))ρn(rv(b2)−1)ρn
(

rv
(m2

n2

))
,
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where rv(a1), rv(b1), rv(a2) and rv(b2) are representable with parameters in kIntMΓL and

ρn
(

rv
(m1

n1

))
, ρn
(

rv
(m2

n2

))
∈ AM .

In particular, the equality ρn
(

rv
(
x1

x2

))
= ρn

(
rv
(
y1

y2

))
can be represented by a formula sat-

isfied by L using parameters in C kIntMΓL AM . As σ : L → L
′

is an elementary map fixing

C kIntMΓL AM , the same formula must hold for σ(L), thus

ρn
(

rv
(τ(x1)

τ(x2)

))
= ρn

(
rv
(τ(y1)

τ(y2)

))
.

Hence, for each n ∈ N, we can naturally define the map τn : (An)C(L,M) → (An)C(σ(L),M),
where for x, y ∈ C[L,M ] we define

τn
(
ρn
(

rv
(x
y

)))
= ρn

(
rv
(τ(x)

τ(y)

))
.

Take t = τ ∪ {τn | n ∈ N}, then t : C(L,M) → C(σ(L,M)) is a LRV -isomorphism which
satisfies the following conditions:

1. t �AC(L,M)
: AC(L,M) → AC(σ(L,M)) is partial elementary map of AC. This follows by

Claim 333 combined with the fact that σ : L → L
′

is a partial elementary map fixing
C kIntMΓL AM .

2. t �ΓC(L,M)
: ΓC(L,M) → ΓC(σ(L,M)) is partial elementary map of ΓC. In fact,

ΓC(L,M) = ΓM = ΓC(σ(L),M)

and t acts as the identity on the value group.

By quantifier elimination relative to the power residue sorts and the value group, the partial
isomorphism τ must be an elementary map. It coincides with σ over L and is the identity
on M , so we conclude that tp(L/M) = tp(L′/M), as desired.

We restate the result in terms of domination.

Corollary 334. Let L be an elementary substructure of C and let C ⊆ L be a maximal
model of T . Then the type tp(L/C) is dominated over its value group by the sorts internal
to the residue field, that is for any field extension CΓL ⊆M such that kIntMΓL |̂

qfs

ΓLC
kIntLΓL

we have tp(L/CΓLkInt
M
ΓL

) ` tp(L/CΓLM).

Proof. Let CΓL ⊆M such that kIntMΓL |̂
qfs

CΓL
kIntLΓL . We aim to prove that

tp(L/CΓLkInt
M
ΓL

) ` tp(L/CΓLM),

this is given an elementary map σ : L→ L′ fixing CΓLkInt
M
ΓL

we can find an automorphism
τ extending σ which is the identity on M . This is precisely the conclusion of Theorem
330.
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