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A B S T R A C T

Background: Cardiovascular and other circulatory system diseases have been implicated in the severity of COVID-
19 in adults. This study provides a super learner ensemble of models for predicting COVID-19 severity among
these patients.
Method: The COVID-19 Dataset of the Cerner Real-World Data was used for this study. Data on adult patients (18
years or older) with cardiovascular diseases between 2017 and 2019 were retrieved and a total of 13 of these
conditions were identified. Among these patients, 33,042 admitted with positive diagnoses for COVID-19 between
March 2020 and June 2020 (from 59 hospitals) were identified and selected for this study. A total of 14 statistical
and machine learning models were developed and combined into a more powerful super learning model for
predicting COVID-19 severity on admission to the hospital.
Result: LASSO regression, a full extreme gradient boosting model with tree depth of 2, and a full logistic regression
model were the most predictive with cross-validated AUROCs of 0.7964, 0.7961, and 0.7958 respectively. The
resulting super learner ensemble model had a cross validated AUROC of 0.8006 (range: 0.7814, 0.8163). The
unbiased AUROC of the super learner model on an independent test set was 0.8057 (95% CI: 0.7954, 0.8159).
Conclusion: Highly predictive models can be built to predict COVID-19 severity of patients with cardiovascular and
other circulatory conditions. Super learning ensembles will improve individual and classical ensemble models
significantly.
Introduction

The novel coronavirus disease, COVID-19, which was first reported in
December 2019 in Wuhan, China, is caused by severe acute respiratory
syndrome coronavirus 2, SARS-CoV-2. The virus has spread to 191 out of
195 countries with more than 63 million global cases and 1.47 million
global deaths as of November 30, 2020 [1,2]. The World Health Orga-
nization declared COVID-19 a global pandemic on March 11th, 2020 as
the number of countries affected rose sharply from 59 on February 28th,
2020 to 122 on March 13th, 2020 [1,2].

Underlying cardiovascular and circulatory diseases have been impli-
cated in the severity of COVID-19 in adults [3–11] since March 2020. The
association between cardiovascular diseases (CVD) and COVID-19
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severity is bidirectional. On the one hand, pre-existing CVD such as
coronary heart disease and hypertension are known to be linked with
higher COVID-19 morbidity and mortality. On the other hand, COVID-19
can induce CVD such as myocardial injury, arrhythmia, acute coronary
syndrome, and venous thromboembolism among others [7–11]. In other
words, while pre-existing CVD can lead to worse COVID-19 outcomes,
COVID-19 can induce new CVD and potentially worsen existing disease
[7–11]. Recent studies have addressed cardiovascular risk factors of
COVID-19 implicating cardiovascular complications with greater
COVID-19 disease burden [12,13]. This underscores the importance of
studying the relationship between CVD and related circulatory condi-
tions with respect to COVID-19 severity. A specific focus on CVD patients
is therefore required given the elevated mortality rate among these
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Table 1
Summary statistics on all variables.

Variables Levels COVID-19 Infection, n (%) Unadjusted p values

Mild Severe

Sex Female 9668 (50.30) 1625 (41.59) < 0.001
Male 8342 (43.40) 1865 (47.73)
Unknown 1212 (6.31) 417 (10.67)

Age Young Adults (18 to 35yrs) 1344 (6.99) 95 (2.43)
Middle-Aged Adults (36 to 55yrs) 4776 (24.85) 529 (13.54)
Older Adults (>55yrs) 13102 (68.16) 3283 (84.03)

Race White 12341 (64.20) 2254 (57.69)
Black or African American 4052 (21.08) 956 (24.47)
Asian or Pacific islander 446 (2.32) 111 (2.84)
American Indian or Alaska Native 264 (1.37) 51 (1.31)
Other racial group 1621 (8.43) 420 (10.75)
Unknown racial group 498 (2.59) 115 (2.94)

Payer Governmental Insurance 9445 (49.14) 2289 (58.59)
Private Insurance 6218 (32.35) 716 (18.33)
Self-pay 626 (3.26) 41 (1.05)
Unknown 2933 (15.26) 861 (22.04)

Vital signs on admission

Temperature Normal 11898 (61.90) 2392 (61.22) < 0.001
High 2440 (12.69) 886 (22.68)
Low 117 (0.61) 126 (3.22)
Unknown 4767 (24.80) 503 (12.87)

Heart rate Normal 8396 (43.68) 2000 (51.19)
High 2743 (14.27) 1246 (31.89)
Low 470 (2.45) 121 (3.10)
Unknown 7613 (39.61) 540 (13.82)

Respiratory rate Normal 12864 (66.92) 1556 (39.83)
High 3332 (17.33) 1903 (48.71)
Low 27 (0.14) 37 (0.95)
Unknown 2999 (15.60) 411 (10.52)

Systolic blood pressure Normal 4456 (23.18) 954 (24.42)
High 9926 (51.64) 1753 (44.87)
Low 1910 (9.94) 768 (19.66)
Unknown 2930 (15.24) 432 (11.06)

Diastolic blood pressure Normal 4642 (24.15) 770 (19.71)
High 4927 (25.63) 808 (20.68)
Low 6722 (34.97) 1897 (48.55)
Unknown 2931 (15.25) 432 (11.06)

Oxygen saturation 100 - 95% 13219 (68.77) 1819 (46.56)
94 - 90% 2516 (13.09) 864 (22.11)
< 90% 699 (3.64) 820 (20.99)
Unknown 2788 (14.50) 404 (10.34)

Pre-existing cardiovascular and related circulatory conditions

Hypertensive heart diseases (I10–I16) No 2774 (14.43) 426 (10.90) < 0.001
Yes 16448 (85.57) 3481 (89.10)

Ischemic heart diseases (I20–I25) No 13742 (71.49) 2438 (62.40)
Yes 5480 (28.51) 1469 (37.60)

Pulmonary heart diseases (I26–I27) No 17676 (91.96) 3448 (88.25)
Yes 1546 (8.04) 459 (11.75)

Pericarditis (I30–I32) No 18851 (98.07) 3833 (98.11) 0.932
Yes 371 (1.93) 74 (1.89)

Endocarditis and heart valves disorders (I33–I39) No 17343 (90.22) 3412 (87.33) < 0.001
Yes 1879 (9.78) 495 (12.67)

Cardiomyopathy (I42–I43) No 18043 (93.87) 3536 (90.50)
Yes 1179 (6.13) 371 (9.50)

Atrioventricular and other conduction disorders (I44–I45) No 17593 (91.53) 3478 (89.02)
Yes 1629 (8.47) 429 (10.98)

Cardiac arrest (I46) No 19143 (99.59) 3880 (99.31) 0.026
Yes 79 (0.41) 27 (0.69)

Arrythmias (I47–I49) No 15167 (78.90) 2776 (71.05) < 0.001
Yes 4055 (21.10) 1131 (28.95)

Heart failure (I50) No 15599 (81.15) 2624 (67.16)

(continued on next page)
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Table 1 (continued )

Variables Levels COVID-19 Infection, n (%) Unadjusted p values

Mild Severe

Yes 3623 (18.85) 1283 (32.84)

Cerebrovascular disorders (I60–I69) No 16782 (87.31) 3234 (82.77)
Yes 2440 (12.69) 673 (17.23)

Disorders of the arteries, arterioles, and capillaries (I70) No 16244 (84.51) 3093 (79.17)
Yes 2978 (15.49) 814 (20.83)

Disorders of the veins and lymphatic vessels/nodes (I80) No 16675 (86.75) 3316 (84.87) 0.002
Yes 2547 (13.25) 591 (15.13)

Hypotension (I95) No 17085 (88.88) 3359 (85.97) < 0.001
Yes 2137 (11.12) 548 (14.03)

Pre-existing comorbid conditions

Infectious and parasitic diseases (A00-B99) No 12836 (66.78) 2428 (62.14) < 0.001
Yes 6386 (33.22) 1479 (37.86)

Malignant neoplasms (C00–C96) No 17086 (88.89) 3390 (86.77)
Yes 2136 (11.11) 517 (13.23)

Endocrine, nutritional, and metabolic diseases (E00-E89) No 3308 (17.21) 440 (11.26)
Yes 15914 (82.79) 3467 (88.74)

Mental, behavioral, and neurodevelopmental disorders (F01–F99) No 9645 (50.18) 1833 (46.92)
Yes 9577 (49.82) 2074 (53.08)

Diseases of the nervous system (G00-G99) No 10163 (52.87) 1821 (46.61)
Yes 9059 (47.13) 2086 (53.39)

Diseases of the respiratory system (J00-J99) No 8405 (43.73) 1607 (41.13) 0.003
Yes 10817 (56.27) 2300 (58.87)

Diseases of the digestive system (K00–K95) No 8202 (42.67) 1669 (42.72) 0.970
Yes 11020 (57.33) 2238 (57.28)

Diseases of the skin and subcutaneous tissue (L00-L99) No 13573 (70.61) 2683 (68.67) 0.016
Yes 5649 (29.39) 1224 (31.33)

Diseases of the musculoskeletal system and connective tissue (M00-M99) No 6390 (33.24) 1408 (36.04) < 0.001
Yes 12832 (66.76) 2499 (63.96)

Diseases of the genitourinary system (N00–N99) No 8091 (42.09) 1350 (34.55)
Yes 11131 (57.91) 2557 (65.45)
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patients with COVID-19. Corresponding severity prediction model for
CVD patients on admission to the hospital will help with proactive care
and reduce morbidity and mortality.

The application of statistical learning and artificial intelligence al-
gorithms may provide frontline clinicians the ability to provide early and
targeted therapies that may help reduce morbidity [14–19]. Further-
more, the ability to recognize, on admission, patients who will progress
to severe COVID-19 would be helpful in logistics and planning in face of
scarce clinical resources and has the potential to be life-saving. Conse-
quently, the application of predictive models may help mitigate some
uncertainty associated with COVID-19 disease progression.

In this study, we developed 14 statistical learning models and com-
bined them into a super learning model that is an ensemble of ensembles
and other statistical/machine learning models. The goal is to assess the
extent by which these models may help predict severe COVID-19 in CVD
patients who are already known to be at high risk.

Method

The Cerner Real-World Data (CRWD) was used under the Institutional
Review Board of the corresponding author’s institution with IRB number
2008107. The CRWD is a deidentified electronic health records database
of more than 90 health systems that are either clients of Cerner® Cor-
poration or users of a Cerner-proprietary application called HealtheIntent
[20]. These health systems have agreed to share structured tabular
clinical data in deidentified format and in return have access to the
deidentified data of all contributing health system. A subset of the CRWD
3

was identified by Cerner as patients who had positive labs or diagnoses
for COVID-19 to help foster corresponding studies on the disease.

Patient eligibility for this study was built on two inclusion/exclusion
criteria. First, the patients must have been admitted for COVID-19 be-
tween March 2020 and June 2020. Second, they must have had a CVD or
related circulatory system diagnosis between 2017 and 2019. The choice
of considering diagnoses between 2017 and 2019 is to ensure that only
pre-existing CVD conditions not related to the emergence of the COVID-
19 pandemic were considered. Consequently, qualifying patients are
patients who had a history of or pre-existing CVD conditions and who
were hospitalized with COVID-19 diagnosis between March 2020 and
June 2020. The history or pre-existing diagnoses of CVD and other cir-
culatory conditions considered were determined by a cardiologist and a
hospitalist in the study team using the International Classification of
Disease, Version 10, Clinical Modification (ICD-10-CM) codes I10 to I95.
In a similar way, we considered pre-COVID-19 histories of other co-
morbid conditions by major body systems such as conditions affecting
the digestive, nervous, and respiratory systems. A full list of all conditions
and corresponding diagnosis codes are shown in the Summary Statistics
in Table 1.

Demographics and health insurance payer data were retrieved for
qualifying patients. The vital signs (such as body temperature, heart rate,
respiratory rate, systolic blood pressure, and diastolic blood pressure) of
patients on admission to the hospital with COVID-19 were captured and
categorized into normal, high, and low for the age of the patient. The
oxygen saturation level was also captured and categorized into the
following categories: 100-95%, 94-90%, and <90%. A nuisance



Table 2
Cross-validated (training) AUROC.

Algorithm Cross-validated (training) AUROC

Average Minimum Maximum

Super Learner 0.8006 0.7814 0.8163
Lasso regression 0.7964 0.7759 0.8143
Extreme gradient boosting, max. tree depth of
2 (all variables)

0.7961 0.7774 0.8136

Logistic regression (all variables) 0.7958 0.7755 0.8137
Logistic regression (forward variable
selection)

0.7957 0.7764 0.8147

Extreme gradient boosting, max. tree depth of
2 (LASSO variable selection)

0.7956 0.7746 0.8131

Linear discriminant analysis (LASSO variable
selection)

0.7948 0.7718 0.8110

Linear discriminant analysis (all variables) 0.7947 0.7713 0.8107
Multivariate adaptive regression splines 0.7906 0.7733 0.8105
Random forest (all variables) 0.7869 0.7761 0.7981
Random forest (LASSO variable selection) 0.7845 0.7709 0.7974
Extreme gradient boosting, max. tree depth of
4 (LASSO variable selection)

0.7817 0.7680 0.7963

Extreme gradient boosting, max. tree depth of
4 (all variables)

0.7804 0.7708 0.7963

Extreme gradient boosting, max. tree depth of
6 (all variables)

0.7668 0.7488 0.7820

Extreme gradient boosting, max. tree depth of
6 (LASSO variable selection)

0.7663 0.7581 0.7787
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categorical level was created for patients with vital signs that were not
measured on admission or with missing vital sign data in the database.
Alternative approaches would include the use of statistical or machine
learning imputation methods.

COVID-19 severity can be measured by several clinical indicators of
clinical decompensation. Two of the most severe forms of decompensa-
tion are need for mechanical ventilation and in-hospital death. In this
study, patients who were on mechanical ventilators or who had in-
hospital death were classified as patients who progressed to severe
COVID-19. All other patients were classified as having mild COVID-19.
As a result, the outcome variable of this study is binary: severe COVID-
19 (need for mechanical ventilators or in-hospital death) and mild
COVID-19 (any other outcome with live discharge from the hospital).
This binary outcome was chosen to simplify this multicenter study and to
ensure that we are targeting the most severe outcomes for COVID-19.

A total of 14 statistical learning models (referred to as base learners
from hereon) were selected for this study that encompassed LASSO
regression, generalized logistic regression model (with and without for-
ward variable selection), linear discriminant analysis (with and without
LASSO variable selection), multivariate adaptive regression splines,
random forest (with and without LASSO variable selection), and three
extreme gradient boosting models (all with and without LASSO variable
selection) [21–26]. Cross-validated area under the receiver operator
characteristic curves (AUROCs) were used to estimate the performances
of the base learners as well as the Super Learner model consisting of
predictions from all 14 base learners. Using oracle inequalities for
multi-fold cross validation [27], the Super Learner was mathematically
proven to result in better model performance than each of the base
learners. Interested readers can refer to the appendix of van der Laan
et al. 2007 for full exposition of the mathematical details of the proof
[28]. We include a mathematical derivation of super learning in the
appendix of this paper and provide a simplified graphical representation
in Fig. 1 here.

The data for this study consists of variables capturing demographics,
health insurance information, first vital signs on admission, 13 pre-
existing CVD and related circulatory conditions, and pre-existing co-
morbid conditions. This data were split into training (70%) and test
Fig. 1. Visual description of super learning b

4

(30%) sets. The training set was used to train all base learners and the
super learner model using 10-fold cross-validation. The test set was used
to provide unbiased estimates of the super learner ensemble model per-
formance metrics. All analyses for this study were carried out in the
Statistical Computing Programming Language R and the SuperLearner
package [29,30].

Results

The data used for this study consists of COVID-19 hospitalizations
from 59 hospitals/health systems. There was a total of 33,042 qualifying
y van der Laan and Rose (2011, 2018).



Table 3
Super learner weights (on base learners).

Base learners Super Learner
Weight

Mean SD

Multivariate adaptive regression splines 0.203 0.048
Extreme gradient boosting, max. tree depth of 2 (all variables) 0.145 0.036
Extreme gradient boosting, max. tree depth of 2 (LASSO variable
selection)

0.131 0.030

Linear discriminant analysis (LASSO variable selection) 0.110 0.020
Linear discriminant analysis (all variables) 0.106 0.018
Random forest (LASSO variable selection) 0.070 0.056
Random forest (all variables) 0.065 0.050
Logistic regression (forward variable selection) 0.054 0.035
LASSO regression 0.031 0.022
Extreme gradient boosting, max. tree depth of 6 (all variables) 0.024 0.018
Extreme gradient boosting, max. tree depth of 4 (LASSO variable
selection)

0.023 0.030

Logistic regression (all variables) 0.019 0.017
Extreme gradient boosting, max. tree depth of 6 (LASSO variable
selection)

0.012 0.020

Extreme gradient boosting, max. tree depth of 4 (LASSO variable
selection)

0.007 0.015
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hospitalizations of which 5,685 had mechanical ventilators or resulted in
an in-hospital death. This results in a severe COVID-19 rate of 17.2%.
There were 49.0% female patients, 43.9% male patients, and 7.1% of
patients with unknown sex. Young adult patients (between 18 and 35
years), middle-aged adults (between 36 and 55 years), and older adults
(greater than 55 years) consisted of 6.2%, 22.8%, and 71.0% of all hos-
pitalizations indicating that these hospitalizations were skewed towards
older adults. In addition, the demographics of the data indicate a skew
towards White patients with 63.3% of hospitalizations. Black or African
Americans, Asian or Pacific Islanders, American Indian or Alaska Natives,
and patients of other racial groups consisted of 21.5, 2.5, 1.4, and 8.7% of
hospitalizations. Over 50.2% of all patients were on governmental
healthcare insurance plans, 30.3% on private insurance, 2.9% were self-
pay, and 16.5% of other/unknown payer type.

Univariable analyses of association between severe COVID-19 and
each variable are shown in the Summary Statistics in Table 1. The ana-
lyses indicated that there were univariable associations between all
variables considered and severity of COVID-19 in CVD patients except for
pre-existing/history of pericarditis and digestive system comorbidities.
This finding is in line with findings and studies on the impact of pre-
existing comorbidities on the risk of severe COVID-19. Conclusive tests
of association and causal analyses with corresponding effect sizes in
multivariable statistical analyses are beyond the scope of this study.

The cross-validated model performances on the training data are
shown in Table 2 in order of decreasing performance. The super learner
model had a cross-validated average AUROC of 0.8006 which, as ex-
pected, is higher than those of the constituent base learners. The super
learner weights on the base learners were also provided (see Table 3).

The cross-validated AUROCs on the training dataset is not an unbi-
ased estimate of the super learner performance. So, the AUROC of the
Super Learner Ensemble for predicting severe COVID-19 disease on pa-
tients with pre-existing CVD was estimated on the independent test set.
The unbiased AUROC of the Super Learner model was 0.8057 (95% CI:
0.7954, 0.8159). At a model specificity value of 70% the sensitivity of the
model was 75.2 (73.2, 77.2); the positive predictive value was 35.4
(33.9, 36.9); negative predictive value was 92.8 (92.2, 93.5); and an F-1
score of 0.481. The area under the precision-recall curve is shown in
Fig. 2.

There is a concept of the number needed to treat/evaluate in clinical
research involving randomized control trials. In machine learning
parlance and in the case of this study, it is the average number of patients
a classifier will flag to guarantee a true positive prediction. Mathemati-
cally, it is also the inverse of the positive predictive value. Consequently,
the number needed to evaluate (NNE) for this model is 3 (rounded up
5

from 2.8). That is, there will be 2 false positive prediction for every true
positive prediction from the super learner.

Discussion

The base learners for predicting severe COVID-19 disease among
patients with pre-existing CVD diagnoses had cross-validated training
AUROCs that may result in good model performances if used individu-
ally. But the super learner model was able to take advantage of all 14 base
learners and result in model performance estimates higher than those of
the base learners. In other words, the performance of the resulting super
learner model was in line with the mathematically derived proofs indi-
cating that the cross-validated AUROCs of any super learner will be
greater than those of each individual base learners. Consequently,
ranking of the base learners in comparison to the super learner is not
important and, complexity does not necessary imply greater performance
given the performance of the logistic regression model in relation to the
more complex base learners. The goal of using super learning is not to
exhaustively compare these models but to combine the strength they
provide in an ensemble that is proven to result in better performance.

It is difficult to gauge the clinical value of a predictive model using the
most common model performance statistics. They are usually dependent
on properties of the data such as the rarity of the outcome variable
without taking into consideration the true underlying cost of false posi-
tive/negative predictions. A positive predictive value of 35.3% indicates
that clinicians can be certain that, on the average, 1 of 3 patients (the
NNE) with pre-existing CVD that is flagged by the super learner model on
admission will indeed progress to having severe COVID-19. The perfor-
mance metrics quoted in the results section also indicates that only
38.1% of patients with pre-existing condition will be flagged which will
consist of over 75% of patients with severe COVID-19. These numbers
indicate that the super learner provides deployable levels of performance
to potential afford clinical significance and improved quality of care
when coupled with appropriate clinical intervention protocols. The most
likely clinical setting for the application of these type of model is in
population health management where much more than age is considered
in analyzing the risk COVID-19 poses to the patients within a health
system. Population health initiatives aimed at improving recommended
practices for reducing the risk of severe COVID-19 (such as vaccination as
soon as it becomes available to high risk patients in addition to more
pressing need for social distancing measures) can be targeted at the most
at risk patients within the health system. These results are likely to
generalize to any hospital in the US given that the data used to train the
model consists of patients from 59 hospitals/health systems in the US.

Machine learning, ensemble, and super learning models suffer from
the inability to provide statistically sound inferences on predictors unlike
advanced statistical/biostatistical models. While variable importance
measures may help rank variables by how they contribute to predictive
values, such measures of importance are limited in cases where little is
known on underlying associations or causal factors. Shapley additive
estimates [31] are a great improvement but are still limited compared to
appropriate regression estimates of various risk metrics. As a result,
ensemble and super learning models should be used in tandem with
rigorous and advanced statistical models for discovery of significant as-
sociations and causal inference on variables that may help in the devel-
opment of effective clinical intervention protocols. Additional studies
addressing both associations and causality are currently being worked on
as follow-up to this study.

In conclusion, the performances of the base learners presented in this
study show promise for the application of statistical and machine
learning algorithms for predicting COVID-19 severity among CVD pa-
tients and for the general population as well. However, the AUROC of
machine learning models are very difficult to improve on. This implies
that relatively small improvements are welcomed. Such increases in
model performance may result in significant improvement of clinical
outcomes. Any improvement in a prediction task is therefore critical



Fig. 2. The precision-recall curve for the Super Learner model.
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especially when constrained with very scarce clinical intervention re-
sources. Therefore, super learners such as the one developed in this study
provide a significant opportunity for improvement in predictive power
that may translate to better clinical outcomes. The super learner model
developed herein could help reduce the morbidity and mortality of CVD
patients hospitalized with COVID-19 through appropriate clinical inter-
vention and improved logistics based on predicted usage of intensive care
units critical to the survival of patients with severe COVID-19. This is the
first study on a model developed to predict cardiovascular predisposition
to COVID-19. This multicenter study could therefore serve to frame
future analyses both as a primary source and, moving forward, as a
comparison to others.
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