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~ INVERSE ITERATION ON.DEFECTIVE MATRICES

By~Nai—fn Chen

ABSTRACT

Very often, 1nverse iterations are used w1th shifts to accelerate

‘convergence to an elgenvector In th1s paper, 1t is shown that if the

eigenvalue belongs to a nonllnear elementary d1v1sor the vector sequences

may.dlverge‘even when the shift sequences converge to the eigenvalue.

' The local behavior is further displayed through a’2_x 2 erample;

INTRODUCTION

If an accurate approx1mat10n o to an elgenvalue A of a matrlx B
is avallable then inverse iteration is an attractlve technlque for
computlng the assoc1ated elgenvector. We choose an arbltrary un1t

vector’vavand'a fixed shift o. Then for j = 1,2,,.; we solve

o (B - ol) wj,='vj_1,:
(1)

.= w./lw.
vy = wy/hws
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where i-n 1s the user's preferred vector norm.
‘ If A 1s a simple eigenvalue w1th unit elgenveetor x and if vy is
| not an unfortunate choice, then the vector sequence {v } converges
11near1yvto x and the convergence factor is Very favorable. Thls well
kndwn result.holds also.for multiple eigenvalues A provided that:

() the dimension of A's»eigenspace is equa15to'X‘s algebraic
multiplicity (i.e. iinear elementary.diviser),

'(ii)'the snectral projection of Vovonto A's'eigenepéce’is not
zero (i.e. the starting’veetor'is not-deficient in x).
If o is known to equal A to within the working precision of the computer,
then’oniy one or tno steps of the iteration are necessary.

Wilkinsen andbvarah [2&3]'pointed out that the situation is not
S0 nice if - X has generallzed e1genvectors of grade higher than one, i.e.,
when A belongs to a non11near elementary divisor. In exact ar1thmet1c
the 1terat10n converges not linearly, but harmonlcally like 1/j as N
Jo . Even worse is the fact that except for very special choices of

v

o; thevVectors v, and £} will be poorer approximations than v1! This

fact runs counter to our natural intuition and is hard to understand.
Inversé iteration can also be used with variable shifts. If the
sequence.ofbshifts_{oj} Cenyerges to X as j .~ then the vector sequence

generated by
(B. - OjI) W5 = Vi (the - sign is for conVenience)

@
S vy = vy /!

PO
\
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converges duédraticallyfor better to x wheneverﬁk'is a simple eigenvalue.
However, when A has eigenvectors of grade higher than one, the situation

is again comblicated and the shifts can make thihgs worse. In fact we

- shall prove the following surprising result. THE SEQUENCE {v.} GENERATED

BY (2) MAY FAIL TO CONVERGE TO x EVEN THOUGH THE SEQUENCE {Io - Y

'CONVERGES NDNOTONICALLY TO 0 AS J + o,

'The 2 X 2 Case

There is no 1oss of generallty in studylng '

LR )

v(for:analbgous results on' n x n matrices, see Chen [1]. We observe that

e1v=_<é) is the eigenvector and any other vector is an eigenvector of

grade 2. Also

_ Tei_ - e,, for any t, if o0 = 0
(N - oD)w.= -e; yields w =4 3 o B
I o e , ., if o # 0.

- This shows that e, is a fixed point of the iteration (2) provided that

'0'¢'0}

LFor s = sind *'0,

c (= . ,if 0 =10
“-<S> yields w. = 1 L
S\ ‘ co T(1+ t/o)e1 + teZ], c%* 0

(N 5:onw

‘cos® (thus © is the angle between (g)and el);-
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Let 6'be the angle betweenvw and e}, and t' = tan6'. Then the

iteration function for a typical step is given by

s

® £ 2 8 () = t/(1 + t/o).

If we study inverse iteration with shifts {oj} Yielding vectors {yj},

then in applying (3), we have the following cbrreépondence:\
{oj} converges to A ~ o small
’{v5} converges to el-‘ut’small'

The fact that @é(O)v= 1, o ¢'0, corresponds to the harmonic convergence
~of the fixediShift.sequence. We are now in a-position to make our

perverse construction, provided LA ¥ e -

Construction
Set ¢ =1 (=INI). Whilefltj|>.%-lo['cohtinue iterating with current

o, ,Whéh'ltjl < %—Iol, then set o « t/(t - 1), i.é.,v'

o+« 1
.

1,

_Itl'< 340|

. o
Yes

v NO . & ‘ t

N

-V

' Solve(N'f:dI) W

v + w/lwl

" FIGURE 1 -THE ITERATION

. .
-
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:_Slnce we have. convergence for constant o, the condltlon must be satisfied

with "Yes” eventually The new o yields t' = 1,51<e.,-the new v.will

be ( ) /¥Z. -Moreover since ltl < 1/3; the lo'f.< fétl*? |al/2.

Hence the |o|'s are monotonlc. Do they converge to zero? Yes, because
they are~at:1east halved each time. The vector Sequence thus generated
does not converge since t =1 infinitely often. The trick Was to make

the . factor t/o in o |

N -
-t 1+ t/o

-go negative per10d1cally when t/o is small.

It is clear that without this 51gn reversal (or somethlng like it in

the complex case) the varlable ShlftS will accelerate convergence.

Pr02051t10n In the real case if {o } converges. to. 0 from one side, .

thenb{Vj} *'el as J.+.®.;

Proof: The_formula t' .= - T—%—E76-shows'that
| ~ (sign (1), if 1+ t/o > 0,
sign (t') =¢ -~ o |
S sign (o), if lt/ol > 1.

'and‘lt'l ltl if. 51gn (t) ¥ 51gn (o) * 51gn (t ), therefore eventually

: for some J 51gn (tJ) = sign (o;) and Itjl, i=J, converges monotonlcally

to 0.

vExampIe' the Raylelgh Quotlent Iteratlon on the matrlx N"given above.

Here o is constralned to be sc =% sin 26, thus _
' t>' = t | v= t = ot <t
o T+ t/o 1'+ t/SC 1+ l/c‘

Thos_establishes the linear convergence of RQI on N.

!
i
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In the following diagram, we demonstrate how v' compares with v as
an approximation to thé,eigenvector. Each point on the diagram represents ¢
one step of inverse iteration with a shift o and the vector v whose -

components ratio is t:-

N e T
Lo U Worse | | D v
- Nl Approximation | | S
'kq\g\ - - Better )
A Approximation
: 1 . |
N\
> t
N
\
_ Better S - . (2,-1)
-~ Approximation : N\
| Worse
.Appr?xim?tlon '
RN

FIGURE 2 BEHAVIOR OF INVERSE ITERATION

A Remembervthat when o is small ¢ is a good approximation to the‘eigenyalue
and when t isvsméll v is a goéd approximation to the eigenvector. ‘The
diagfam;Showé'that no matter. how gobd our approxiﬁation to the'eigen- o ¥
vector to eigenvalué or both, inverse iteration can sti11 giVe a much-
worse apbroximatidn‘in.exact“arithmetics.

lwevcaniéummarize the situation for Inverse Iteration as follows:
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TABLE I

. shift good bad
vector o <<1 c=1
good . results 'good results
t<«<1. " variable 'no improvement
bad ~ good ‘result " results
t>1 great improvement - | = variable
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