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Abstract

A Novel Excitation Scheme for an Ocean Wave Energy Converter
by
Bayram Orazov
Doctor of Philosophy in Engineering Mechanical Engineering
University of California, Berkeley
Professor Oliver M. O’Reilly, Co-Chair

ProfessoOmer Savas, Co-Chair

This dissertation presents a design for a novel water inta&hanism for a buoy-type
ocean wave energy converter (WEC). These renewable eharygsting devices float in
the open sea and are set into vertical oscillatory motiombiglent ocean waves, extracting
energy from the relative motion of two or more component bsdiEnergy extraction in
a WEC can be performed by a variety of power takeoff system®jPsuch as hydraulic,
overhead turbines, or linear magnet generators. The wadepted in this dissertation is
concerned with improving the power harnessing capalsliviebuoy-type WECSs. To this
end, we propose a novel mass modulation scheme and presgmsiéor the associated
water intake mechanism. The water intake mechanism trapsetgases surrounding water
as needed, thereby leading to a variation of the system’s.mBEse mass modulation is
designed to improve the power harnessing potential of a WAE@Gbying the system mass
at a rate of twice the frequency of the incident ocean waves.

To investigate the feasibility of the mass modulation scheasimple numerical model
for a WEC equipped with the water intake mechanism is prajhasd analyzed. Of partic-
ular interest is the relationship between mass modulatidremergy harvesting, as well as
the stability implications for the WEC of such a mass vaoiatiThe motions of the system
have been studied in response to a spectrum of harmoni@ga&nitand the results were
catalogued. Numerical simulations have also been usedtomigrate that when applied
correctly, mass modulation can lead to a significant in@@asystem response and power
harnessing potential of a WEC.

A scale prototype of a WEC with the water intake mechanismbee constructed
and tested in a wave tank to prove the concept of the propossd modulation scheme.
The results presented in this dissertation show that a WHE& fivith the water intake
mechanism exhibits a higher vertical velocity responsmmared to a non-mass modulated
WEC. In addition, the relative velocity between the WEC as@eondary float can also be



increased using the mass modulation. These velocity iseseean lead to improvements
in the power harnessing potential of the WEC.
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Chapter

An Introduction to Ocean Wave Energy

1.1 The Wave Energy Resource

As the humankind is becoming increasingly concerned withrenmental impacts of
energy generation, the importance of clean, renewablg@gseurces cannot be overstated.
And while wind and solar energy have perhaps stolen theighoth recent years, itis, in
fact, the ocean waves that offer the greatest potential. |athex is recognized to contain
the highest energy density among renewables, its contientia very predictable and the
resource itself is virtually inexhaustible.

There are a number of ways in which ocean waves can be gethefdie most common
waves, and the ones relied upon for energy generationt fesul the blowing of the winds
across the sea surface. But since winds arise from the eliffiatt heating of the earth by
the sun, these ocean waves can be considered a concenbrateaf 5olar energy. Original
solar power levels of 100 W/n? can be transformed into waves of power levels:df000
W/m of crest length. Other sources of wave generation arenstdsunamis, and Sun and
Moon effects (tides). Each group has a characteristic geaage, which is illustrated in
Fig. 1, along with the relative energy carried by these waves.

Since waves lose energy due to friction with the ocean fldbstwore (10 km or more
away from coast) ocean regions have higher energy contientthan do shore or near-
shore regions. The global exploitable off-shore resousaestimated to be around 2000
TW [1]. To put these numbers in perspective, in 2005 the U&pddtment of Energy re-
ported that the total U.S. energy consumption was aroun@&/3 Fig. 2 shows average
annual wave power levels along coasts around the world,taadyeneral consensus that
regions with power levels over 15 kW/m of wave crest lengtbusth have the potential to
generate energy at prices competitive with fossil fuelshtiuld be noted that the current
prices of energy produced using fossil fuels do not intézeahe cost of negative environ-
mental impacts associated with such methods of energy gjgoer In effect, this makes
the alternative energy sources appear less affordable.

‘http://www.eia.doe.gov/emeu/aer/consump.html
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Fig. 1 Ocean waves classified by their origin and relative powegl&ef2]. Yel-
low bars denote the range of frequencies, while red barsatelithe mean
period for each type of wave. Wave power levels courtesy ofANO
(co-ops.nos.noaa.gov/levelhow.hyml

1.2 Wave Energy Conversion Technology

The first widely acknowledged impetus to development of nagave energy convert-
ers (WECs) has been a spike in the price of coal in the 19thupgrdllthough the first
known patent in the field dates back to 1799, filed by Girard &od in France [6]. Be-
tween 1855 and 1973 there were 340 patents relating to wavergd6]. However, it
took the 1973 oil crisis to put ocean waves on the map as aevetkrgy source. Over
the past 30 years, WEC technology has seen an increase ia¢keopdevelopment with
a multitude of new designs, most of which have originatedunoge. Due to a number of
circumstances, only a few technologies have reached a stagature prototypes. Below
is a listing of primary types of WECs.

 Oscillating Water Column (OWC) - the rising and falling of the water level due
to waves moves an enclosed column of air above the water. &hiting air flow
typically drives a generator turbine. While OWCs can be enmnted on-shore,
near-shore, and off-shore, the size and cost issues assbwigh such devices may
limit their use in open seas. The majority are constructegdesamanent, on-shore
installations.

» Overtopping Device (OTD)- water is captured from incoming waves and stored in
a reservoir above the sea level. This water is then retummdiget sea through low-

2
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Fig. 2 Average annual wave power levels as kW/m of wave front arciied
world. Sourcewww.pelamiswave.com

head turbines that generate power. OTDs are well suitedderimuopen seas with
significant wave amplitudes.

* Wave Activated Body (WAB) - waves force the device into oscillatory motions
(mainly heave, pitch and roll; surge-based devices alsst)epalative to a separate
fixed body or between parts of the device. A power takeoffeaspstPTO) - mechan-
ical, hydraulic or electric - uses these motions to drive megator. Because WABS
rely on excitation via oncoming waves, these devices musiepéoyed off-shore to
harness significant energy.

Figure 3 illustrates an example of each type. Additionally, wavevateéd bodies can
be categorized based on their size and orientation relatithee waves as follows:

» Point Absorber - physical dimensions are small compared to the dominanewav
length; can capture energy from waves in any direction.

» Terminator - principal axis is parallel to the incident wave crest, terating the
wave; captures energy only from waves traveling in a spedifection.

» Attenuator - principal axis parallel to the direction of the incomingwgacaptures
energy only from waves traveling in a specific direction.

Typically, point absorbers are more compact (and cheapar) terminators or atten-
uators. On the other hand, terminators and attenuatorsttehdve a broader resonant
bandwidth than point absorbers, which allows them to hareasrgy from a broader range

3
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Fig. 3 Examples of wave energy converters: (a) schematic of allaisw water
column (photo: MIT); (b) Wave Dragon, an overtopping devipaoto:
Wave Dragoiy (c) Pelamis, an attenuator (photeelamis; (d) Wavebob,
a heaving buoy point absorber (phoWwaveBol)

of wave frequencies. However, when a point absorber is tgebia a controlled mode,
this disadvantage can be eliminated by tuning the absarbetural frequency to match
the dominant wave frequency.

1.3 Heaving Buoys

Because the work presented below focuses on heaving buaggjseful to describe
these devices in more detail. Heaving buoys work by beingefinto vertical heaving
motion by the passing waves. Unlike signal buoys used ingaethe WEC buoys usually
have an underwater mass (distinct from the mooring systeannected to the surface
float, which is excited by the waves. Because of this undemmatss, the float does not
simply follow the vertical profile of the wave, but actuallyones above and below the
water surface. However, due to the system’s inertia, theewave not able to force the
buoy into such an oscillatory motion if the excitation freqay is too far away from the
buoy’s natural frequency. Sea waves typically contain @Jermonics. The harmonic
with the highest amplitude is known as the dominant harmamd is referred to whenever
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the excitation frequency is mentioned subsequently. Arahftequency of the oscillator
is traditionally defined as

k
(h = \@ (1.1)

wherek is the spring constant armd is the oscillator's mass. In the case of a WEC
buoy the spring constant arises from the restoring forcé®faater, i.e. buoyancy, and is
generally volume dependent and therefore fixed. To ensatahk buoy is excited by the
waves at all times, it is therefore desirable to adjust theswéthe buoy to matcty, to the
frequency of the dominant harmonic in the wave. Such adjesstis used in the Wavebéb
WEC, which uses underwater tanks that can be partially ¢y filled with water to alter
the natural frequency of the device. Furthermore, instéadsmgle float, Wavebob utilizes
two floats - an inner and an outer one, as illustrated in Bjgeach with a corresponding
mass adjustment mechanism. When excited by the waves, thitofts move out of phase
with each other. A hydraulic power take off system (PTO),raxted between the floats,
utilizes the relative motion of the floats to harness energy.

Because of the nature of sea wave climate, the dominant mcrobthe waves often
stays constant for hours on end. Thus, the mass adjustnmetiits Wavebob need not be
frequent. A system of pumps is well suited for such applarati

1.4 Tidal Energy

Often mistakenly associated with ocean wave energy, tdalseparate renewable en-
ergy resource that has been exploited in select locatiartégpast millennium. Tides are
generated by Earth-Moon and Earth-Sun gravity. As suclr, tlceurrence, direction and
magnitude are very predictable.

The earliest known example of tidal energy harvesting dadek to 787AD in the form
of the Nendrum Monastery tidal mill on an island in Northeraldnd, although there is
some evidence [28] that an even earlier mill may have beestamted in London around
100AD. These mills operate as follows. A dam with a sluicedsstructed across a tidal
inlet, such as a river estuary. When the tide rises, it fiksrthll pond with water. Once the
tide gets low enough, the stored water can be used to turneax wheel. Modern methods
of tidal energy harvesting are barraging and tidal streatvinias, illustrated in Fig5

Barrages are, effectively, modern versions of tidal mBlarrages are built across a bay
or a river and contain turbines within the barrage walls. Seheperate similar to a hydro
dam. When the water level on one side of the barrage is signtfichigher than on the
other side, water is allowed to flow across the barrage tgrthie turbines. Needless to
say, such plants are expensive to construct, although titeng costs are low. The largest
barrage power plant in existence is situated on the RaneeinvFrance. It has a rating of

*http://www.wavebob. com
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Power Takeoff System

—

Fig. 4 Schematic of the Wavebob wave energy converter. The relatistion of
the inner and outer floats is used to harness energy



(@) (b)

Fig. 5 Two of the most prominent tidal energy converters: (a) Rane bar-
rage plant in France (phot@VikiMedia Common} (b) Illustration of the
SeaGen tidal turbine installed in Northern Ireland (phdf@rine Current
Turbineg

240MW and has been operational since 1966 with an averagaboutput of around 600
GWh. Two smaller barrage plants exist in the Bay of Fundy,adamand in Kislaya Guba,
Russia.

Tidal stream turbines is a relatively modern approach tal tehergy harvesting and
is growing in popularity. The concept is akin to wind turtsneut installed underwater in
direct path of the tidal current. Both axial and verticalstxirbines are being developed. To
date, the first and only commercial tidal turbine, SeaGes,been installed in Strangford
Lough in Northern Ireland. SeaGen is manufactured by Ma@lngent Turbines. It has
been operational since July 2008 and supplies 1.2MW of ptovdre grid between 18 and
20 hours per day.

1.5 Outline of the Thesis

With this research effort, we attempt to improve the energiwésting capabilities of
WECs in general, and heaving buoys, such as Wavebob, ircplarti We extend the con-
cept of a heaving buoy to include passive modulation of tretesy mass using a novel
water intake system that is presented in Chapter 2. Theiaddif a time varied mass
places our system into the class of hybrid systems and hasffihet of parametric-like
resonance that increases the heaving amplitude. This ioelzad its effect on system sta-
bility is explored using a single-degree-of-freedom nuosmodel in Chapter 3. Using
the findings from Chapter 3, an experimental prototype of\aevesergy converter has been
constructed and tested in a tow-tank. The results of thiemxgntal work are shown in


http://commons.wikimedia.org/wiki/File:Rance_tidal_power_plant.JPG
http://www.marineturbines.com

Chapter 4. Finally, Chapter 5 concludes the thesis with ansairy of the performed work
and discusses the future direction of this research.



Chapter

The Novel Water Intake System

The ultimate goal of this research is to devise a way of impi@energy harvesting
potential of heaving buoys using the incident ocean waveghis chapter we propose a
completely novel concept of doing this by means of passtete slependent mass modula-
tion of the buoy system. We first review the concept of parametsonance, which served
as the motivation for the development of this idea. Follapihat, we propose the mass
modulation scheme and the associated mechanism that glsissxploits ocean waves to
trap and release the water inside the system.

2.1 Parametric Excitation

Before we discuss the novel water intake system presented emotivation for such
development is in order. This motivation stems from exangrthe concept of parametric
excitation and the effects it can have on an oscillatingesystDating to the seminal paper
by Rugar and Grltter [26], it has been known that parame#@itation can produce me-
chanical amplification in the response of a resonator. Tiniglidication has been used in a
variety of MEMS oscillators (see [23] and references thgreind has also been discussed
for use in an oscillating water column WEC [20]. In its basaerh, parametric excitation
occurs when the value of the energy storing parameter(sih afsaillator is (are) varied
in time. When the variation occurs at the right rate and phpaemetric resonance can
take place, which increases the oscillation amplitude efstystem. In a typical mechani-
cal oscillator the energy is stored via inertia (mass, massient of inertia) and stiffness
(spring constant). The strongest amplitude amplificatidglh @zcur if one of the above
parameters is varied at twice the natural frequency of tis¢esy. This is known as the
primary parametric resonance. The amplification, albe# smaller extent, is possible at
other modulation frequencies, provided they satisfy

w=2w/n, n=123.. (2.1)



Fig. 6 The vertical motion of the systegit) shown with a dashed line, while the
mass modulatiom(t) is shown with a solid line. Whem(t) = 0, no mass
is being added to the default system mistss

wherew is the frequency of parameter modulation agds the system’s natural frequency
of oscillation. Physically, the conditions on parametesanance are such that over an
oscillation cycle there occurs a positive energy input thesystem. This guides the timing
of parameter variation relative to the system’s motion.tf@mrinformation on parametric
excitation can be found in [3-5, 30] and references therein.

2.2 The Novel Water Intake System

Building on Wavebob'’s idea of mass adjustments and the petranexcitation theory,
we propose a novel water intake system that connects to tifeceufloat and passively
varies the system’s mass at twice its oscillating frequeadgcrease the oscillation ampli-
tude and improve energy harvesting capabilities of a WE@ Whter intake system was
first proposed in [21] and mimics square wave modulation efrttass of the system by
trapping water for the first quarter of the periodic motiogleases it for the second quar-
ter, traps it for the third quarter, and releases the watamafgr the fourth quarter of the
motion. The nature of the excitation is thus similar to pagaii, since the energy storing
parameter (mass) is varied at twice the motion frequenayjitfers from it because the pa-
rameter switching is state-dependent. In other words, haeges to the mass occur based
on the position and velocity of the system, instead of fixedrtg. Therefore, the system
belongs to a class of switched systems. Biglustrates the scheme.

Referring to Fig.7, the water intake system is comprised of a submerged (atredb)
hollow cylinder labeled (2) in Fig7, open at both ends and rigidly attached to the surface
float (1) that is excited by the waves. Inside the cylinderated near its vertical midpoint
(3), are two pairs of centrally hinged butterfly flaps. The ewpitaps (4) are able to swing
between horizontal and vertical up positions, while thedoflaps (5) can only swing be-
tween horizontal and vertical down positions. The exadic@rorientations would depend
on system design considerations, such as geometry and slragnasitivity tradeoff.

When in the horizontal ‘closed’ position, each pair of flapsers the entire cross sec-
tion of the cylinder, thereby blocking off water flow throutte inside of the cylinder. As

10



water cannot flow through the cylinder, it gets trapped imlaits halves, thereby creating
the desired added mass effect. The reason the water ggtedirégpas follows. In the first
guarter cycle when the system is moving up, the water in théaif of the hollow cylinder
(2) is effectively scooped up and has nowhere to flow. It tlteeeebecomes a part of the
system. At the same time, the water in the lower half has noevtweflow either, because
the cross section of the cylinder is blocked off, and the wsiterounding the cylinder is
under greater pressure (atmospheric and hydrostaticthieamater in the lower half of the
cylinder. Effectively, a vacuum state is created in the lohaf of the cylinder when the
top flaps are closed, which holds the water in. In the thirdiguaycle when the system
is moving down, the effects are reversed and the ‘vacuurte sgareated in the upper half
of the cylinder, while the water in the lower half is scoopgd u

It should be noted that the mechanism is arranged in such asviyallow at most one
set of flaps to be closed at any given time. The remaining patte water intake system,
as labeled in Fig7, are the horizontal plates (6), sliding on the outside of, matative to,
the cylinder due to water pressure from the top or bottomeddmg on the direction of
motion. When passing through the midpoint (3) of the cylmtiee sliding plates can lock
or unlock the flaps (4) or (5) in their ‘open’ configurations Hig. 7 the locked state is
indicated by an arc between the flaps. The locking mechansnrange from a simple
mechanical latch to an electronically controlled braker §nlution is discussed in Chapter
4.

During a typical period of the system’s motion (shown as &ddsine wave), the water
intake operates as follows. At point labelaih Fig. 7 the sliding plates (6) pass through
the midpoint (3) of the cylinder, locking lower flaps (5) inetlopen configuration and
unlocking upper flaps (4) from their previously open confajion. Because the cylinder
is moving up, the water pressure above the upper flaps isegréwtn below them. This
forces the upper flaps to swing downward into the horizoraafiguration and block off
the cylinder’s cross section. In turn, this leads to the dddass effect due to the water (7)
trapped in the cylinder. The device remains in this stateé in¢aches poinb, the topmost
position in the cycle. Note that by the tinbds reached, the horizontal plates (6) are near
the bottom of the cylinder.

At b, the direction of motion is reversed, with the entire systoelerating down.
Now the water pressure below the upper flaps is greater tharedabem, which forces the
flaps to swing up and allows water to flow through the cylindée lower flaps (5) are still
locked in the open state, so they cannot close, despite thheased water pressure from
below. Therefore, no mass is added during the quarter cytledenb andc. Meanwhile,
the sliding plates (6) are moving up relative to the cylinder

At point c the downward motion continues, reaching the maximum \aripeed. As
the plates (6) again pass through the midpoint (3) of thendgli, they lock the upper flaps
(4) in the open state and unlock the lower flaps (5), allowivant to close under increased
water pressure from below. This again leads to the added effess, by trapping water (7)
inside the cylinder. The system continues to move in thigstatil pointd, by which time
the sliding plates (6) have moved to the top of the cylinder.

11



1: float

2: hollow cylinder
3: mid cylinder
4: upper flaps
5: lower flaps

6: sliding plates

. 7: added masgM

8: water flow

9: water surface

Fig. 7 lllustration of the operation of the water intake mecha-
nism. An animation of the mechanism can be found at
http://me.berkeley.edu/wec/watértake animation.html
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At d the direction of motion is again reversed and the systentssiaraccelerate up.
This forces the lower flaps (5) to open, and water flow throughdylinder is again es-
tablished, resulting in no added mass. The horizontal plggg are now moving down
relative to the cylinder, and when pomts reached in the next cycle, they pass through the
midpoint (3), locking the lower flaps (5) open and unlockihg tipper flaps (4) to close.
The cycle then repeats. It should be noted that althoughliieg horizontal plates (6)
move up and down relative to the cylinder (2), their absohasition in the water remains
approximately constant. Effectively, they act as inefplates and remain stationary in the
water.

2.3 Additional Comments on the Water Intake Mechanism

While the locking arrangement is helpful under ideal cands, when the motion pe-
riod becomes too short and both sets of flaps are installedn#cthanism may be left out.
Since the flaps need time to close and open, it may take theut algparter period to move
between the two states, thus voiding the need to keep ond #aps locked open. This
was the observed case when we carried out our small-scaietype tests in a tow tank
facility. It was also discovered that when the motion pergshort, a significant amount of
interference occurs between the upper and lower flaps, piiegeeither pair from moving
in the prescribed manner. However, we found that the watak@émechanism can still be
functional with only the upper set of flaps installed, whiceatly simplifies the physical
design of the mechanism. The simplified scheme is discussétapter 4.

13



|Chapter 3

A Simple Model for the WEC

Before the water intake system from Chapter 2 could be coctetl and tested experi-
mentally, it makes sense to simulate it numerically andadiscits performance potential.
On the other hand, the ever changing geometry of the systeke awcurate modeling a
very challenging task. While software tools such as WAMI& eapable of analyzing the
static parameters of the system, dynamical models thatpocate hydrodynamic effects
would need to be simulated using computational fluid dynarf@D) code. Such models
would be complicated to develop and resource-intensivertolnstead of going this route,
we decided that the best course of action would be to creageyasimple dynamics model
of the WEC, leaving out explicit hydrodynamic effects, ardetmine (and improve) the
performance of the system experimentally. The dynamicsatéicst discussed in [21] and
revisited in [22] is presented below.

3.1 A One Degree of Freedom Hybrid System

The developed model of the WEC is a single degree-of-free(IDOF) damped, har-
monically excited linear oscillator, whose masss modulated in time (cf. Fig8). The
system features a square wave modulation in the mass parametamount of water mass
is added to the system for two of the quarter cycles, and nermaass is added during the
other two quarter cycles. Referring to Fig.the precise instants where water is added or
released is governed by the instants when either the desplacty or velocity% of the
oscillator are zero. The effects of the ocean waves are raddst an external harmonic
excitation. Following the work of Salter et al. [10, 19, 2K model the power takeoff as a
damping element and this element is incorporated into thgday term in the model. The
goal of the model is to examine how the power absorbed by tbidlaisr's PTO can be
optimized using the state-dependent modulation of the mase to the mass intake and
release, we find that the model may also be conveniently ibestcas a hybrid or switched
linear system.

It is straightforward to show that the governing equaticrstie simple model are the
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Fig. 8 Schematic for the single-degree-of-freedom linear coil

following system:

2
M(1+H>%+Cg—)/+Ky:FSin(O)ft), yz—y>0
dgy d; d; (3.1)
@+Cd—+Ky F sin(wst), Yt <0.

Here,y is the displacement of the madd, is the default system masgM is the added
massC is the damping coefficient (a sum of viscous damping from tagewand exter-
nal damping from the PTOK is a spring constant of hydrodynamic origin, aads the
magnitude of the external excitation force (attributed ttev waves) which is varying
sinusoidally at a frequenay;. We refer tou as the mass modulation parameter.

The system3.1) is an example of a switched system where the switching tiondiare
state-dependent. The set of differential equati@®) (ieeds to be supplemented by jump
conditions at the locations whey%&’ =0. These Iocations, which are referred to as the

switching set, are along the= O andOly =0 axes in the/— plane For the simple model,

we shall assume tha{t) and are both continuous functlons of time at the switching
set. Continuity ofy(t) is easy to justify on the grounds that the motion of the oaiuli

is physically realistic. On the other hand, the continuilt)%ﬁ) assumes that the intake and
release of the added masM does not result in impulsive loading.

3.1.1 Closed Form Solutions of the Hybrid System

We non-dimensionalize3(1) by defining a timer = t\/% which is used to help trans-
form (3.1) into

X+ 201X+ wh x = fsin(wr),  xx>0, (3.2)
X+25x+x= fosin(wr),  xx<O. '
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Fig. 9 Examples of limit cycle€ and transient responses in their neighborhoods
for the forced systenB(2) with f =1, u =0.3 andw =0.9: (a) stable limit
cycle 0 =0.08), and (b) unstable limit cycled(= 0.01)

The () indicates a differentiation with respectit@nd the new parameters and fields are
given by

_Y 2 _ % _ 1
X_L, fl = o‘)ﬂlf27 61_(1+u)7 %1_ 1+“7
F C M
fo=f = —, =0=———, W= Wi\ —, 3.3
2 kL % 2VKM "V (3:3)
wherelL is a suitable length scaleThe solutions to3.2) are classical:
henxx >0
e X1(T)w enx.x> , (3.4)
X2(T) whenxx < 0.
Here,
x1(1) = e‘51T(A1cos(wdlr)+Blsin(wdlr))+xlsin(wr—qol),
%(T) = € %7 (Aycos wy,T) +Basin(awy,T)) + Xosin(wT — @), (3.5)

1For examplel. could be chosen to be the maximum allowable displacemehieafiass-spring-damper
system
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with

fq
Xl = 5
\/(aﬁl - wz)z +(201w)?
X = f2 , (3.6)

and

(Udl = ('Oﬂla)dp (Udg = \/ 1_5227

1 20w o1 2%w
(0} tan <w), @ =tan <1—w2)' (3.7)

For a given motion of the system, the constalsandB, are prescribed by matching the
solutionsxy (T) andxz(T) at the appropriate switching boundarigs defined as

B = {(xX)Ix=0and>0},
B, = {(x,X)|x=0andx>0},
Bs = {(x,x)Ix=0andx<0},
Bs = {(x,X)[x=0andx<0}.

It is tempting to assume that the solution 82 will always be bounded if the input
is bounded (i.e., BIBO stable). However, because we arerdpaith a switched system,
it is well-known that this is not necessarily the case (sé&e1Z, 18]). Two representative
examples of stable and unstable responses of the systerhave ¢ Fig. 9. The limit
cycles shown in these figures are the steady state respottse ©fstem. From numerical
integrations of 8.2) we observe that for a fixed value of dampidgf the mass modulation
parametemu is sufficiently small, then the response of the system wilBbBO stable.
However, if u is sufficiently large then the response will no longer havs tiroperty.
Clearly, it is of interest to determine the regime where tstesm is BIBO stable. We now
turn to this issue.

3.2 Bounded-Input-Bounded-Output Stability of the System

Of primary interest is to determine the parameters for BlB&biity of the switched
system 8.2). For a given excitatiorf,sin(wt), we observe that the system has a steady
state response which is a limit cycle (cf. Fi@). We wish to determine the conditions for
the stability of this limit cycle or equivalently the BIBOadiility of the system.

Developing analytical criteria for the BIBO stability ofdtsystem is challenging. Sev-
eral results are available and feature the constructiorLgépunov function for a discrete-
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Fig. 10 Schematic of the phase flow d3.8) and how it is used to construct the
Poincaré ma@: B — B

time equivalent system (see [12, 24]). In this section, wiefoan alternative approach.
First, we restrict attention to the unforced system andodistathe stability criterion for its
trivial equilibrium. To do this, we construct a one-dimensil Poincaré map. The resulting
stability criteria are presented as a curve in thed plane. We then examine the stability
of the limit cycles observed in the forced system using aeresive series of numerical
integrations. After these results are compiled, it becoevedent that the stability results
for the unforced system provide a useful coarse estimatbe@pdrameter regime for the
BIBO of the forced system.

3.21 Sability of the Trivial Equilibrium
The unforced system is governed by the equations (fi&&))(

X+ 20X+ w2 x=0, x>0,
..51 %1 . (3.8)
X+ 20X+ X =0, Xx < 0,

respectively. Clearly this system has a single trivial Bguum. To examine the stability
of the trivial equilibrium, we solve3.8) over a time intervall. Referring to Fig.10, it is
easy to see that this allows us to define a Poincarédnap

Zni1= P (20), (3.9)
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where

z,=(0,x(nT)) € B, neZ". (3.10)
The switching boundar is

B ={(x,%)Ix=0andx>0}. (3.11)

The timeT is the time it takes for a solution of the differential eqoatito return toB.
For linear stability of the trivial equilibrium, we requitee one-dimensional map to be
contractive.

After some work with the solutions 08(8), we find that® is a simple linear mapping:

Zni1 = P2Zn. (3.12)

The functionp is defined by
p= ie—52Tze—51T1 — e %hgdN /17 U, (3.13)
1
where the timed; andT, are found by solving the transcendental equations
01
1 Wy

%tan(wdsz)

2

tan(owg, Tr) 1,

-1, (3.14)

That is,

1 &2
T. = — |arcsin[ (/1-—=2 1],
o ( ( “’5>>
1
T, = — (| m—arcsin( /1- 2)),
’ wdz( ( %

T = 2Ti+2T. (3.15)

For stability, we requirep| < 1.

To determine the stability of the trivial equilibrium, weekepoints wherep| < 1. This
calculation leads to the stability region shown in Fid. Clearly, there is a delicate balance
here between mass modulatigrand dampingy. If the latter is sufficiently large, then
stability will always be guaranteed. Otherwise, underyésdtion, the trivial equilibrium
will become unstable. In physical terms, if one adds andaetdrtoo much mass then the
oscillations will grow without bound if insufficient dampgns present.
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Fig. 11 Stability region for the trivial equilibrium of3.8) is shown in (a). Repre-
sentative phase portraits for stable and unstable cas@&s8pafe shown
in (b) and (c), respectively

3.2.2 Numerical Investigation for BIBO Stability

When the system is harmonically excited (i.&.psin(wt) # 0), a limit cycle is ob-
served. An explicit expression foi(t) = x_ (t) corresponding to the limit cycle can be
determined by piecewise matching of the solutichi§)(to (3.2), and computing the time
periods when the solution transits between elements ofwitelsng set (which is defined
by xx = 0). The equations needed to determné ) are nonlinear and must be solved nu-
merically. An alternative method of finding the limit cycketo numerically integrate3(2)
forwards (backwards) in time to find the stable (unstabfajticycle. This is the approach
we followed. One result that is evident from these simutaiis that the (t) will contain
contributions from the terms with frequencies, , in (3.5).

To examine the stability of the limit cycle,7we numericaliyegrate 8.2) for various
values of the excitation frequeney. Of particular interest is the case = wpeax Which
corresponds to the excitation frequency which results enléngest displacement of the
system. The value afyeaxdepends om andd, and must be determined numerically. As
can be seen from Fid.2, the response of the system to this excitation frequen@rohees
the BIBO stability regime. The stability criterion for theforced case from Figl1is also
shown in Fig.12. The proximity of the criteria foff, = 0 andw = wyeakis remarkable. We
now turn to examining limit cycles and other bounded ostidlles in greater detail.
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Fig. 12 BIBO stability regions for the forced syster3.p) for various excita-
tion frequenciesv. The solid line is the stability criterion for the trivial
equilibrium of the unforced system (cf. Fid.1(a)). In this figure,J:
W= peak*: W=0.8,x w=0.85,0: w=0.9,|: w=0.95, ancb: w=1.0

3.3 Bounded Oscillatory Motions

Studying the stability and bifurcation of limit cycles antther bounded oscillations in
hybrid systems is considered to be a challenging probler, [Bl, 12, 14]. First, there
is the inherent difficulty of finding closed-form expressdor the solutions to the equa-
tions governing these bounded motions. Secondly, the Esdietermining the stability of
the motion using either Floquet theory (see, e.g., [13]) yadunov-based methods (see,
e.g., [25]) can become tedious or intractable. We thus sebdest goal to catalogue the
oscillatory motions of this relatively simple hybrid systefind a rich range of dynamical
behaviors, and discuss the implications of these resuliseo@nergy harvesting capabilities
of the WEC designed proposed in Chapter 2.

For the harmonically excited, damped linear oscillatohia absence of switching, it is
easy to compute the single limit cycle and verify that it istiglly attracting. Unfortunately,
the situation with the switched syste®.2) is more complex. Among others, the typical
steady-state analysis of seeking limit cycles by settirgytdrms multiplied bye %7 to
zero does not apply t8(2). Through an extensive set of numerical integrations, we ha
been able to catalogue some of the bounded oscillatory motbthe switched system.
We classify the bounded motions as stable and, in some tesafind that they are global
attractors. In the event that the motions are closed onvggefer to them as limit cycles.
The stability results in SectioB.2.1can play a role in explaining these classifications.
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Fig. 13 An example of a low-frequency excitation of the oscillat() the phase
portrait of the terminal bounded oscillation; (b) the deo&the transient
dg (T) = X4 (T) = Xg Sin(wt — @ ). For the results shown in this figure,
0=02,u=01f=1,andw=0.01

3.3.1 The Extremes of High-Frequency Excitation and Low-Frequency Excitation

The response of the oscillator to the regimes corresporndilogv-frequency excitation
wherew <« 1 and high frequency excitation wheies> 1 can provide insight into classify-
ing the behavior of the oscillator. Two examples of the baghdscillations of the system
for low- and high-excitation frequencies are shown in Fif§j8.and 14, respectively. The
values ofu andd chosen for this example are such that the unforced systerdwauve a
stable equilibrium.

In the low-frequency case, we find a limit cycle which is qtaively similar to those
we have observed fao < 1. The oscillation is bounded, and, after some initial tiamsbe-
havior, the effects ofly (T7) appear to be negligible comparedXgsin(wt — ¢y ). Despite
this, finding a closed-form expression for the bounded ladwh has proven to be very
difficult. The difficulty lies in solving the nonlinear equas for the transit times between
the switching boundarielS; » 3 4. As a result, we had to resort to numerical integrations of
the equations of motion.

For the high-frequency case) > wn, and it is easy to argue fron86) thatdy (7)
is constant compared 8, Sin(wT — @y ) between switching intervals. As a result, the
solution oscillates about, (7) with an amplitude oK. A typical example of this behavior
is shown in Figurel4. In contrast to the low-frequency limit, it is difficult to gue that
the bounded oscillation is a limit cycle. Another differeris that the limit cycle behavior
for low w transited the switching boundaries in the repeating sexpi8n B2, B3, By, .. ..
The corresponding sequence for the high-frequency cageaisce and finding analytical
expressions for the transit times is a daunting task.
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Fig. 14 An example of a high-frequency excitation of the oscillai@y) the phase
portrait of the terminal bounded oscillation; (b) the deo&the transient
Xa (T) = Xg Sin(wt — @y ). For the results shown in this figuré,= 0.2,
u=01,f=1 andw =100

o 1 4000

Fig. 15 Behavior of thex(1) governed by 3.2) with (x(0),x(0)) = (0,1.5), w =
0.01,5=0.014, andu = 0.1. For these parameter values, = 0.953369
andwy, = 0.999902

3.3.2 Global Attractors

An example of one of the interesting solutions3a can be seen in Fidl5. Here, the
transient behavior of(1) is dominated by higher frequency contributions fros),. The
phase portrait corresponding to the solution shown in lEdéris displayed in Figl6(a),
and it results in the bounded motion labelédh the phase portrait. By selecting nearby
initial conditions, we conclude that the limit cydleis attractive. For the unforced system
with the same values fqt andd, it can be shown using the results of Sect®B.1- that
the equilibrium is unstable: > L (d). With this in mind, we find that choosing an initial
condition such thadly (7) dominates{y sin(wTt — ¢y ) produces an oscillation that becomes
unbounded. Such a solution is shown in Fig(b). Thus, the limit cycle, which is labeled
C in Fig. 16, is not globally attracting.

23



Fig. 16 Phase portraits of the solution t8.9) with w = 0.01, 6 = 0.014, and
p = 0.1, and the initial conditions (ajx(0),x(0)) = (0,1.5) and (b)
(x(0),x(0)) = (0,4.5)

To distinguish the subset of global attractors from the $stable bounded motions,
we performed an extensive set of numerical integrations@thtybrid system for discrete
values ofu, 4, andw. A summary of some of our results is shown in FijZ. To con-
struct Fig.17(a), several initial conditions far from the bounded ostitin of interest were
chosen and their long-term behaviors investigated. Tlelgd information on the global
stability of the bounded oscillation associated with theapzeter valuest, w, andd. For
givenw andd, the corresponding value pf beyond which the bounded motion ceases to
be a global attractor is labelgeg;. The difference between this value pfand the corre-
sponding value ofte = 1 (0) where the unforced equilibrium becomes unstable is shown in
Fig. 17(a). The corresponding critical value pfwhere the bounded oscillatory motion is
stablezbut not globally attracting is denotedgyand results foy — pe are shown in Fig.
17(b).

In Fig. 17(b), the results forw = 0.01 andw = 0.1 are not shown becausgg — e for
these cases are orders of magnitude larger than the remudtsf 1,5. Instead, the values
of u for these frequencies are shown separately in Fgglt is interesting to note how the
stability results for the trivial equilibrium of the unfaed system provides a conservative
bound for the stability of limit cycles associated with tloeded system. Furthermore, the
figure illustrates how low-frequency excitations can bedusegenerate stable limit cycles
in the neighborhood of the poini©,0) which would be unstable if the amplitude of the
external excitation were O (i.ef,= 0).

For a given set of parameter valuesoéindd, we found thajy > Us. A representative
set of results are shown in Fig9 for w = 1. In general we found thatg < e for a given
pair of w andd. This finding is easy to explain. Far from the origin of thectedl system,
the dynamics are dominated by the unforced response. Ifrigenas stable, then the
trajectories in this far field are attracted to the origin #imd enables the possibility of a
globally attracting state.

“The results in Fig17 were obtained to an accuracy aD001 for |t — pe| and | — e|
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Fig. 17 The uc — te and . — L values as functions of the dampidg= &, for
a range of frequencies for a range of valueswof(a) Global asymptotic
stability of the bounded motion and (b) local asymptotidsiig of the
bounded mation. In this figurédenotesw = 0.01,ii denotesw = 0.1, iii
denotesv = 1.0, andiv denotesv=5.0

3.3.3 Amplitudes of Bounded Mations

One characterization of the dynamics of the system alludad Section3.3.2is to
compute the amplitude of the bounded motion that the syskéibies after the initial tran-
sients have decayed. This numerical computation is peddrby simulating the system
for a sufficiently long time to ascertain if it asymptotes tocunded oscillatiod. Then, the
maximum positive value of(1) during the bounded oscillation is defined as the magnitude
Xmag These results are compiled in Fig0. In addition, the results for the non-switched
system (1 = 0) are also presented for the purpose of comparison. Bourstgiiations do
not exist for all values ofu, 4, andw. In particular, givenw and u, we found that for
sufficiently low values o® the solutions to the equations of motion became unbounded.
These regions are denoted byn Fig. 20.

For the results shown in Fig20(a-c), the bounded oscillations correspond to limit
cycles. However, ag increases, the bounded oscillations become more compiss, Th
Fig. 20(d), the dashed lines indicate the region where the odoitlas bounded but is not
a limit cycle. Some representative examples of solutionsife caseu = 0.5 andw = 2.0
were shown earlier in Figl5. An example of an unstable limit cycle when the damping is
low (& = 0.05) was shown in Figl5(d). With regard to the results displayed in F&fXe),
wherew is far from any of the resonant frequencieas ,, the results show the magnitude
of the bounded oscillations but none of these oscillatisadimit cycles.

3Recall, that when the oscillation results in a closed oghith as those shown in Fig2(a), as opposed
to the oscillation of the form shown in Fig4, then we refer to it as a limit cycle.
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Fig. 18 Thepu, values as functions of the dampidg= &, for four specific values
of the frequencyw. The functionpe(d) is also shown for comparison
(cf. Figurell). In this figure,i denotesw = 0.01, ii denotesw = 0.1, iii
denotesw = 1.0, andiv denotesw = 5.0
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Fig. 19 Thep — ue(d) andpug — He(d) values as functions of the dampidg- &,
for the frequencyw = 1

3.3.4 Unstable Sates

To further catalog the behavior of the hybrid system, we e&gimined the magnitude
of bounded oscillatory motions for a wide range of valuegtpd, andw. The results of
this extensive set of numerical integrations are showngn E0. As evidenced from this
figure, for several parameter regimes no bounded motions fwend.

To illustrate the dynamic responses examined while comgptiihe results in Fig20,
consider the case whete= 2, f =1, andu = 0.5. The variation of the amplitude of the
bounded oscillations with changing damping for this casebminferred from Fig20(d).
As shown in Fig.21(a), when the damping is large, the system has a globallgcitig
bounded motion which we classify as a limit cycle. As the denggets smaller, we were
unable to characterize the motion as a closed limit cyclewase able to conclude that
it is a bounded global attractor (see Figl(b,c)). When the damping is insufficient, no
stable bounded motion could be found and instead, by backingegration, we found the
unstable limit cycle a shown in Fi@1(d).
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Fig. 20 Amplitude of bounded oscillations as a function of dampdrend forcing
frequencyw for different values ofu. For u = 0, the analytical solution
is plotted together with numerical results. (a) 0.25; (b) w = 0.5; (c)
w=1; (d) w=20; and (e)w = 10. The labelU denotes regions in the
parameter space where no bounded oscillations were found
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Fig. 21 Oscillations of the hybrid system for various values of damg: (a)
0=0.9,(b)0=0.2,(c)d0=0.1, and (d)d = 0.05. For the results shown in
this figure,u = 0.5, f = 1, andw = 2.0. The- denotes the initial condition
(X(10=0),x(10=0)) = (0.1,0.4405. The limit cycle in (d) is unstable
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3.3.5 A Coarse Estimate

For low-frequency excitation where « 1 we observe from the numerical simulations
that a limit cycle is present (see Figd3 and 16). Further, from the results shown in
Fig.18 we can conclude that the limit cycle is stable (although itasnecessarily a global
attractor), even thougp may be greater thape(d) for the given parameter paii, o)
of interest. We now use these observations to develop aeeatsnate for the limiting
low-frequency behavior wheh, i, andd areO(1) andw = ean, wheree <« 1.

With the help of 8.5), and 3.6), it can be shown that

Xo=X1+0(g2),  Xp=f+0(£?), (3.16)
and
@ =2e3an+0(3), @ =2edawn+0(e%). (3.17)

If the initial conditions atr = 1 are chosen so thal; (7o) is small, therdy (7) will decay
andx(t) will be dominated byX, sin(wt). In this case, we find an asymptotic estimate for
the limit cycle ass — 0 is an ellipse in the phase plane:

N

In simulations of the low-frequency case, such as those shiowig. 13% we typically
found that the transient behavior can be very complex witltipie passages of the tra-
jectory through the switching boundaries. However, evalhtithe limiting state of the
trajectory is an ellipse in the phase plane.

3.3.6 Energetic Considerations

The state-dependent mass modulation that is a centratéeattthe hybrid system was
motivated by the desire to increase the energy harvestipgbdéies of a wave energy
converter. On a related note, it is interesting to examiretdmporal behavior of the
total energy of the oscillator. To this end, the total enefgpf the oscillator has the
representations

2
E:Elzw(d—y) +gy2, yd—y>0,

2 M :t 2 K jt (3.19)
_p, _M/dyy K ay
E_Ez_z(dt) +2y2, ydt<0.

4See also the limit cycle shown in Figk5 and16
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With the help of 8.3), we find expressions for the dimensionless energithe oscillator:

>
1+u.
_ HX2+‘*’th2,

e=¢g XX >0,
2 2 (3.20)
1, W, .
e:ezzéx +72x, XX < 0.
(b)
5

\{/\f\{/\{\—l/\f\ w=1.0

= | i

? \j/\/\( w=08

OON/T\fl/T\l/T\l/T.\iZ L=15
T

Fig. 22 Samples of (a) bounded oscillations and (b) their assatiatergye.
For the results shown in this figuré=0.2, u = 0.1, andf = 1, and three
values ofw have been usedv = 0.8, w= 1.0, andw = 1.5. In (b), thet
indicates the instances where the mass jumps fvbta M(1+ p), while
the | indicates the instances where the mass decreasedMi{dns 1) to
M

As can be seen from Fi@2, bounded oscillatory motions feature jumps in the energy
at the pair of switching boundari#s andBs on thex = 0 axis where the mass changes from
MtoM(1+ ). We also observe from this figure that, even for moderatddefelamping,
the average value of the energf the oscillator increases dramatically @sapproaches
the resonance frequency. The exact cut-off frequenayhere the non-switched system
(i.e., whereu = 0) has a lower energy than the switched system depends oaltieafd.

In the interests of brevity, we do not present these resalts, inowever generally we found
thate will have lower (higher) values than the switched systemmuaes 1 (w > 1).

3.4 The Efficacy of Mass Modulation for Energy Harvesting

Of crucial interest is the amount of energy harvested by todlator compared to the
energy which is incident on the oscillator due to the forcfrsjn(wft). To compute the
harvested energy it suffices to calculate the average posvaryple of the external forcing
that the system can harness. Here, the harnessed power 1B, 20, 29] is taken to be
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Fig. 23 Average power per cycl® as a function of driving frequencw for
selected values of damping factdér= 2\/% as indicated on the figure.
Maximum power per cycle for each case is shown in Tdble

proportional to the damping coefficiedt= &, = ZL and the velocity squaretiThat is,

, VKM
the average power harvested is
5 [T,
Pavg = ?/0 x“dr. (3.21)

The average power per cycle is then given by dividfag, by the number of cycles during
this time interval. First, we note that

21 M
T = — = —. 22
cycle o’ W = Wr K (3.22)

Then, the average power per cyélais

Pavg ) /T P
P.= = xedr. 3.23
¢ Tcycle T 'Tcycle 0 ( )

Simulating the system for a range of frequencies and com@Bii gives the results shown
in Fig. 23. When computing these results, valuespptind & corresponding to BIBO
stability of the system were selected.

The results shown in Fig23 were obtained using values corresponding to 0%, 20%,
45%, 50% and 95% of the total mask respectively. For higher values of the mass mod-
ulation parametep the plots show a marked increase in power produced by théeelxci
system, compared to the regular case (i.e., the gas@® shown in Fig.23(a)). The max-
imum power per cyclé, ., values for each of the cases presented in EBjare given in
Tablel. These results demonstrate that the mass modulation aaificagtly improve the

5This damping coefficiend is the sum of the damping provided by the PTO and the hydradima
damping. We tacitly assume that the latter is constant ireoafyses, and assume that the variatiod oén
be achieved by altering the parameters of the PTO
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Table 1 Maximum power per cyclé, . for various values of damping factor
0= 2\/(}Z<_M and mass modulation parameterand the associated forcing
frequencyw at which maximum power occurs. All presented combina-

tions of d andu result in a stable system

Permax u=0 u=0.2 u =0.45 u =0.50 u=0.90
0=0.07 0.27 0.78 16.6 - -
w@P,, | 1.001| 0.956 0.906 - -
0=0.12 0.16 - - 0.81 31.3
w @ P, 1.001 - - 0.900 0.838

energy harvesting capabilities of the oscillator. It skicalso be noted that in contrast to a
regular system wherg = 0, the power peak for the mass modulated system lies to the lef

_ . . _ ws . .
of thew =1 line. Sincew = K does not take into account the mass modulatidarm

(which would lower the value of the resonant frequencyg@ffely w = 1 lies above the
resonant frequency for the system with the novel excitatdreme.

3.5 The Maximum Power that Can Be Harnessed When the Amplitud of Motion is
Limited

Unfortunately, the dramatic increase in absorbed powepérapprimarily at low values
of damping, and correspondingly high amplitudes of osidia In practice, this would not
be achievable, as there would inevitably exist a number stfiotions (such as stroking,
slamming and force restrictions) on the maximum allowabkponse amplitude. To ex-
plore this issue further, we now examine the power which @hdrvested if the response
amplitude of the system is restricted.

In this section, we discuss an analytical expression foogfienum damping coefficient
0 as a function of driving frequencg which maximizesP; at everyw. We start our
analysis with the case where there is no mass modulation(i=e0), and then supplement
these results with numerically obtained values of the dampoefficients that maximize
the harvested power for the cases where the mass is modukiteglthe novel excitation
scheme.

For practical reasons, the system’s response amplituee néeds to be limited to some
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maximum valueXnax. Using this value in3.6), and solving ford yields

Binin = %)\/fZ—x,%ax(l—wZ)Z. (3.24)

This expression gives the lower bound on the valué ofecessary to keep the response
amplitude at or belowXnax. Yet, forw < /1—f/Xnax0or = /1+ f /Xmax it is evident
thatdnmin given by B.24) has no real component, meaning that the harnessed pov&2 8 (

is zero. This also means that for these frequency rangesystem would not be able to
oscillate at an amplitude ofyax While absorbing power from the damper. Thus, we need
to find a value ofd that will produce the maximum power at each driving freqyeag
regardless of amplitude constraints. To do this, we @€)4to establish an expression for
x? in (3.23 and then differentiate the resulting integral with regped. This is equivalent

to maximizing the functiorsas a function od where

RN
(1- w?)2+ 45262

S(8) = (3.25)

Solving for the values od wherej—? =0, we find two values depending on the valueuwf

1-w? w1

‘= , 2
o B o, (3.26)

Op =

Examiningg—fé (0 =05 ) and evaluating it ab; 5 we find that it is negative. Thus; g
yield maximum values of harvested power. Cleadyg — 0 asw — 1, so in the vicinity
of the resonant frequency these values are not feasibleefbine, instead of looking at a
single expression for optimal damping, we need to simutiasky take into accounB(24)
and @.26). Fig. 24 shows a plot 0B, g anddmin as functions oto.

We note that forw < wy, Ox > dmin. Sinced, is set to maximize harnessed power
without regard to amplitude limits, and it exceeds the mummvalue of damping needed
to keep the response amplitude bounded, this is the valueeaddamping coefficient that
should be used in this frequency range. Likewise @of w5, dg > dmin, SO0 should be
set as the damping coefficient. But in the rangle< w < w3, dmin is the lowest damping
value at whichXnax is not exceeded. Hena®,, is the damping setting of choice in this
intermediate frequency range. EquatiBgd) and 3.26)1, we can solve for the values of

* * .
wx andwg:

N o f
wp =4/1 VX wg =41+ VX (3.27)
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Fig. 24 Real positive parts of damping factors given By24) and @.26) as func-
tions of driving frequencyw. The plot for optimald is shown as a solid
line. dmin was computed usingmax =1 andf = 0.1. Note that the peak
for dmin occurs slightly beloww = 1. This is because the peak response
amplitude (but not power, as per [29]) for a damped systenurscat
wWp = whV'1-202, wherew, is the undamped natural frequency (which is
equivalent taw = 1 in our model)
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Hence, the optimal damping coefficient is given by

((1-?
O_ k
TR <w<w;
1 2 2 2)2 * *
opt = wamax\/f ~Xfax(1- %)% Wi sw<wy (3.28)
w’ -1 .
( 2w '’ “ = -

As an illustration, Fig25 shows the power harvested per cycle and maximum response
amplitude as functions of frequeney when & is used. Note that the peak in power
occurs at a frequenayn, to the right ofw = 1. This is due to the fact that while response
amplitude is capped 2max for both frequencies, the value of the velocktys higher at
wm. Indeed, the ratio of peak power to thatat 1 is proportional to the ratio of these two
frequencies.

(@)
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Fig. 25 (a) Average power harvested per cy@&leand (b) response amplitude
as functions of driving frequencg using the damping values given by
(3.28. Simulations were performed usirig= 0.1 andXmax= 1

Next, we perform a set of simulations to determine optimahpliag values at each

excitation frequencyw that maximize harnessed power per cycle. Unlike the cases pr
sented in Fig.23, we impose an amplitude constraintXfax = 1 at all frequencies. The
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Table 2 Maximum power per cyclé, ., and the associated optimal values of
dampingdopt for plots shown in Fig26

u=0 u=0.1 u=0.2 u=0.3

Permax 0.004 0.005 0.0057 0.0065

watP, . | 1.005| 09849 0.9647| 0.9445

Oopt at P,y 0.0495 0.0659 0.0828 0.0975

simulation program then sweeps through a range of dampilgsa at each frequency,
computes the power and maximum amplitude, and selects thpidg value at whicl is
the largest while rpaﬁx(r)\ < 1. The results are presented in Fag.for u values of 0, 0.1,

0.2 and 0.3, while maximum power and optimal damping valueshown in Tabl@. An
inspection of Fig.26(a) reveals that when the amplitude is restricted, mass ratdn no
longer provides the large improvements in harvested poagrRig. 23 showed. The im-
provements in maximum harnessed powen atalues of 0.1, 0.2 and 0.3 are 25%, 42.5%
and 62.5%, respectively. The gains would be largegifx were larger.

Looking at Fig.26(b), we observe that for all cases where mass modulatioresept,
the maximum response amplitude hovers aroundXthg = 1 mark. This means that am-
plitude constraints take precedence over power maxinoizatt is of interest to compare
this to the case of the constant mass system which is showig.i2&a)—(c) and labelled
u = 0. For this case, the maximum amplitude drops off on bothssidey = 1 to maximize
power, as given by3.26). Finally, Fig.26(c) shows that there is little variation in the opti-
mal damping coefficients for the cases whgrg 0. Again, this is due to the need to keep
the peak amplitude belownax for all frequencies. It also implies that a WEC featuring
the novel excitation system has the advantage for the desafra small variation in the
optimal damping parameter when compared to the traditieystem.

3.6 Future Work on the Numerical Model

The initial goal of the numerical model of the wave energyvaster was to examine the
potential mass modulation scheme and explore its applitatioithe WEC. We believe that
the developed model, despite its simplicity, has showntti@proposed mass modulation
method can indeed improve the energy harvesting capabibii a buoy-type WEC. These
findings led us to the construction of an experimentallye@sicale prototype, discussed in
the next chapter.

In the meantime, the model can be further refined, which wall to optimization of
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Fig. 26 (a) Average power per cycle, (b) maximum response amplitadd (c)
optimal damping coefficient&t as functions of driving frequenay for
u values of 0, 0.1, 0.2 and 0.3 as indicated on the figure. Thewhsre
mass is not modulated is shown with a dashed line. Simukateere
performed using = 0.1 andXmax=1

37



the water intake mechanism design. A number of things woedtirio be improved. Our
current method of modeling the damping effects would nedgktohanged. Two separate
damping factors will have to be introduced - one that accdtorthydrodynamic damping
(which, being geometry dependent, will need to change betviiee two switched states),
and another that models the power takeoff system. The lattiexg controllable, would
have direct effects on the stability of the system.

The model would also benefit from the introduction of adaiibdegrees of freedom
that deal with pitch and roll behaviors of an ocean going W&itg] their possible coupling
with the primary heaving mode can be studied. Mooring carsitions would need to
be taken into account. Finally, in an attempt to closer axprate actual ocean waves,
stochastic excitation should be incorporated.
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|Chapter 4

Experimental Testing

To show the potential of the novel excitation scheme, oetlim Chapter 2 and numer-
ically demonstrated in Chapter 3, a scale prototype of a waeegy converter with a water
intake mechanism was constructed and tested in a tow taiikyfathis chapter presents
the discussion of the performed experimental work and tla¢yais of the collected data.

4.1 The Experimental Facilities

To understand and improve the performance of the WEC witiwtiter intake mech-
anism, the prototype had to be tested in a controlled enwigort that could be readily
replicated. To this end, the tow tank facility at the UC Béeles Richmond Field Station
was employed. The facility houses a 67 meter long, 2.4 meige wnd 1.5 meter deep
(at the deepest point) water basin. One end of the basiniosrdavavemaker, while the
opposite end uses a sloping beach to terminate the wavegdncerwave reflections.

The wavemaker consists of a vertical metal plate, hingedhetbbttom, that is hy-
draulically actuated to push the water along the length eftéimk. The plate’s harmonic
forward and backward motion generates the waves. The matiglitude and frequency
are electronically controlled, thus giving the users thétgio set the wave frequency and
amplitude as well. A movable platform, set atop the wateirbessused to position and
moor the experimental prototype in the water. The schenaaiitphotos of the tow tank
facility are is shown in Fig27.

4.2 The Simplified Mass Modulation Scheme

While the original mass modulation scheme, proposed in@e21t2, offers the greatest
potential, there are certain challenges when implemeittpigysically. For example, if the
motion frequency of the device is high enough, we found thatd will be a significant
amount of interference effects between the upper and therlsets of flaps. Additionally,

http://rfs.berkeley.edu
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Fig. 27 (a) Schematic of the RFS tow tank facility; (b-d) photos o tacility
with the wavemaker mechanism shown in (c)

synchronizing the motion of the flaps and locking them in posiat higher frequencies
turned out to be a challenging design problem.

To simplify experimental testing, a modified mass modufasoheme has been used.
Instead of having an upper and a lower set of butterfly flagswiter intake system con-
tains only the upper pair of flaps. The upper flaps trap waténerfirst quarter period of
the incidental wave’s motion, and allow the water to flow tigh the submerged cylinder
at all other times. The modified scheme is illustrated in 2§. Because there is only
one set of flaps, this simplifies the flap locking mechanism al& Wt also eliminates the
need for sliding plates (item 6 in Figy) and relies on a spring-loaded latch (and the nat-
ural hydrodynamic delay) to keep the upper flaps open in theHayuarter-period (from
pointd to pointa of the next cycle). The latch also serves to prevent the flaps prema-
turely opening as the system slows down before pirih all other aspects, the system is
identical in operation to the originally proposed design.

Following the approach in Sectid2, the stability curve for the unforced system with
simplified mass modulation is shown in Fig9. The stability curve for the original mass
modulation is plotted for comparison.
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1: float

2: hollow cylinder
3: mid cylinder
4 upper flaps
5: added masgM

6: water flow

7: water surface

Fig. 28 lllustration of the simplified mass modulation scheme witlydhe upper
flaps present

Numerical simulations of this simplified modulation schesi®w that while not as
effective as the originally proposed scheme, it is stilleatdl generate an increase in os-
cillation amplitude and improve the harnessed power ovesramass modulated WEC.
Considering the inherent practical limits on modulatiorpéitade present in real systems,
the performance of this scheme is quite satisfactory. A piagample power plots from
the simple model are shown in Fig0, and Table3 compares the power output of the
simplified scheme to that of the original from Chapter 3.

41



1 7
I K
simplified  .*
u | .- original
0~ ‘ ‘
0 5=05 0.14

Fig. 29 Stability curves for the unforced system with the simplifirdss modula-
tion scheme (solid line) and the original mass modulatidreste (dashed
line). The system is stable in the regions to the right of easpective
curve

Table 3 Maximum power per cyclé, ., for various values of damping factor
5 = =—<_ and mass modulation parameterfor the original (F) and
simplified (S) mass modulation schemes, and the associateidd fre-
quencyw at which maximum power occurs. All presented combinations
of & andu result in a stable system, as discussed in Chapter 3

P, F/(S) 5=0.07 5=0.12
p=0 0.27/(0.27) 0.16 / (0.16)
w@FP,, | 1.001/(1.001) 1.001/(1.001)

1=0.2 0.78/(0.42) -
Ww@P,, | 0.956/(0.980) -
=045 16.6 / (0.79) -
W@P,, | 0.906/(0.952) -

1=05 - 0.81/(0.2)
W@P,,, - 0.900/ (0.910)

1 =0.9 - 31.3/(0.47)
Ww@P, - 0.838/(0.918)
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Fig. 30 Average power per cycleye for the simplified mass modulation scheme
as a function of driving frequenay for selected values of damping fac-
tor § = —S— as indicated on the figure. Heceis the non-dimensional

2VKM
frequencyw = % For these simulationgy, = 1. Maximum power per

cycle for each case is shown in Taldle

4.3 The Scale Prototype

4.3.1 Designand Construction

The scale prototype is comprised of three main parts: 1) tierdloat and guides, 2)
the inner float, concentric with the outer float and 3) the wateake mechanism, which
is rigidly attached to the inner float. While no power takenyfstem has yet been imple-
mented, the relative motion of the two floats is used to g@asyistem performance.

The outer float (see Fig32) consists of a 127 mm (% high, 381 mm (1%) inner
diameter and 660 mm (2pouter diameter rubber tire tube, filled with air and attatfiem
below to a round 6 mm (0.25") thick polycarbonate platfornheTinflated tube provides
the necessary buoyancy, while its relatively large siz@sistabilize the motion of the
WEC and limit it to mostly vertical excursions. Attached ke tpolycarbonate platform is
a hollow acrylic cylinder that is 762 mm (8plong, has an outer diameter of 254 mn()LO
and 6 mm (0.25%) wall thickness with six 279 mm (1) by 191 mm (7.8) cutouts in its
walls. The cutouts ensure that the inner float, which slidetacally inside this cylinder, is
exposed to incident waves and is not sheltered from themdoguker float. On the inside
of this cylinder are three vertical polycarbonate U-chdsitieat act as motion guides for the
inner float and water intake mechanism. The guides were diteetessary because earlier
experiments with an unguided inner float revealed excessivand pitch of the inner float
relative to the outer float, in effect preventing the inneaflivom moving vertically with
sufficient velocity.

The inner float consists of a hollow acrylic cylinder, 356 nid”() long, 203 mm (8)
OD and 6 mm (0.2% wall thickness. The cylinder is hermetically capped orhbends
with a removable top cap. To control the amount of buoyaneyinther float has, it can be
partially filled with water. During experimental testingags filled with water to 229 mm
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Table 4 System masses

Outer float 13.4 kg

Inner float, dry 2.7 kg

Inner float with water 9.2 kg

Water intake with connecting links and flaps 3.3 kg
Entrapped water 11.3 kg

(9"), as measured from its bottom (see F&R). On the outside of the cylinder there are
three vertical aluminum links that connect the water intalexhanism to the inner float.
The links are sufficiently long to position the top of the watdake mechanism 362 mm
(14.25) below the bottom of the inner float. These links use two dtkthin sliders each
that fit inside the vertical guides of the outer float.

The water intake mechanism also uses an 203 nfin@® hollow open-ended acrylic
cylinder that is 406 mm (1§ in length. Around the vertical center of the cylinder ararfo
steel gear rods: two for the upper flaps and two for the lowpsf(aee Fig31). The upper
gears mesh with each other, as do the lower. The meshingayearesquired to synchronize
the motion of the flaps. In addition, there is a provision ttatl an intermediate gear that
allows the upper gears to mesh with the lower ones when btgho$dlaps are installed.
Each gear rod runs across the cylinder’s cross section,pgosted by delrin bearings
on each end, and contains a machined slot into which theiasgmi-circular flap can
be inserted and secured via a set-screw. The flaps are madd 8Lit8 mm (0.12%)
thick acrylic stock. They are 191 mm (7)3ong and 90 mm (3/§ wide. As mentioned
above, only the upper pair of flaps were installed for the rpents described below. The
complete assembled device with both sets of flaps is showigir32, and a dimensioned
schematic for the inner float is shown in Fi83. The weights for the system components
are given in Tablé.

4.3.2 The Latching Mechanism

To prevent the upper flaps from closing too soon after theobotif the cycle has been
reached at poind in Fig. 28, and from opening prematurely before the top of the cycle is
reached at poinb, a spring loaded latching mechanism has been implemenrted;nsin
Fig. 34. The mechanism consists of: 1) steel cam, attached to oine afgper flaps’ gear
shafts, 2) aluminum horizontal beam with a brass roller oa end, pivoted on a delrin
bearing, 3) aluminum sliding follower with a brass roller e bottom, 4) compression
spring, 5) steel threaded shaft with spring preload adju$feextension spring and 7)
mounting plate.

The mechanism operates as follows. While the upper flaps@er (between points
b andd in Fig. 28), the cam (1) stays above the beam’s roller. After pdinthen the
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Fig. 31 Flaps in the water intake system. (a) Intermediate geamexiing the
upper and lower flap gears together; (b) upper flaps (markegelbyw
tape) are closed, while the lower flaps (red tape) are opempditioning
of the flaps relative to one another is adjustable

water intake is moving up in the fourth quarter-period, theréased water pressure from
above is attempting to push the flaps downward into the clpssdion. The magnitude
of this pressure increases with the WEC’s upward velocityctvreaches its peak at point
a. The spring is used to provide enough resistance to delagghm (2) swinging down
until pointa is reached and the flaps close (F83(b)). Because the preload on the spring
is adjustable, so is its resistance. This allows fine-tutiggdevice’s operation at each
excitation frequency.

Once the resistance of the spring has been overcome atgadimé cam pushes the
beam down (Fig34(c)), rotates past it, and stops to rest below it when the #ap<losed
(Fig. 34(d)). When the system slows down near the top of the cyclejribsia of the
flaps attempts to swing them up (i.e., into the open positidhijs rotates the cam upwards,
which pushes the beam up. The extension spring (6) is iedtadl prevent this from hap-
pening until poinb is reached. A soft spring has been selected, so when the WEGes
its direction of motion, the extension spring’s resistarscevercome and the upper flaps
are allowed to open.
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Fig. 32 Images of the scale prototype WEC. (a) Outer float, inner #oak the
water intake system; (b) outer float with the inner float J&ipmarked
by yellow tape); (c) looking down the inner float, the flaps dneir as-
sociated gears are visible at the bottom; (d) detail of thdeguused to
restrict the roll and pitch motions of the inner float

4.3.3 The Data Acquisition System

While no power takeoff system (PTO) has yet been implemenitedperformance of
the system is currently quantified by calculating the rooamggquare (RMS) of the differ-
ence in vertical velocities between the inner and outerdldaecall from equatioB.23in
Chapter 3 that the harnessed power is the damping coeffaiigme PTO times the integral
of the velocity squared. To determine the vertical velesitf the two floats, 3-axis Analog
Devices ADXL335 accelerometers are rigidly mounted on dlaet, as shown in Fig35.
The accelerometers are outputting data at 100Hz.

The signals from the accelerometers are sent to the Arduilccoprocessor board
(ground-based), which processes the acceleration readirrgal time and sends the data
to a personal computer. The initial data processing algorismoothes the voltage read-
ings from the accelerometers and converts the readingaacleration values on a g-scale
(where 19 is the vertical acceleration of gravity).

After the acceleration data has been acquired, it is imgarni® MATLAB. The data
are then resampled (to fix any potential omitted time stepgberoriginal data), reformat-
ted, and post-processed by smoothing and double integratithe accelerations to obtain
velocities and positions. The difference in vertical véies of the outer and inner float is
also calculated.
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Fig. 33 Schematic of the inner float and water intake system, shodimgnsions
inmm

4.4 The Testing Procedure

To conduct experimental testing, several excitation feeqies are first selected by
observing the response of the WEC to excitation. If the exioih frequency is too low, it
fails to produce significant relative motion between theeiramd outer floats, both of which
follow the waves. Too high a frequency introduces wave rgflas, super-harmonics, and
results in a highly non-periodic motion of the WEC. The okjex during tests was to
obtain as harmonic of a wave form as possible. Through tridlexror, the useful range
of excitation frequencies has been established to be 0.68 Hz 0.76 Hz. The system
is first tested over this range of frequencies with the uppgsfinstalled and then tested
again with the flaps removed. Comparing the two cases rewdsdther the proposed mass
modulation scheme provides any advantage.

During all tests the outer float was moored to the stationaryiage in the tow-tank
using three flexible cables. The cables provided enouglk $tadhe device to move up
and down, but limited horizontal motion to prevent the sysfeom drifting and inhibited
roll/pitch tendencies. The device was positioned at theéeteaf the tow tank, which pro-
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Fig. 34 Photos of the latch mechanism. (a) The mechanism consigfi sfeel
cam, attached to one of the upper flaps’ gear shafts, (2) alumhori-
zontal beam with a brass roller on one end, pivoted on a de#aring,
(3) aluminum sliding follower with a brass roller on the lmott, (4) com-
pression spring, (5) steel threaded shaft with spring prekdjuster, (6)
extension spring and (7) mounting plate. (b) The springsteshe flaps
closing. (c) The spring resistance is overcome, pushindpéaen down.
(d) The flaps move into the closed position
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Fig. 35 The 3-axis accelerometers rigidly mounted to the outer (bthe T-
beam) and inner (center of the upper cap) floats. The sigid¢sare
connected to the land-based Arduino microcontroller.

vided a 0.4 m clearance between the bottom of the device anflabr of the tow tank.
While this does not approximate the setup in the open searénthe clearance would be
much greater), we believe that it provides enough clearemegoid significant hydrody-
namic interference effects from the floor.

With the wavemaker on, the wave amplitude was kept to11€m for all excitation fre-
guencies. Once a steady state wave climate has been dstdldlis a particular frequency,
data recording was initiated. After enough data is collé¢tgpically 60-80 seconds worth
of samples at 100 Hz sampling rate), the data recording ppstband the wavemaker is
shut off. After all the waves are attenuated and the watdaseiecomes calm, a new
excitation frequency is selected and the cycle begins again

4.5 Experimental Results and Analysis

Figs. 36-40 show vertical velocity and phase portrait plots for eachhef five testing
frequencies: 0.60 Hz, 0.64 Hz, 0.68 Hz, 0.72 Hz, and 0.76 He.réspective wavelengths,
as estimated from the water wave dispersion relation [3dJa2 m, 3.8 m, 3.4 m, 3.0 m,
and 2.7 m. The data in the figures for each testing frequercgrganized as follows. The
top row shows the vertical velocity of the inner float(blue solid line) and the vertical
velocity of the outer floav, (black dashed line). The second row shows vertical velocity
difference between the two floatdy = v; —v,. The three rows of phase portraits show
vertical velocityy; vs. vertical positionx; for the inner float, vertical velocity, vs. position
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Table 5 Comparison of the experimental data for the five testingUeagies.
Note that the resonant frequency for the prototype is esticdhi be be-
tween 0.64 Hz and 0.68 Hz

f, Hz | AVRMS, 5 fiapdm/s) | AVEMSgapd(m/s) | VEMS; fiapd M/S) | ViMSpaps(m/s)
0.60 0.041 0.038 0.122 0.118
0.64 0.076 0.066 0.133 0.138
0.68 0.075 0.086 0.137 0.138
0.72 0.117 0.118 0.151 0.169
0.76 0.117 0.086 0.141 0.171

Xo for the outer float, and relative vertical velocifyy vs. relative vertical positiotx =
Xj —Xo between the two floats, respectively. The cases with no flepsheown on the left,
while the cases with upper flaps installed are shown on th.rig

To determine system performance, a set of metrics needsdastalilished. In this case,

we use the root mean square (RMS) of the velocity differéné@S = \/ﬁ/ and the RMS
of the vertical velocity of the inner roaAIR'VIS = ﬁ as the performance metrics for each
run. For example, it*MS and AVRMS turn out to be greater in the case of the upper flaps
installed, compared to the case with no flaps, the mass medutystem is deemed to
outperform the base system at that wave frequency becagisegtds modulation increases
the inner float’s velocity, and the associated higher vgjatifferential improves the power
harnessing capabilities of the system. If, on the other hq?%e is greater for the upper
flaps’ case, bufviMS js smaller, this implies that while the mass modulation setadan
increase in inner float’s velocity, the phase separatiowden the inner and outer floats in
the case with flaps is not advantageous. It is observed tbagtttical velocities of the two
floats are coupled. Tabtlists the performance metrics for all five testing frequesci

451 0.60Hz

The results for the excitation frequency 0.60 Hz are showRign 36. Looking at
the performance metrics, it is apparent that the base systeforms better than the mass
modulated one at this frequency. During the experimentsag wbserved that the WEC
prototype did not have a significant response to the exoitadither with or without flaps.
This is attributed to the fact that the forcing frequencytfus case was too far away from
the resonant frequency of the device. As a consequence,Was not enough momentum
in the prototype’s motion to enable the full movement of tlag@$l. While the flaps were
able to fully close, there was not enough fluid momentum topmetely open the flaps.
Thus, with the mass modulation not working as intended, tesfcreated extra drag on
the system, resulting in a worse performance than the n@smadulated case.

Comparing the vertical velocity plots in Fig6(a, b), we note that there is not much
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separation in the motion of the two floats. Essentially, kb inner and outer floats
are following the oncoming waves. Otherwise, the motionthefsystem with flaps and
without are quite similar. The small troughs near the pedkth® velocity curves are
attributed to rolling and pitching of the device. From thepé portraits in Fig36(e)-(h) it
can be seen that the inner float has a slightly larger rangetdmwith the flaps removed,
while the outer float moves further when the flaps are ingtalle

452 0.64Hz

The results for the excitation frequency 0.64 Hz are preskim Fig. 37. We note that
the resonant frequency of the prototype is deemed to lie deivd.64 Hz and 0.68 Hz.
The performance metrics show that while the inner float uglas higher with the mass-
modulated WEC, the velocity differential is lower when thepB are installed. However,
unlike the case of 0.60 Hz, the prototype exhibited a respomsvave excitation. This
provided enough momentum to operate the flaps, as evidenmedthie velocity plots in
Fig. 37(b) and the phase portrait in Fig7(f). A distinct drop in the vertical velocity can
be seen when the flaps close just past the point of maximunciteld his effect is more
pronounced at the higher excitation frequencies of 0.68rdiz0a72 Hz.

453 0.68Hz

The results for the excitation frequency 0.68 Hz, which @éselto the device’s resonant
frequency, are shown in Fi@8. Examining the vertical velocity plots as a function of time
and the corresponding performance metrics, we sea’{fﬁg’tvalues are quite close to each
other for the two cases. At the same time, from the shape dbltits it is apparent that,
on average, the peakvalues with the flaps installed (Fi§3(b)) are actually greater than
when the flaps are removed, but the “broader” shape ofitht in Fig. 38(a) contributes
to phase separation.

We note that\vRMS with flaps is greater than without flaps, even though the wadie
VRMS andviMS with mass modulation are close to each other. Nonethelessyagnitudes
of AVRMS are lower at 0.68 Hz compared to the higher excitation fragies, suggesting
that the phase separation between the two floats could beweqgr

Examining the phase portraits for the inner float in F&$(e, f), we can observe the
distinctive kink in the plot on the right when the upper flapsse, as well as greater peak
velocity for this case. Fig38(g, h) shows the phase portraits for the outer float in the two
cases. Apparent is the greater travel for the outer floatemthflaps case, while the peak
velocity is greater for the case with flaps installed. Fipaldlhile the phase portraits of the
difference in Fig.3§(i, j) may be difficult to judge due to the inconsistent orpitse can
observe greatekv for the flaps case on several occasions, which explainawiR¥S value
difference between the two cases.
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Fig. 36 Experimental data for the wave excitation frequency 0.60 Hzft:
flaps removed AVRMS = 0.041 m/s,vifMS = 0.122 m/s, viMS = 0.115
m/s. Right: upper flaps installedyRMS = 0.038 m/svRMS = 0.118 m/s,
VEMS = 0,119 m/s. (a, b) Vertical velocity of inner (solid line) andteu
(dashed line) floats as a function of time; (c, d) Verticaloedly differ-
encelv = v; —V, between the inner and outer floats; (e, f) inner float
positionx; vs. inner float velocityi; (g, h) outer float positiornx, vs.
outer float velocityy; (i, j) position differenceAx vs. velocity difference
Av between the inner and outer floats. The dashed verticalilin@s-(j)
mark + 5cm, corresponding to the 10 cm peak-to-peak wave amplitude
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Fig. 37

Experimental data for the wave excitation frequency 0.64 Hzft:
flaps removed AVRMS = 0.076 m/s,viMS = 0.133 m/s, vViMS = 0.120
m/s. Right: upper flaps mstalled,vR'\"S 0.066 m/svV’*MS =0.138 m/s,
VEMS = 0.141 m/s. (a, b) Vertical velocity of inner (solid line) andteu
(dashed line) floats as a function of time; (c, d) Verticaloedly differ-
encelv = v; —V, between the inner and outer floats; (e, f) inner float
positionx; vs. inner float velocityi; (g, h) outer float positiornx, vs.
outer float velocityy; (i, j) position differenceAx vs. velocity difference
Av between the inner and outer floats. The dashed verticalilin@s-(j)
mark + 5cm, corresponding to the 10 cm peak-to-peak wave amplitude
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f=0.68 Hz
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Fig. 38 Experimental data for the wave excitation frequency 0.68 Hzft:
flaps removed AVRMS = 0.075 m/s, viMS = 0.137 m/s, viMS = 0.132
m/s. Right: upper flaps installedyRMS = 0.086 m/svRMS = 0.138 m/s,
VEMS = 0.142 m/s. (a, b) Vertical velocity of inner (solid line) andteu
(dashed line) floats as a function of time; (c, d) Verticaloedly differ-
encelv = v; —V, between the inner and outer floats; (e, f) inner float
positionx; vs. inner float velocityi; (g, h) outer float positiornx, vs.
outer float velocityy; (i, j) position differenceAx vs. velocity difference
Av between the inner and outer floats. The dashed verticalilin@s-(j)
mark + 5cm, corresponding to the 10 cm peak-to-peak wave amplitude
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454 0.72Hz

The results for the excitation frequency 0.72 Hz are showhign 39. The velocity
of the inner floaty;, with the flaps installed is now significantly higher thanhe tcase of
no flaps. The same comment applies to the velocity of the dlaiat; v,, suggesting the
motions of the two floats are coupled. However, the velodifgitnce between the floats,
Av, is almost equal with flaps and without, even though the ntadgiof this quantity is
considerably higher than in the 0.68 Hz case.

The orbits for the phase portraits in Fi§9(e)-(j) are now more consistent with each
other, compared to the 0.68 Hz case. R§(f) again has the distinctive kink, correspond-
ing to the flaps closing.

455 0.76 Hz

The results for the excitation frequency 0.76 Hz are showfign 40. VRMS for the
inner float with flaps is again higher than without flaps, Autfor the case with flaps is
considerably lower, again due to the fact that the velocignitudes of the inner and outer
floats are so close to each other in the case of installed fhegiditionally, as seen in Fig.
4((f), the kink in the orbits for the inner float is less pronoed¢han at other frequencies,
indicating that the motion of the flaps is less precise noweNwoFig.40(h) that the orbits
for the outer float with the flaps installed appear somewhared. This may suggest an
increase in damping, compared to the no flaps case (due totipéed nature of the motion
of the two floats). Finally, all orbits are again appearingragdic, which may indicate that
the exciting waveforms are no longer clean, resulting imeéased pitching and rolling of
the prototype.

4.6 Results Summary

Several conclusions can be drawn from the experimentadtsgaesented above. Aside
from the low frequency case of 0.60 Hz, the inner float's eaitvelocity has been higher
with the mass modulated system for the tests presented aB®eaeof note is that potential
power extraction, as measured AyMS, increases near the system’s resonant frequency.
This leads us to believe that the mass modulation is capéibi@wooving the performance
of the WEC. However, with a design that relies on relative iorobetween two floats
to harness energy, it is also important to achieve a goodepbgzaration between them,
thereby increasindwv. The current prototype exhibits fairly close coupling betn the
two floats, which appears to be frequency dependent. It i®itapt to better understand
this behavior and build in sufficient flexibility to contrdie float phase separation. This
will be attempted in our future work.
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Fig. 39 Experimental data for the wave excitation frequency 0.72 Hzft:

flaps removed AVRMS = 0.117 m/s,vifMS = 0.151 m/s, viMS = 0.149
m/s. Right: upper flaps mstalled,vR'\"S 0.118 m/s*MS = 0.169 m/s,
VEMS = 0,165 m/s. (a, b) Vertical velocity of inner (solid line) andteu
(dashed line) floats as a function of time; (c, d) Verticaloedly differ-
encelv = v; —V, between the inner and outer floats; (e, f) inner float
positionx; vs. inner float velocityi; (g, h) outer float positiornx, vs.
outer float velocityy; (i, j) position differenceAx vs. velocity difference
Av between the inner and outer floats. The dashed verticalilings-(j)
mark + 5cm, corresponding to the 10 cm peak-to-peak wave amplitude
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Fig. 40 Experimental data for the wave excitation frequency 0.76 Hzft:

flaps removed AVRMS = 0.117 m/s,vifMS = 0.141 m/s, viMS = 0.136
m/s. Right: upper flaps mstalled,vR'\"S 0.086 m/s’MS =0.171 m/s,
VEMS = 0,172 mIs. (a, b) Vertical velocity of inner (solid line) andteu
(dashed line) floats as a function of time; (c, d) Verticaloedly differ-
encelv = v; — v, between the inner and outer floats; (e, f) inner float
positionx; vs. inner float velocityvi; (g, h) outer float positiorx, vs.
outer float velocity; (i, j) position differenceAx vs. velocity difference
Av between the inner and outer floats. The dashed verticalilin@s-(j)
mark + 5¢cm, corresponding to the 10 cm peak-to-peak wave amplitude
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|Chapter 5

Conclusions and Future Work

As mentioned, the long term goal of this research undertgpisinio develop a reliable
mass modulation mechanism for wave energy converters tmiepheir power harnessing
capabilities. The primary intent of the work presented is thssertation, however, was to
demonstrate the viability of the mass modulation schenmgthe concept of the water
intake mechanism, and lay the groundwork for future develapts. Based on the exper-
imental data presented in Chapter 4, we believe the intenblan successfully satisfied.
There are, however, a number of issues that would need todvess®d with future under-
takings, as well as several directions that the work in tigsettation can be branched out
in. They are outlined below.

5.1 Numerical Model

From the onset, our numerical model for the wave energy atewvwith mass mod-
ulation has been purposefully kept simple. This allowedausdlate the effects of mass
modulation and clearly see if this scheme holds potentiaviky gained the fundamen-
tal understanding, the model should now be further develdpecloser approximate the
behavior of the experimental prototype.

The key aspect of the numerical model that needs improveimdm damping. Instead
of using a common damping factor for the hydrodynamic effextd the power takeoff
mechanism, the two need to be separated. Further, sincedytrmic damping is shape
dependent, the appropriate coefficients would need to ébetyveen the two switched
states. Additionally, hydrodynamic added mass (distirminfthe mass added by trapping
water) and more accurate modeling of stiffness (effegtjble buoyancy force) should be
attempted. Boundary element modeling can be used to ctddia damping and hydro-
dynamic added mass coefficients.

Due to the nature of wave forcing, the actual prototype ghesugh non-negligible
rolling and pitching motions that are coupled with heavifg. gain a better understand-
ing of the mode coupling and potential ways of mode isolattbese motions should be
included in the revised model, introducing additional @éegrof freedom. This would be
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far from simple, as the additional modes require their owrogeoefficients that may be
challenging to compute due to their dependence on orientati

Finally, the model would significantly benefit from the indrection of stochastic ex-
citation to approximate ocean waves more accurately. Arrstanding of the effect that
multiple simultaneous forcing frequencies have on the massulated wave energy con-
verter will be a big aid in prototype development.

The new aspects of the model will naturally make it more cacaped. Care should be
taken to ensure that the added complexity does not detiact thhe understanding of the
physical phenomena being modeled. With so many additiarables, it can be difficult to
clearly distinguish the effects of each parameter on thasiehof the model. Nonetheless,
the addition of new parameters will produce some very istarg results. The study of the
system stability could easily turn out to be a separate topic

5.2 Experimental Prototype

Alongside the development of the numerical model, proteiggprovements should be
ongoing. Much like the numerical model, the current vergibthe prototype has been de-
signed with simplicity of construction in mind. As such, teés much room for improving
its performance.

The most important component that needs to be introducée ipdwer takeoff (PTO)
mechanism. The addition of the PTO will provide a clear iatlmn whether the water
intake mechanism (with flaps installed) leads to improvedgraabsorption, which is the
ultimate goal. The PTO could be a purchased unit or could bstoacted from available
parts and materials. Wavebob (as described in Chapters 2)amskes a hydraulic PTO
mechanism. On the current prototype scale, however, weugel hydraulic PTO would
be too complicated. Instead, the PTO could use a permanegriehBnear generator, or
a simple linked mechanism to drive a DC motor in reverse. Tikadyantage of these
systems over a hydraulic setup is the inability to adjustdamping load. However, the
latter is not an immediate goal and can be sidestepped far now

The existing parts of the prototype should also be improvégk latching mechanism
should be redesigned to both reduce the number of moving, Eatwell as provide more
reliable operation. An introduction of an electronic cofier (either for spring preload
adjustment or to control the entire latching mechanism)dsanct possibility.

The existing guide mechanism for the inner float consistscefa sliders in polycar-
bonate U-channels. Due to the design constraints this wiaspdesand accessible solution
at the time of construction. However, the performance ofghieles can be significantly
improved. One approach is to use linear bearings that shdeds attached to the outer
float. By reducing friction and significantly decreasing $ige loads, this would consider-
ably improve the motion of the inner float relative to the owee and potentially decouple
their motion. If the outer guide tube with cutouts is elimtgthas part of the redesign, the
inner float will also be able to exhibit an improved resporsthe incoming waves. When
the new design is considered, an increase in the range @falartotion for the inner float
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should also be implemented.

The improvements listed above can be carried out in conpmetith the upper-flaps-
only setup. However, since the original mass modulatioesehconsisted of two pairs of
flaps, the lower flaps should be re-introduced in the pro®gtsome point. Making them
work in tandem with the upper flaps is a far from trivial tasé, & better understanding
of hydrodynamics at work will be required. It may be necegdarincrease the mass
of the prototype to allow it to successfully operate at lowawve frequencies (currently,
the device shows no response at frequencies below 0.60 Hz)ow&r frequencies the
period of motion increases and this allows more time for thpdfito operate. Finally, the
performance evaluations discussed in Chapter 4 were danemochromatic wave trains.
The prototype should also be studied in ocean specific beoatibpectra.

5.3 Closing Remarks

We believe that with this research work we have introduceoveeindea in the field of
ocean wave energy converters. On one hand, this field hasbexstablished one for some
time. On the other, it is still relatively young in terms of kkong prototypes. We hope that
our contribution helps advance the art and science of oceae wnergy converters and
brings them closer to being grid-connected sources of clemewable energy.

As with most novel ideas that have to be physically demotesirat is a challenge to
create a perfectly working example in the beginning. In ase; it took three different
attempts to construct a prototype that functioned in afeatisry manner. However, we
believe that with the results presented in this dissemnaisuitable amount of groundwork
has been laid to further develop the concept of mass modualati ocean wave energy
converters.
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