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Abstract

Sublimation Cooling for CubeSat Waste Heat Rejection

Small, inexpensive satellites called CubeSats are commonly used for conducting academic
and commercial space research. Typically, there is not a robust thermal control system to
dissipate heat from the CubeSat avionics or payloads, which limits onboard computing power
and mission capabilities. This research proposes the use of a sublimator to reject waste heat
from a CubeSat to enable more powerful computers to be flown along with payloads that
require significant thermal cooling. During the sublimation process, the phase-change of ice
to water vapor, heat is transferred away from the spacecraft and into the vacuum of space.
In a water sublimator, liquid water from a supply line freezes within a porous component
and sublimates to water vapor upon exposure to the vacuum of space. The CubeSat’s
waste heat is channeled into the sublimator and transferred out of the spacecraft via the
sublimation process through the porous component. The heat dissipation rate is determined
by the sublimation rate, which depends on the mass flow rate of the water vapor released
into space. The mass flow rate is limited by the physical properties of the porous component,
and passively controlled by the amount of thermal energy available to cause the water ice to
sublimate into vapor.

Even though sublimators have been used as spacecraft cooling technology for decades, they
have not been used for CubeSat thermal control and the heat transfer and thermodynamic
mechanisms in the sublimator are still not fully understood. The focus of this research is
threefold. First, the design process for sizing a sublimator based on mission requirements
and integrating it with a CubeSat thermal control system is explored. Second, a model is
developed to examine the driving factors in sublimator performance. Most notably, this
model incorporates both the conductive heat transfer through the sublimator, expressed as
a thermal resistance network, and the rarefied water vapor diffusion through the porous
component, expressed using the “Weber equation” to analytically model vapor behavior in
multiple flow regimes. The resulting temperatures obtained from the thermal resistance
network inform the parameters for the analytical Weber equation.

Lastly, an experiment is conducted specifically to validate the model for rarefied water vapor
diffusion through a porous medium. The most notable result is the use of experimental data
to validate the relationship between heat rejection, mass flow rate and pressure drop in the
porous medium. These validated results are then used to inform sublimator design choices
such as pore size and porosity. Throughout this thesis, shortcomings from literature are
addressed, as are knowledge gaps from this current research to help identify future research
directions. This thesis utilizes the sublimator model and experiment validation, combined
with overall CubeSat and thermal control systems knowledge, to relate high-level mission
requirements to detailed sublimator design choices.
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Chapter 1

Introduction

1.1 Overview

The work presented in this thesis is a product of the project named Ice Sublimation Cool-

ing for Heat REjection Amid Microgravity, or I-SCHREAM (pronounced ice cream). This

research took place at the University of California, Davis’ Center for Spaceflight Research

(CSFR). One of the labs in the CSFR is the Human, Robotics, Vehicle Integration and Per-

formance (HRVIP) Lab and in HRVIP, student researchers develop enabling technology to

make human spaceflight safer and to make scientific missions more accessible to university

researchers. Both types of missions may be accomplished or aided with the use of small, rel-

atively inexpensive satellites called CubeSats. Presently, HRVIP is developing a number of

new technologies for CubeSat proximity operations (e.g. an Inspection CubeSat flying close

to the International Space Station to inspect a potential external anomaly). One of these

technologies, and the focus of this thesis, is thermal cooling for CubeSats via sublimation

for waste heat rejection, inspired by the sublimators on the current NASA spacesuits.

Sublimators are a small-volume, passive thermal control technology with proven flight

history which may allow CubeSats to fly more powerful computers or processors and conduct

more complex experiments, as described in detail in Section 1.3. During sublimation of ice

to water vapor, significant thermal energy is transferred from a heat source into the vacuum

of space due to water’s high latent heat. Although sublimators utilize water, a consumable,

their size and passive nature is especially appropriate for CubeSat missions with volume
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constraints and short mission durations.

In a sublimator, liquid water from a supply line freezes in a porous component. This

ice is exposed to a vacuum and sublimates to water vapor, transferring waste heat from the

energy-consuming electronic components into the vacuum of space via phase change heat

transfer. The porous component passively regulates the sublimation rate and electronics heat

rejection by providing a resistance to water (and water vapor) flow exiting the sublimator.

Many sublimators utilize a coolant loop to convectively transfer heat from the source to the

sublimator, but this research focuses specifically on sublimator behavior, not on the coolant

loop.

The goals of this sublimator research are fourfold:

1. Introduce a CubeSat thermal control system (TCS) and example missions in which

sublimators may be advantageous.

2. Mathematically describe the heat and mass transfer mechanisms in a sublimator.

3. Validate the mathematical model with a rarefied vapor diffusion experiment.

4. Relate the big-picture mission requirements to the low-level design choices in a subli-

mator.

This thesis is organized as follows: Chapter 1 provides background information on how

sublimators work and why they could be beneficial for CubeSats; Chapter 2 gives a literature

review of sublimator usage over the decades; and Chapter 3 discusses how a CubeSat thermal

control system could be configured with a sublimator and steps through the process for sizing

a sublimator based on mission requirements. Next, Chapter 4 explains the model used to

describe the heat and mass transfer through the sublimator and Chapter 5 discusses both

the hardware and experiment used to validate the model and learn more about the porous

component itself. Chapter 6 describes how the model was validated with the experiment

and finally Chapter 7 concludes the thesis and discusses future work.
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1.2 CubeSat Thermal Control

In the next five years, there are projected to be over 2,000 CubeSats launched by gov-

ernments, universities, and commercial companies [1]. All spacecraft, including CubeSats,

generate waste heat which is defined as all electrical power produced by the spacecraft that is

not converted to energy such as radiowaves (data). Traditional thermal control technologies

used on larger spacecraft may be modified and scaled down for some CubeSat applications

[2], but often there is little to no thermal control for rejecting heat generated from electronics

onboard a CubeSat. Historically, there has not been a need for active or phase-change heat

dissipation technology onboard CubeSats because mission requirements often cap hardware

operating temperatures and the avionics/payloads do not generate enough heat to surpass

these temperature limits. For example, NASA’s CHOMPTT (CubeSat Handling of Mul-

tisystem Precision Time Transfer) was designed specifically with a power-limited platform,

which avoids the need for active thermal control [3]. The measured on-orbit temperatures

were between −10◦C and 50◦C without an active thermal cooling system (see Figure 1.1)

[4].

Figure 1.1: NASA CHOMPTT (2018) on-orbit temperature data (blue) and steady-state
high temperature predictions (red) [4].

This begs the question, is heat rejection technology rarely emphasized because there is not

a need for it, or are CubeSats designed around the assumption that there is not an efficient

method of rejecting large amounts of waste heat? Perhaps the need for more effective CubeSat

thermal cooling does not exist because there have been few attempts to find a heat rejection
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solution. Table 1.1 summarizes the challenges to developing a CubeSat-scale thermal control

system [2].

Table 1.1: CubeSat thermal control challenges (inspired by [2]).

CubeSat Property Challenge

Low thermal mass
The spacecraft is more reactive to changing thermal
environments.

Limited external
surface area

External real estate is often allocated to solar cells, leaving
little to no surface area for thermal coatings or radiator
attachments.

Limited volume
There is less space for electronic components, science
instruments, and thermal control hardware.

Limited power
There is less power available for active thermal control
technology.

Limited attitude
control

If CubeSats have an attitude control system, it is often used
for payload pointing requirements and not for meeting
thermal requirements.

Highly variable
environment

Most CubeSats in LEO are subject to many thermal cycles
over their lifetime.

Integrated electronics
Electronics (heat sources) in close proximity are thermally
coupled in the small CubeSat volume.

Commercial off-the-
shelf components

Low-budget CubeSat missions utilize commercial off-the-shelf
components, which often have narrower temperature operating
ranges if they are not specifically rated for a space environment.

The three cases in which active thermal control is especially useful are examined in more

detail.

High-powered payload: The small form factor of CubeSats, increasingly powerful pay-

loads, and large energy densities contribute to the generation of more thermal energy (waste

heat) which must be rejected. Present-day small satellites may have spacecraft busses and

payloads which generate 10W during nominal operations and up to 100W during high pow-

ered operations [2, 5–7]. Fennel describes the development of a 6U CubeSat (1U is a 10cm x

10cm x 10cm volumetric unit) with an additive manufacturing payload that generates 135W

of waste heat and utilizes radiators, thermal coatings, and phase change material to maintain

a temperature between −40◦C and 75◦C [7]. Butler-Craig describes a 3U CubeSat with a

power-dense system for high-impulse electric propulsion capabilities [5]. This CubeSat gen-

erates 100W of waste heat and utilizes an aluminum block heat sink with a 70◦C limit which
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radiates waste heat to the environment.

Specific pointing requirements: The UC Davis HRVIP lab is developing an inspection

CubeSat which will perform an external inspection of high-value human-rated spacecraft

prior to extravehicular activities (EVAs). This CubeSat may be subject to increased ra-

diative heat loads if its surfaces are simultaneously exposed to the Sun, Earth, and a large

spacecraft. It also has pointing requirements specific to its mission, so a radiator which must

be pointed away from environmental heat sources is poorly suited for this inspector class of

CubeSats. The NASA Johnson Space Center Seeker CubeSat is another inspection CubeSat

with specific pointing requirements [8]. The National Oceanic and Atmospheric Adminis-

tration (NOAA) Earth Observing Nanosatellite—Infrared (EON-IR) is a 12U CubeSat with

a precision-pointing requirement and high power-generating payload [9]. These examples

demonstrate an increasing demand for spacecraft with pointing profiles that may benefit

from hardware other than a radiator for their TCS.

Highly sensitive payloads: CubeSats with biological experiments or electro-optical instru-

ments for Earth observation or astronomy need to be maintained at very cold temperatures

in low-Earth orbit (LEO), which will require an active heat rejection system. For example,

the Thermosphere Ionosphere Mesophere Energetics Dynamics (TIMED) mission requires

active thermal control to keep its instruments cool [6]. Another example is the BioSentinel

CubeSat with a live yeast payload or the EcAMSat with an E.coli payload (among a number

of other similar CubeSats with biological experiments) [10]. These biological experiments did

not necessarily need to be maintained at below-freezing temperatures, but an active thermal

control system may help the CubeSat maintain the appropriate thermal environment for the

experiment.

Performance of a thermal cooling system is often measured in energy (waste heat) rejec-

tion per unit mass or volume of the TCS (J/kg or J/m3). While this sublimator research

has not yet progressed enough to compare its performance to other CubeSat cooling tech-

nologies, this type of metric should be applied to future developments of this technology.
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There are a number of recent projects that explore thermal control solutions for CubeSats,

such as miniature cryocoolers and other active thermal control technologies [9]. One notable

example is the Active CryoCubeSat research (ACCS) whose goal was to demonstrate a ther-

mal cooling system with a small form factor and low-power budget [6]. None of the known

cooling systems applied to CubeSats have included a sublimation approach. The specific

requirements for cooling technology are discussed more in Section 3.2.

1.3 Overview of a Sublimator

A sublimator is a small-volume and self-regulating thermal control technology, suitable for

heat rejection in a vacuum. Sublimators are so named because their operation includes a

phase change of ice to water vapor which occurs below the triple point of water (T = 0.01◦C

and p = 611.6 Pa) identified in Figure 1.2.

Figure 1.2: Phase diagram of water with the triple point pressure/temperature indicated [11].
Note that at pressures above the critical point, the relationship between ice and liquid water
is unusual and counter-intuitive [12].
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During sublimation of ice to water vapor, latent heat is transferred from a heat source to

the ice as it sublimates into the vacuum of space. Water’s high latent heat, or enthalpy of

vaporization (hlv = 2500 kJ/kg at 0◦C), means that significant waste heat can be rejected

via phase change. The use of hlv instead of the enthalpy of sublimation, hsv, is discussed

later in this section.

According to literature, in sublimators, liquid water from an on-board reservoir is supplied

to and freezes in a porous component as depicted in Figure 1.3 [13–15]. Rather than a single,

continuous sheet of ice covering a cross-section of the porous medium during steady-state,

there is ice in the pores at a constant depth where the phase change phenomena occurs.

The phase-change phenomena is inherently non-equilibrium: as long as the ice is exposed to

vacuum or near-vacuum conditions, it will sublimate at the ice-vapor interface within the

pores. The heat from spacecraft avionics, electronics, or payload is conductively transferred

to the ice-vapor interface and exits the spacecraft via phase-change heat transfer. The

porous component serves a number of functions: it provides a conductive path through

which the heat load is transferred to the sublimation interface and it passively regulates the

sublimation (and thus, heat rejection) rate by adding resistance to water vapor flow exiting

the sublimator.

Although sublimators transfer water overboard, their size and passive nature are espe-

cially appropriate for CubeSat missions described in Section 3.2. Sublimators can handle a

wide range of heat loads while keeping the heat source (e.g. avionics) within an acceptable

temperature range because of their self-regulating nature. The more heat flux applied to a

sublimator, the greater the sublimation rate.
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Figure 1.3: Basic components of a sublimator in which heat flux is applied into the bottom
of the aluminum frame. Feedwater reservoir and tubes not shown.

A sublimator consists of four main components: the feedwater reservoir and tubes (not

shown in Figure 1.3), the thermally conductive frame, the feedwater gap and channel, and

the metal porous component. As previously mentioned, the sublimator explored in this

research does not include the closed coolant loop; only the sacrificial water utilized during

sublimation. Water, which is not actively temperature controlled but is typically 4−32◦C, is

self-contained on the spacecraft in a feedwater reservoir (e.g. flexible bladder) and pressurized

to approximately 7-10 kPa [16]. The low-conductivity metal porous component (usually

stainless steel or nickel) is positioned directly “on top” of the feedwater gap so that one side

is exposed to vacuum. There have been efforts from a manufacturing and design perspective

to minimize the feedwater gap to < 2mm because this distance contributes the largest

thermal resistance to the system. The porous component is usually 1.5mm - 3mm thick:

that is all that is needed for the sublimation process. It is typically of low porosity (5-15%

void space) with micron-scale pore sizes, which yield a water mass flux proportional to the

heat load and available surface area from which ice can sublimate [16]. Before the thermal

energy is transferred to the phase-change interface, most of the conductive heat transfer
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occurs through the metal substrate, rather than through the water in the porous volume,

because the thermal conductivity of metal such as stainless steel (kSS,316 = 16.3 W/mK) is

higher than that of water (kH2O = 0.55 W/mK) [17, 18]. A high-porosity medium would

reduce the conductive heat transfer through the metal porous microstructure, and thus limit

the overall heat transfer capabilities. It is believed that the amount of ice in the porous

component is a small fraction of its overall cross-sectional area, the majority of which is

metal surrounding the ice. Some sublimators with large porous surface areas also have a

grate to secure the thin porous component and prevent it from bowing out due to feedwater

pressure, such as in Figure 1.4. The CubeSat sublimator does not require this grate due to

its small surface area.

Figure 1.4: NASA EMU sublimator [19].

If evaporation rather than sublimation were to occur, the same amount of heat may be

transferred. Leimkuehler describes, “As long as vapor is formed inside the [porous medium],

then the thermal energy necessary for the phase change will be drawn from the surrounding

material. ” [20]. In other words, regardless of the presence of ice, there will always be liquid

water entering and water vapor exiting the control volume and the quantity of heat transfer

is described by the phase change heat transfer equation, Eq. 1.4. The presence of ice helps

to prevent feedwater breakthrough by physically blocking the flow of liquid water, especially

if the feedwater pressure were to get too high, but it does not contribute to a greater heat

rejection capacity for the sublimator [16]. In the evaporation mode, surface tension alone

retrains the water in most cases (there are some instances in the 1960s of a hydrophobic
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coating being applied to the porous medium, not the focus of this work) [15, 21].

Figure 1.5: Water flow through porous layer for application of the first law of thermodynamics.

1.4 Transient Start-Up

This research is concentrated on steady-state operation and limits the discussion of subli-

mator transient behavior to a conceptual overview. The sublimator operation is initiated

when a valve at the feedwater reservoir opens, allowing water to move through a tube to the

vacuum environment of the sublimator assembly. The water enters the assembly through

the frame, into the feedwater channel, and spreads through the feedwater gap as shown in

Figure 1.3. As soon as the feedwater is exposed to vacuum, it begins to evaporate (and

not yet sublimate because the feedwater is still in liquid form), but there is a net feedwater

pressure driving the flow toward the vacuum region. The water vapor pressure, both during

transient start-up and during steady-state operation, is small compared to the feedwater

pressure, as discussed in Section 4.7.1.1 and shown in Table 4.2. The feedwater percolates

into the porous component which acts as a retainer via surface tension for the liquid water

in the pores.

Within the porous layer, the feedwater is exposed to a pressure below its saturation

pressure (psat is a function of the temperature of the surrounding porous structure). Simul-

taneously, waste heat from the CubeSat is transferred via conduction through the aluminum

frame and feedwater gap and into the porous component. The top “layer” of water initially

evaporates, which removes heat from the liquid water immediately “behind” the evaporation
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interface. The temperature of the evaporation interface drops and eventually freezes. This

creates the ice “layer” within the porous component. In steady-state operation, the water

on the upstream side of the ice freezes when it meets the water-ice interface. When thermal

energy reaches the ice, it leaves the ice via sublimation, at a rate proportional to the applied

heat and latent heat of water. In steady-state, sublimation occurs at the same rate at which

water is freezing, forming a self-regulating flow-rate system.

1.5 Derivation of Phase Change Heat Transfer

Equation

The relationship between heat transfer and sublimation is derived from the first law of

thermodynamics (∆U = q −W ) and the conservation of energy for a control volume as in

Figure 1.5 [22, 23]. The control volume in question includes the porous medium, in which

there exists a “layer” of liquid water and of ice. Equation 1.1 shows the energy balance of a

sublimator by comparing the rate of incoming energy (Ėin), generated energy supplied (Ėg),

the rate of outgoing energy (Ėout) and change in energy stored (dE
dt

)

(
Ėin + Ėg

)
− Ėout =

dE

dt
(1.1)

Ė can be in the form of heat entering or exiting the control volume (q), work done by the

system (Ẇ ), or mass flow into or out of the control volume (ṁ), among other forms not

relevant here (e.g. nuclear, chemical). For the current sublimator system, there is no change

in energy stored in the system (dE
dt

= 0), no energy generated (Ėg=0), no work done by the

system (Ẇ = 0), and no energy other than conductive heat transfer entering the system

(Ėin = q). Thermal energy enters the control volume via conduction (q) and water vapor

leaves the control volume, as depicted in Figure 1.5. The first law is reduced to

(
q +�

�̇Eg

)
−

(
Ėout +��̇W

)
=

�
�
�dE

dt
→ q = Ėout (1.2)

There is no kinetic (1
2
ṁv2) or potential (ṁgz) energy considered in this system, but internal

energy of the system must be accounted for as ut. In addition, when there is flow across the
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boundary of a control volume, flow work is defined as a product of the pressure and specific

volume of the fluid, pv [24]. Enthalpy/latent heat, the transfer of thermal energy during the

phase-change of a substance, is a property defined as hlv = ut + pv. Thus, the supplied heat

can be expressed as:

q = ṁ (ut + pv)out (1.3)

The energy required for a phase change is the product of the mass flow of the substance, ṁ

and its enthalpy, hlv, and so the first law of thermodynamics may be rewritten as:

q = ṁhlv (1.4)

This phase change heat transfer equation captures the heat transfer phenomena in which

incoming thermal energy (in this case, supplied via conduction conduction) is transferred via

phase change to a mass flow (in this case, water vapor exiting the sublimator). In Equation

1.4, q is the applied heat in W which is equivalent to the rate of thermal energy transfer

in J/s, ṁ is the mass flow rate in kg/s, and hlv is the enthalpy of vaporization in J/kg.

This equation can also be normalized by area so it would read as heat flux in W/m2 and

mass flow rate per area in kg/s/m2. As stated previously, in the case of a sublimator,

the enthalpy of vaporization (hlv) is used because it is the net phase change between the

exothermic process of freezing (heat of fusion) and the endothermic process of sublimating

(enthalpy of sublimation). The first law of thermodynamics can be used to derive the heat

transfer equation for sensible heat, or the transfer of thermal energy required to change

the temperature of a substance, but the change in internal energy from the sensible heat

component is not significant and is much smaller than phase change heat transfer (see Section

5.2.4).

1.6 Advantages & Disadvantages of a Sublimator

A sublimator is advantageous because it passively controls the heat rejection rate. The only

power required is to open the feedwater valve when sublimation cooling is first initiated

and possibly to pressurize the feedwater reservoir (although this sub-system requires further
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research). A sublimator can handle a large variation in heat flux from a heat source while

maintaining the heat source within a narrow temperature band. For example, the sublimator

on the extravehicular activity (EVA) mobility unit (EMU) performs well with heat loads

between 100-600 W and even up to 1000W in some cases [16]. A sublimator also does not

require as large a surface area as a radiator. Because of the high latent heat of vaporization

of water, a small porous component exposed to vacuum is an effective and efficient heat

rejection mechanism. In addition, a sublimator’s performance is not orientation dependent,

meaning it does not need to face a certain direction, such as away from the sun or toward

deep space, to perform as expected.

Historically, there have been a number of anomalies associated with sublimators which

will be highlighted in Chapter 2, but many of these issues are not a concern for CubeSat

applications. There are two relevant anomalies that have been observed either in testing

or on-orbit: feedwater breakthrough and contamination of the porous medium. Feedwater

breakthrough, discussed at length in Section 2.2, occurs when the sublimator is not operated

within its nominal limits. Contamination of the porous medium over time, also discussed

in Section 2.2, occurs when contaminated feedwater is utilized and can eventually lead to

some of the causes of feedwater breakthrough. During feedwater breakthrough, liquid water

passes completely through the porous layer and freezes on the outer surface of the sublimator,

rendering it unusable. The manufacturing of sublimators is one of the most challenging parts

of the hardware life cycle: the precision with which welding or brazing of the frame around

the porous component is performed can also affect feedwater breakthrough via leakage. The

main restriction with a sublimator is the use of a consumable (water), which occupies mass

and volume. While it would be unrealistic to launch and carry enough water to continuously

cool a large-scale spacecraft, a CubeSat with a short-duration mission could have enough

volume and mass budget for the feedwater, as demonstrated in Section 3.2.
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Chapter 2

Literature Review

This chapter summarizes the 60-year history of sublimator technology, presented in chrono-

logic order, covering four space agencies: NASA, Roscosmos, the European Space Agency

(ESA), and the Chinese National Space Administration (CNSA), as well as dozens of subli-

mator designs, tests, and models. Chang et al. also provides a literature review of sublimator

technology thus far and emphasizes that, even after 60 years, there is still a limited under-

standing of the sublimation (or evaporation) mechanism within the porous medium under

a vacuum environment [25]. Section 4.2 enumerates the most significant knowledge gaps

and shortcomings found from this literature review with an emphasis on the unfounded

assumptions from the sublimator models.

Table 2.1 summarizes the key specifications and notable features for each sublimator

discussed for ease of reference. Almost all of the sublimators which have been used in the

past are integrated with a larger thermal control system which includes a coolant loop to

bring waste heat from all parts of the spacecraft/spacesuit to the sublimator. A CubeSat

sublimator TCS would not incorporate a coolant loop, typically used when the heat source(s)

and heat sink are positioned far apart from each other in the spacecraft. As such, this

literature review does not focus on the design or performance of coolant loops.
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2.1 1960s-1970s

The first official record of sublimator development is a 1965 patent for the Porous Plate

Sublimator, different versions of which were used on the Saturn 1B second stage, Saturn V

third stage, Apollo lunar space suits, and the Lunar Module [26–30]. On the Saturn rockets

and lunar spacecraft, the sublimator provided supplemental heat rejection capabilities during

mission phases with peak heat loads from the spacecraft, inspiring future spacecraft such

as the X-38 and Chang’E-5 to do the same. Figure 2.1 shows the Apollo EMU Portable

Life Support System (PLSS) with the sublimator positioned on top. A sublimator was also

used for heat rejection for the Environmental Control and Life Support System (ECLSS) on

the lunar module. The 1960s and 1970s also saw the first sublimator models which set the

stage for future modeling efforts, including this research. The sublimator conduction model

was coupled with the phase change heat transfer equation 1.4 and the porous medium was

treated as a bundle of capillary tubes with a simplified treatment of vapor flow which is

expanded upon in Chapter 4 [15, 31].

Figure 2.1: The Apollo spacesuit PLSS, left [32] and the Apollo Lunar Module, center/right
[33, 34].

There are several disadvantages to the Apollo-era spacesuit sublimators compared to

that of the current EMU sublimators. First, the stainless steel assembly and nickel porous

component were relatively heavy. The total Apollo suit sublimator assembly mass was 2.75

kg (6.08 lbs) [35], compared to the current NASA EMU aluminum frame and stainless steel

16



porous component mass of 1.58kg (3.48 lbs) [16, 35]. Second, the Apollo-era brazing process

during assembly created a relatively large feedwater gap compared to that of the EMU,

leading to a long shut-down time because of the need to sublimate the remaining water in

the feedwater gap (30 minutes compared to the current EMU’s 30 seconds) [16]. Third, the

brazing process required the replacement of the entire Apollo sublimator assembly when the

porous component needed to be refurbished because it alone could not be removed [16]. In

the early 1970s, Hamilton Sundstrand developed an updated sublimator design with several

new features, most notably a replacable porous plate (nickel), a decreased feedwater gap

thickness, and an aluminum frame for lower weight [16]. Most of this design remained the

same into the 1980s with the development of the current NASA EMU sublimator. Despite the

disadvantages of the Apollo-era sublimator identified in retrospect, the sublimators proved

to be successful in both ground testing and flight: they were reliable, passive, and ideal for

short-duration utilization.

2.2 1980s-1990s

NASA Shuttle/ISS EMU

The most well-known use of a sublimator today is on the current spacesuits to cool

crewmembers during EVAs, seen in Figure 2.2. Despite the differences in environment be-

tween the Apollo lunar missions and the more recent low-earth orbit missions, sublimators

have performed well in both environments. There are a number of relatively recent improve-

ments to the sublimator compared to the Apollo design and the early EMU design which

have led to a weight reduction and increased heat flux: the replacement of stainless steel

structural parts with aluminum (i.e. the frame and grate to secure the porous component)

and the replacement of the nickel porous component with one of stainless steel. The ar-

rangement of the current EMU sublimator is similar to that of the Apollo-era (feedwater

reservoir, feedwater gap, porous component) and has an expected operating life of 40 years

with the porous component requiring service or replacement every 35 EVAs (approximately

280 hours) [19]. The NASA EMU Requirements Evolution (2005) [16] points out, “the ther-

modynamic processes that occur within the sublimator have never been the subject of a
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concerted research program, but much information can be deduced from the varied com-

ponent testing which has been accomplished through the life of the program” which, once

again, demonstrates the surprising success of the sublimator despite its mystery.

The current EMU can reject about 300 W nominally and up to double that during

peak metabolic loads [36]. It requires 3.8 kg of feedwater for an 8-hour EVA [35]. The

feedwater temperature is not actively controlled but the feedwater bladder remains between

approximately 4 − 32◦C inside the PLSS [16]. This is a large feedwater temperature range

which may impact performance and is addressed in Section 4.4. The porous component is

stainless steel comprised of a compressed series of screens, not sintered metal, as utilized

in later sublimators. The inner and outer sections of the porous component have a 7%

porosity, a more open structure of unspecified porosity in the center, and a pore diameter of

3-6 microns [16].

Figure 2.2: NASA EMU sublimator [16, 19]. The bottom right image shows the sublimator
stack without the porous plate or frame (blue tape is not for flight). Author credit.

There have been a number of anomalies associated with the EMU sublimators, some of
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which were also observed on the Apollo-era and X-38 sublimators. Some anomalies have

been observed in testing and others have occurred on-orbit. Feedwater breakthrough is

“unchecked flow of water through the porous plate” [16] which freezes on the vacuum-side

surface of the porous component, rendering the sublimator unusable, as seen during a ground

test in Figure 2.3.

Figure 2.3: Feedwater breakthrough during ground testing on an unspecified sublimator
design at Johnson Space Center (year unknown) [37].

Historically, the main causes of feedwater breakthrough are:

1. The feedwater pressure is too high in the reservoir and forces the liquid water through

the porous plate without changing phase. Feedwater pressure is measured with a

sensor; even if the feedwater pressure was known to be too high, there was no mitigation

option other than shutting off the sublimator altogether.

2. The heat flux into the sublimator is higher than its operating limits, often spatially

localized (not occurring uniformly throughout the entire porous component volume).

This anomaly is generally associated with transient sublimator start-up when feedwater

first begins to flow [19].

3. Feedwater leaks out through the interfaces between the porous component and the

frame. This water may freeze and expand, potentially damaging the sublimator as-

sembly hardware. This anomaly can be mitigated with manufacturing improvements.

The other most common anomaly is when the porous component gets clogged with par-

ticulates and reduces its heat rejection capacity. In the 1980s EMU sublimator usage, the

porous component was clogged when residue from the feedwater bladder material and/or
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the feedwater itself was left over after sublimation and blocked the micron-size pores [16,

38]. This anomaly required an extensive investigation in the 1980s because it caused the

sublimator performance to degrade after just three EVAs instead of the expected 35 EVAs

[16]. The initial solution was to add a second, smaller sublimator to supplement the primary

sublimator’s reduced heat rejection capabilities. A few years later, this anomaly was re-

solved, a new feedwater bladder material was chosen, and the secondary sublimator remains

in current EMUs.

Roscosmos & European Space Agency (ESA)

The development of the sublimator in the USSR/Russia mirrors the development of its

American counterpart. Roscosmos’ SKV moon spacesuit (an acronym for the Russian term

for EVA) utilized a water evaporator as a heat exchanger in the early 1960s, which was later

updated to a sublimator in the late 1960s on the Yastreb orbital spacesuit and Kretchet

lunar spacesuit [39]. Zvezda, a space technology company in the former USSR, developed

the Orlan spacesuit, a more advanced iteration of the Yastreb from the same time period as

Apollo. The sublimator on the Orlan handles thermal loads up to 600W, shown in Figure

2.4.

Figure 2.4: Schematic of the Orlan with the sublimator indicated in red box, left [39], and
the sublimator vent in Kretchet PLSS (the Orlan’s predecessor), right [40].

20



The Orlan is currently used by cosmonauts and particular attention should be paid to

these sublimator improvements [39]:

• A maintenance/cleaning procedure was developed to extend the life of the feedwater

loop which was prone to contaminants.

• The feedwater reservoir was lined with a fluoroplastic film and the reservoir outlets

from a PVC tube to prevent contaminants commonly seen with metal parts.

• The sublimator housing was made of an aluminum alloy with an undisclosed “special

coating”, similar to those from NASA and later CNSA.

• The feedwater reservoir was made to be easily disconnected and replaced in case of

contamination.

• Installation of a quick-disconnect filter between the feedwater reservoir and the subli-

mator to extend the operating life of the porous component.

Sublimators are found on two spacesuits from Europe, inspired by the USSR and USA:

the first was for a crewed Hermes spacecraft in the 1980s-1990s and second was for the EVA

Suit 2000 (a joint effort between Europe and Russia), seen in Figure 2.5. This sublimator

incorporated the same elements as the Apollo and early Shuttle EMU sublimators: a stainless

steel frame for the feedwater gap, a porous component from layers of wired mesh rolled

together, and nickel fins to enhance heat transfer from the cooling loop to sublimator core

[41]. The initial design yielded a lower than expected amount of waste heat removal so the

design was modified and proved to be successful in ground tests, although sources did not

specify the cause of the reduced performance [39]. Not enough details were found on the

European sublimator designs, so they are not included in Table 2.1.
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Figure 2.5: The sublimator from the European Space Suit System (ESSS), left [39], and a
visualization of porous plate cut-away to show woven wire layers, right [41].

X-38 Space Plane

The X-38 Crew Return Vehicle (CRV) is a space plane developed in the 1990s by Hamilton

Sundstrand to be used for crew return from a low-Earth orbiting space station [42]. The

X-38 sublimator, shown in Figure 2.6, was designed based on the Lunar Module sublimator

with a secondary sublimator which used a refrigerant (in place of feedwater) with a sea-

level boiling point to facilitate cooling during the atmospheric phase of the flight [14, 42].

The X-38 sublimator’s dry mass is 9.3 kg with an efficiency of 1.04 kW/kg, capable of

cooling 6 crewmembers for an 8.5-hour period on-orbit and another 30 minutes within the

atmosphere. Its waste heat rejection range is between 293-1025 W. The X-38 sublimator has

one notable improvement compared to that of the current EMU design: heat transfer through

the feedwater gap is enhanced with metal fins and spot welds [42]. In the early 2000s, a

proposed contaminant-insensitive sublimator was modeled for use on the X-38, discussed next

[14]. There was a small-scale modeling effort in support of the X-38’s updated contaminant-

insensitive sublimator which was design-specific and inspired the model in this research [14].

One of the focuses of this model was on the heat transfer from the coolant loop to the porous

component layers which is not applicable to a CubeSat sublimator.
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Figure 2.6: X-38 sublimator view from inside crew cabin, left [42], and sublimator hardware
at JSC , right (author credit).

2.3 2000s-2010s

Constellation Program

There have been several proposed improvements to sublimators in the 2000s-2010s, the

most notable of which are the contaminant insensitive sublimator (CIS) [20, 43] and the

sublimator-driven cold plate shown in Figures 2.7 and 2.8, respectively [44–46].

Figure 2.7: Diagram of contaminant-insensitive sublimator (CIS) with the large pores on the
vacuum side and small pores on the feedwater side [20].

The CIS was originally designed for a crew exploration vehicle which included a 180-

day dormancy while docked to the ISS, making reliability paramount to the sublimator

design. The CIS contains two porous components of different pore sizes and porosities

which serve different purposes. The small-pore component, on the upstream/inside edge,

retains the feedwater and provides a medium through which the feedwater pressure drops

as in a traditional sublimator. It is postulated that the large pore component, on the
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downstream/outside, is where the ice forms, sublimates (and where water pressure drops) so

any residue left over by the feedwater is less likely to clog the larger pores. The ultimate goal

of the CIS was for 6000 W of heat rejection and a feedwater utilization rate of 15.3kg/hr but

this goal was not realized before the program was cancelled. A mini-CIS was designed and

manufactured for a technology demonstration and testing yielded a specific heat rejection

of 0.93 kW/kg [20, 37]. During testing, the mini-CIS experienced leaks, both external (the

feedwater seeping out of poorly welded points) and internal (feedwater seeping into the

coolant loop and vice versa). The research team developed a model for the CIS similar to

the model proposed in this research. However, there is not extensive experimental data with

which to validate this model [37]. This research effort was halted due to budget cuts in the

2000s.

The sublimator-driven cold plate (SDC), pictured in Figure 2.8, eliminates the cooling

loop typical in a sublimator thermal control system by mounting the avionics directly on the

thermally conductive base of the sublimator for a simpler design.

Figure 2.8: Johnson Space Center’s sublimator-driven coldplate (SDC) [46]

This design combines the three components of a TCS: heat collection, heat transfer, and

heat rejection, into a single integrated unit for mass and volume savings [46]. A CubeSat

sublimator will be the most similar to a SDC. The SDC enabled mass savings of up to 25%

when applied to the Altair lunar lander [20, 45]. Both the CIS and SDC designs completed

varying levels of testing with test results supporting their proposed benefits including feed-

water utilization of nearly 100%, meaning that all the feedwater was used [20, 45, 47]. Other

than the integrated nature of the design, the SDC is unique in that the porous medium is

shaped into a hollow cylinder with the center of the cylinder exposed to vacuum to improve

the heat flux uniformity [45]. The sources listed in this paragraph describe multiple varia-
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tions of the SDC, such as the Integrated-SDC with avionics bolted directly to the back of the

sublimator frame with various configurations of avionics/cold plate/sublimators integration.

This research effort was halted due to budget cuts in the 2000s. There is also a sublimator

on the Boeing CST-100 Starliner, but publicly available information on this technology is

very limited [48].

Chinese National Space Agency (CNSA)

In the last two decades, the Chinese National Space Administration (CNSA) has per-

formed extensive sublimator research and implemented sublimators on their lunar lander,

the Chang’E-5, and their spacesuits [25].

Figure 2.9: CNSA’s Chang’E-5 thermal control system schematic [49] and images of subli-
mator test beds [50].

The Chang’E-5 thermal control system includes a sublimator, shown in Figure 2.9, with a

mechanically pumped fluid loop, similar to the Apollo lunar lander and the cancelled Altair

lunar vehicle. There are two sublimators on-board, each with a 400W heat rejection capacity,

which are able to operate independently or together depending on the waste heat generated in

each mission phase. The main purpose of the sublimator(s) is to “guarantee low temperature

for the (ascent vehicle) before launching” from the moon, although the specific details of this
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are not divulged. The sublimators have the capability of operating in a high temperature

lunar environment and they can start-up at 40◦C, hotter than is typical [13]. The Chang’E-5

sublimator performance is detailed in [49]: one sublimator operated for 13.1 hours and the

other operated for 7.56 hours with a total water utilization of 5.25 kg over that time period.

Leading up to the use of sublimators on the Chang’E-5, there was extensive modeling and

ground-based experimentation for the CNSA. Some of the work includes numerical modeling

of the complex phase change heat transfer processes which occur within the porous medium

[13, 50–53], and other work takes an analytical approach modeled after the Apollo work [25].

This thesis research avoids a CFD approach to modeling the sublimator, but some of the

assumptions and boundary conditions used in numerical modeling are addressed in Section

4.4.

2.4 Summary

Over the last 60 years, the sublimator has evolved via a gradual and iterative process.

Improvements have been made in material choice, manufacturing methods, and maintenance

procedures to increase heat rejection capacity, extend the life, and reduce the chance of

anomalies in a sublimator. Despite the sublimators being used successfully for many decades,

there is still not a comprehensive and undisputed understanding of the specific heat transfer

and thermodynamic mechanisms of sublimation in the porous medium. There is agreement of

a general understanding of why they work, as described in Chapter 1.3, and how they break.

The EMU is the most-studied sublimator and has the most flight data, but other programs

have shown the transferable nature of the sublimator technology to other spacecraft and

missions. After the EMU, several years of work were performed at NASA Johnson Space

Center to improve the sublimator for other applications, none of which came to fruition.

The Chang’E-5 sublimator has been the focus of recent attention, especially pertaining to

numerical methods as a means of modeling the sublimator operation. Table 2.1 summarizes

the specifications and notable aspects of the main sublimators reviewed in this chapter: the

Apollo EMU [15, 26, 27, 29, 31, 33], the Shuttle/ISS EMU [16, 19, 38], the Orlan [39, 40],

the X-38 [14, 42], the CIS [20, 37], the SDC [45–47], and the Chang’E-5 sublimator [13,
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25, 49]. It should be noted that the columns for “Heat Rejection Range” and “Feedwater

Utilization” cannot necessarily be used as comparison for sublimator performance because

the porous medium area over which sublimation occurred are varied. These two columns

are meant to illustrate the relative scale of the sublimator, its heat rejection capabilities,

and its feedwater use. Among all the publicly available test and flight data, the average

feedwater flow rate was found to be approximately 0.005 kg/s/m2 and this value will be

used for comparison in the model and model validation, Chapters 4 and 6, respectively.
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Chapter 3

CubeSat Thermal Control System

The focus of this research is a sublimator rather than an entire thermal control system

(TCS) for a CubeSat. For added context, however, Section 3.1 briefly reviews the other

components of a CubeSat TCS which enables the sublimator to reject waste heat. Section

3.2 steps through the process to size a sublimator based on mission requirements and Section

3.3 discusses a number of non-thermal related effects caused by a sublimator.

3.1 TCS Components

The term “sublimator” is often used to refer to the feedwater gap and porous medium where

the phase change heat transfer process occurs, but a full sublimator assembly includes a

number of other components, shown in Figures 3.1 and 3.2.

Sublimator “stack”: The primary layers that comprise a sublimator are the thin, flat

porous component exposed to vacuum on the outside of the CubeSat and the feedwater

gap “behind” the porous component. The feedwater gap is just that—a thin gap through

which the feedwater spreads before it enters the porous component. These two layers are

surrounded by a thermally conductive and lightweight frame, often aluminum. The porous

component and frame are welded, brazed, or fastened together to minimize feedwater leakage

around the edges.
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Figure 3.1: CAD visualization of a 6U CubeSat with a sublimator thermal control system.
Courtesy Katie Ricketts/ UC Davis 2024.

Figure 3.2: CAD visualization of a 6U CubeSat with a sublimator thermal control system in
the sandwich configuration. Courtesy Katie Ricketts/ UC Davis 2024.

The aluminum frame is not shown in Figures 3.1 and 3.2. These figures show two dif-

ferent sublimator configurations: first the exposed stack and second the sandwiched stack.

Historically, sublimators are designed to be within the spacecraft or spacesuit and not on an

outer surface. Some designs include a sandwiched scenario while others rolled into a tube-

shape and vent water into a tube [16, 27, 37, 45]. The CubeSat is not pressurized internally

so any configuration and orientation of the sublimator would expose the porous medium to

vacuum.
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With the CubeSat sublimator, however, there may be an opportunity for variation in

this configuration. In the sandwich configuration (Figure 3.2), solar radiation discussed in

Section 3.3.2 is not relevant because the porous surface is not directly exposed to the sun. The

sandwich configuration may cause a build-up of water vapor in the vacuum space between

the layers, but the build-up is thought to be minimal and does not significantly effect the

sublimation behavior. There is room for additional research to explore the specific thermal

control system configuration, sublimator integration with the CubeSat, and any affects the

sublimator arrangement may have on the sublimation process itself. For simplicity and ease

of manufacturing, the author suggests an initial use of the exposed configuration in Figure

3.1.

The feedwater reservoir: water (the consumable) is launched on the CubeSat and

enters into the feedwater gap in liquid form. The feedwater may be stored in a flexible

bladder made of a material such as Neoprene or Fluorel like that of the EMU (depending

on the decade) [16]. Alternatively, the feedwater reservoir may consist of a hard-shell casing

with an internal piston or baffles containing a pressurized gas which will expand and push

the feedwater out of the reservoir and into the tubing toward the feedwater gap.

Figure 3.3: EMU feedwater bladder [16].

Tubing and Valve: Piping is required to connect the feedwater reservoir to the feed-

water gap in the sublimator. The specific hardware required for this part of the sublimator

is not within the scope of this research, but a visualization of it is shown in Figure 3.1.

The feedwater gap is only a few millimeters thick so it is difficult to connect the tubing

directly with the feedwater gap. Instead, a feedwater channel is added as as groove in the
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aluminum base as shown in Figure 3.4 and the tubing is connected to one end of this groove.

Figure 3.4: Cut-away visualization of a CubeSat sublimator with hardware contacted directly
to inner surface of sublimator via thermal paste.

There is an on-off valve which separates the feedwater reservoir and the rest of the

sublimator. Typically, this is the only part of the sublimator TCS which requires power.

Once the valve is open and sublimation begins, there must be a minimum supply of heat so

that the ice layer does not grow outside of the porous medium volume, as explored in Chapter

4 (modeling) and Section 6.5 (design realizability). During sublimator operation, the valve

can be closed, but sources do not identify if or when this occurs throughout a mission and

what type of control system performs this action. Any control system for opening/closing

the valve would measure temperature of the heat source and pressure of the feedwater before

it enters the porous component. There are no sensors embedded within the sublimator stack

due to volume constraints.

If the sublimator will be in use throughout the entire mission duration, such as an EVA

(as opposed to only being utilized during peak heat loads on larger spacecraft), then the

valve need only be powered on a single occasion to open for sublimator start-up. While

identifying the specifications and requirements for a feedwater valve was not in the scope

of this research, there is some historical data to suggest examples of creative low-power

solutions. For example, a latching solenoid valve may be used with a low-power solution

from the EMU: “...an integral switching system that will effectively turn itself off after the
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valve opens or closes” [16]. While a sublimator is generally considered to be a passive

approach to heat rejection, it still requires a small amount of power for a short period of

time to initiate the flow of feedwater for the sublimation process.

Conductive thermal path: This is required to transfer the waste heat from avionics

and payloads to the sublimator. If the sublimator is treated as a cold plate, the heat

source may be fastened directly to the inside surface of the encased feedwater gap/porous

component stack, shown in Figure 3.4. Thermal conductivity can be enhanced with a thermal

paste (Nusil [54]) or interface pads (Laird Tflex sheets [55]).

If the CubeSat cannot be configured such that the heat source is in direct contact with

the sublimator, heat pipes or thermal straps may be used [2]. A heat pipe, in Figure 3.5, is

a passive device containing an encased liquid and wick which enables one-way heat transfer.

The end of the heat pipe connected to the heat source will increase in temperature and

vaporize the liquid which travels toward the cold end of the heat pipe, connected to the

sublimator. The gas will then condense and travel up the wick via capillary action back to

the hot end of the heat pipe and the process repeats [17]. Alternatively, a thermal strap is a

flexible highly conductive connection between the heat source and heat sink. For example,

a thermal strap can be a series of thin aluminum sheets stacked together or braided copper

wire with brackets on both ends [2, 17], as in Figure 3.5.

Figure 3.5: Left: Heat pipe mechanism [56]. Right: aluminum ribbons and braided copper
thermal strap examples [57].

Additional components: the feedwater pressure regulator is used to ensure the feed-
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water does not exert too much pressure on the porous component and cause it to flex or

bend, as has been observed in the past, would be considered an additional power consump-

tion device [16]. A CubeSat sublimator will be less than half the surface area of the EMU

sublimator so bowing of the porous component is less likely and a feedwater pressure reg-

ulator is likely not required. During a future technology demonstration mission, additional

sensors may be added to measure temperature at the porous medium, gathering data that

has as-yet not been collected on-orbit and is critical to better understanding sublimator ef-

fectiveness. Lastly, the sublimator stack of the porous component and aluminum base (with

the feedwater gap in-between) is encased in a highly conductive aluminum frame. It is com-

mon to weld or braze the outer edges of the porous component to the frame to ensure no

feedwater leakage or ice expansion through the edges occurs. These added components are

taken into account in the sublimator sizing procedure with a 20% increase in the predicted

mass.

3.2 Sizing a Sublimator

In order to gain a general sense of the scale of a CubeSat sublimator, an initial sizing

procedure is enumerated below. As with any spacecraft thermal design, this process is

iterative in that it requires an approximation of the available resources for a thermal control

system, and these approximations should be revisited after the initial sublimator sizing is

complete. The sublimator size is driven by the CubeSat configuration, such as the available

“real-estate” for sublimator surface area exposed to vacuum and the amount of thermal

energy which must be rejected.

Let us consider a 6U CubeSat (1U is a 10cm x 10cm x 10cm volume) on a short duration

mission (a few days) during which the sublimator must reject 50W of waste heat for a total

of 15 hours. We assume that the CubeSat has half of the surface area of one side of a 1U

(1/2 x 10cm x 10cm) available for sublimator exposure to vacuum - this is the assumed

sublimation area.

1. Using the mission requirements, compute the heat flux which must be rejected by the
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sublimator:

q” =
q

A
=

50 W

0.005 m2
= 10 kW/m2

q” = 10kW/m2 is within an appropriate range based on sublimator heat rejection

requirements with flight heritage, 6 − 12 kW/m2 [44, 45].

2. Calculate the amount of feedwater required for the sublimator.

• Equation 1.4 is used to determine the mass flow rate, given the heat load and

assuming an enthalpy of vaporization at 0◦C [18]:

ṁ =
q

hlv

=
50 W

2.5009 ∗ 106 J/kg
= 2.0 ∗ 10−5 kg/s or 72 grams/hr

• A 15-hour sublimation duration at the calculated sublimation rate yields 1.08 kg

of feedwater which occupies a volume slightly greater than 1U.

3. Using historical sublimator parameters, calculate the required sublimator volume and

dry mass.

• The stainless steel porous component is 1.5mm thick, the feedwater gap is 1mm

thick, and the aluminum frame is 1mm thick. The cross-sectional area of the

sublimator is 5cm x 10cm. The volume of the sublimator, excluding the feedwater

bladder and tubing, is 17.5 cm3.

• Use the densities of 316L stainless steel (8000 kg/m3 [17]) and aluminum (2720 kg/m3

[17]) to calculate the sublimator dry mass. Add 20% to account for an additional

mass from a frame, feedwater tubing, and fasteners/welds. The dry mass of the

sublimator assembly is 88 g (0.194 lb).

4. Add the dry mass and feedwater mass to obtain the total sublimator assembly mass:

1.17 kg. Add the volume of the sublimator stack and the feedwater to obtain the total

sublimator assembly volume: 1098 cm3, slightly larger than a 1-U CubeSat volume.

The sublimator sizing process is summarized in Table 3.1. The greatest constraint is

mass and volume required for the feedwater consumable. For a short-duration CubeSat

mission with power dense electronics or payloads, the shortcomings of a sublimator may be
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acceptable. As mentioned in the introduction, sublimators can handle a wide range of heat

input (waste heat) while maintaining the heat source in an acceptable temperature range,

so the advantages of the sublimator outweigh the drawbacks.

Table 3.1: Summary of CubeSat sublimator specifications.

Parameter Value
CubeSat size 6U
Waste heat 50 W

Heat rejection duration 15 hours
Available surface area 50 cm2

Heat flux 10 kW/m2

Feedwater mass 1.08 kg
Total volume (approx) 10.3 x 10.3 x 10.3 cm3

Total mass 1.125 kg

For comparison, astronauts on EVAs generally produce 150 – 400 W of heat which needs

to be rejected from the EMU. The EMU sublimator surface area is about 230 cm2 and has a

dry mass of 1.6 kg [16] and a feedwater mass of 3.62 kg [35]. Perhaps a better comparison is

an active CubeSat thermal control technology. Table 3.2 compares the specifications from the

initial sublimator sizing procedure to the requirements set forth in the Active CryoCubeSat

mission [6]. The sublimator requirements are comparable to the MiniCryoCooler technology.

Table 3.2: Comparison of thermal cooling systems.

Requirements Mini CryoCooler
Example CubeSat

Sublimator
Thermal Load >30 W 50 W

Power <4 W 0 W1

Mass <2 kg 1.125 kg
Volume <1U 1.08 U

1see discussion in beginning of this chapter

In the future, when a full sublimator TCS for a CubeSat is tested, its success can be

measured with a number of parameters such as efficiency ratios (waste heat rejected per

unit mass or per unit volume), versatility (range of waste heat rejection capability), and

feedwater utilization (%), or how much of the on-board feedwater was used.
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3.3 CubeSat Systems Considerations

3.3.1 Thrust from Sublimator

One of the concerns of a sublimator on a CubeSat is the thrust the vented water vapor may

impart on the small spacecraft. This phenomena has never been explicitly observed, but

there are reports that sublimator venting was a possible concern in attitude control during

the Apollo 13 mishap and during some EVAs [58, 59]. Assuming steady-state operation of

the sublimator, the equation for linear momentum is used: p = mV , to compute the thrust

due to sublimation. Note that p here is momentum (kg ·m/s), v is velocity (m/s), and m

is mass (kg) [60]. The time-derivative of linear momentum is taken to yield an equation for

force, written here in unidirectional scalar form:

dp

dt
=

d

dt
(mV ) → dp

dt
= v

dm

dt
→ F = ṁve (3.1)

where ve denotes exit velocity in m/s and ṁ is the mass flow rate - in this case the sublimation

rate in kg/s. Equation 3.1 can be rewritten in terms of thrust, T = ṁve. Chapters 2 and

6, specifically Tables 2.1 and 6.3, show the historical mass flux rates (ṁ per unit area).

These values were applied to the CubeSat sublimator area and the average was taken as

ṁ = 3.55 ∗ 10−5 kg/s. The minimum velocity of the venting water vapor is obtained from

ve =
ṁ

ρA
where ρ =

pMH2O

RT

where the pressure (p) and temperature (T ) are the triple point of water and the universal

gas constant (R) and molar mass of water (MH2O) are physical constants. Computed from

the average ṁ above, the vented water vapor velocity from literature is ve = 3.59 m/s. The

minimum thrust imparted on the CubeSat by the sublimator is T = 1.27∗10−4 N . Assuming

the 6U CubeSat weighs 1 kg per U, the acceleration can be calculated by

a =
T

m
=

1.27 ∗ 10−4N

6 kg
= 2.124 ∗ 10−5m/s2 (3.2)

which is equivalent to 2.16 µG. The upper limit for the velocity of the water vapor molecules

exiting the sublimator is calculated by the root mean square speed from the Kinetic Theory
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of Gases [23]:

vrms =

√
3RT

Mh2O

= vrms = 615m/s (3.3)

Using Equation 3.1, the thrust is calculated to be F = T = 0.0218 N and the acceleration

due to this thrust upper limit is

a =
T

m
=

0.0218N

6 kg
= 3.63 ∗ 10−3m/s2 (3.4)

which is equivalent to 0.370 Gs. The velocity and mass flow rates were calculated/taken

from historical data and not from the experimental data in Chapter 5 because that water

vapor is superheated and near saturation, as discussed in that chapter. Note that molecules

exit the sublimator in a whole variety of directions and it is highly unlikely that all, or even

some, of the exiting water vapor molecules will impart a thrust of the upper limit magnitude

on the CubeSat.

Figure 3.6 plots the contribution of various external disturbances to a spacecraft orbiting

Earth [61]. The x-axis is spacecraft altitude and the y-axis is spacecraft acceleration as a

result of an external force. The most common ones are emphasized, such as J2 perturbations

(perturbations from Earth’s oblate nature), solar radiation pressure (SRP), and atmospheric

drag. The water vapor vented from the sublimator, in between the two red lines, would

cause a 6U CubeSat to accelerate (or decelerate, depending on the orientation) at the same

magnitude as other common forces in the orbital environment.

While acceleration due to sublimator venting is not negligible, it can be mitigated and

accounted for in a similar manner to aerodynamic drag (i.e. orbital boosts, station-keeping,

or acceptance of decreased altitude over time). In fact, the sublimator orientation may even

be used to counteract some of these other disturbances or boost the CubeSat’s orbit if need

be. If there is a CubeSat in low altitude orbit with a sublimator used to cool an IR camera

which produces significant waste heat, the sublimator can be used for waste heat rejection as

well as propulsion. The concept of operations for this type of mission would be challenging

to execute because it would require the cycling of the sublimator according to propulsion

needs, not just thermal requirements. Alternatively, a sublimator may be configured such

37



that there are two porous components on opposite sides of the CubeSat to counteract each

other.

Figure 3.6: Contribution of disturbances to satellites in earth orbit. Courtesy Adam Zufall
[61].

3.3.2 Solar Radiation Heating

A sublimator is advantageous because it functions the same way independent of its orienta-

tion, unlike a radiator which rejects heat as a function of its orientation relative to the sun,

Earth, and deep space. One of the designs for the CubeSat sublimator places the porous

medium on the outer surface of the CubeSat, directly exposed to the thermal environment

of space, as in Figure 3.1. In this exposed configuration, the sublimator must reject the ther-

mal load generated by the heat source and the thermal load from the sun. Using the first

law of thermodynamics, from Equation 1.1, a zeroth order approximation energy balance is
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performed for the CubeSat:

qin = qout (3.5a)

qsol + qgen = qsub + qrad (3.5b)

The thermal loads on the CubeSat are from solar radiation, qsol = AsolSα, and the on-

board heat source, qgen. The heat rejected by the CubeSat sublimator is due to sublimation

(as designed), qsub, and radiation from the exposed porous medium, qrad = σAradϵ(T
4
sc−T 4

∞).

qsol and qrad from Equation 3.5 are rewritten as

AsolSα + qgen = qsub + σAradϵ(T
4
sc − T 4

∞) (3.6)

where Asol is the area exposed to solar radiation and Arad is the radiating area, in this case

they are the same. S is heat flux from the sun, an average solar constant of 1367 W/m2

for LEO. α = 0.44 is the absorptivity of a stainless steel surface, assumed to be a smooth

plane (no roughness from pores), and ϵ = 0.14 is its emissivity [17]. When using optical

properties, the cut-off for applying the α and ϵ values of a smooth surface to an imperfect

surface is 5µm, within range of the pore size in a sublimator. The pores can be treated as a

hohlraum, a cavity with near-perfect absorptivity (α = 1) and emissivity (ϵ = 1). Thus, the

optical properties of the porous medium are calculated using a weighted average:

αsub = ϕαpore + (1 − ϕ)αSS → αsub = 0.1 ∗ 1 + 0.9 ∗ 0.44 → αsub = 0.496 (3.7)

and

ϵsub = ϕϵpore + (1 − ϕ)ϵSS → ϵsub = 0.1 ∗ 1 + 0.9 ∗ 0.14 → ϵsub = 0.226 (3.8)

σ is the Stefan-Boltzman constant, 5.67 ∗ 10−8W/m2K4, Tsc is the spacecraft temperature,

in this case assumed to be the temperature of the sublimator, about 273 K, and T∞ is the

temperature of space, 4K. The heat generated by the CubeSat is qgen = 50 W , taken from

Section 3.2. The heat load from solar radiation is calculated to be qsol = 3.39 W , about 7%

of the heat generated by the CubeSat, and the amount of heat the sublimator radiates is

qrad = 0.35 W . Thus, the heat load the sublimator must reject is
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qsub = qsol + qgen − qrad

qsub = 3.39 + 50 − 0.35 ≈ 53 W
(3.9)

This heat rejection requirement for the sublimator yields a heat flux of

q” =
qsub
Asub

=
53 W

0.005 m2
= 10.6 kW/m2 (3.10)

which is within an appropriate historical heat flux range of 6 − 12 kW/m2 for sublimators.

When an energy balance is performed which accounts for the sublimator’s intended function,

then the thermal load from the space environment is not overwhelming. For comparison, if

the sublimator was not operating and instead treated as an insulated plate in direct sunlight,

then its temperature would be well above freezing [60]. Using Equation 3.6 and ignoring qsub

and qgen, the temperature of the sublimator (and spacecraft) can be solved for using only

radiation heating:

Tsc =
4

√
S
(α
ϵ

)(
Asol

Arad

)
/σ (3.11)

Using the same values as before, this yields a temperature of a whopping Tsc = 260◦C.

This exceedingly hot sublimator surface temperature is from the high α/ϵ ratio of stainless

steel which does not have the optical properties chosen for spacecraft [17]. For a radiating

surface, a low absorptivity and high emissivity is desired, ideally a ratio < 1, but that is

not necessarily a requirement when the sublimator is rejecting heat via phase change heat

transfer rather than via radiation.

3.3.3 Miscellaneous Considerations

Another consideration for a CubeSat with a sublimator is the changing center of mass and

moments of inertia as feedwater is consumed. This requires more research and close collab-

oration with mass properties and attitude determination and control engineers. The center

of mass could be maintained throughout the mission if the feedwater reservoir is placed

strategically in the CubeSat, but that may not always be an option. In addition, if the

CubeSat payload includes highly sensitive instruments such as an IR camera, there may be
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a requirement to place the sublimator as far from the cameras as possible to avoid any water

vapor condensation on important sensing surfaces. Another unexpected and slightly unusual

consideration occurred during the Apollo 13 aborted mission is the reflection of the sunlight

off the sublimator surface which made it difficult for the crewmembers to identify stars for

navigation purposes [58]. This is not expected to be a concern during nominal operations,

but more exploration may be required, especially if the sublimator surfaces will be in the

field of view of a highly sensitive camera.

This chapter briefly reviewed the various components of an integrated sublimator ther-

mal control system and stepped through an initial sizing procedure. The next chapter delves

deeper into the phase change heat transfer phenomena in the porous medium in order to

better understand how to choose an appropriate porous component for the CubeSat subli-

mator.
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Chapter 4

Sublimator Model

4.1 Goals of the Model

The model discussed in this section describes and predicts the heat transfer and thermody-

namic processes which occur within a sublimator to reject waste heat via sublimation (and

sometimes evaporation). First, this chapter will review the shortcomings and knowledge gaps

mentioned in the literature review as well as any assumptions and their ramifications. Next,

with the assumptions in mind, two parts of the model are developed to predict CubeSat

sublimator operations: (1) the overall sublimator is modeled as a thermal resistance network

with a focus on conductive heat transfer; and (2), a mass flow model which includes phase

change heat transfer and rarefied flow (diffusion) through porous media. After that, unique

approaches are taken to describe the evaporation case. Finally, the conduction and rarefied

diffusion models are combined to show the temperature and pressure distribution through

a sublimator and how they relate back to the temperature of, and heat flux from, the heat

source.

The overall inputs of the model are:

• Waste heat (heat flux). This includes, but is not limited to, thermal energy generated

from electronics such as computers and IR cameras as well as the maintenance and

sensing key parameters of biological payloads.

• Mission duration and percentage of time the sublimator is expected to be used. This
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information was used in Section 3.2 in the initial sizing procedure for the CubeSat

TCS.

The ultimate outputs of the model include:

• Sublimator surface area, obtained from the initial sublimator sizing procedure.

• Mass of feedwater required, obtained from the initial sublimator sizing procedure.

• Sublimator geometry: average pore size and range of pore sizes, porosity, and thickness

of the porous medium. The realizability plots in Section 6.5 expand on these model

outputs.

• Conditions under which anomalies may occur. This information will be evident after

the modeling approach is understood.

In Chapter 6, the model will be validated with the following inputs taken into account:

• Operating and survival temperature ranges. This information is not used in the model

per se, but it would be used to check if the proposed sublimator design meets these

requirements.

• Reference data and historical data to compare with experimental data and results from

model predictions.

4.2 Shortcomings & Knowledge Gaps

The literature review in Chapter 2 covers sublimator work over the last 60 years. This section

reviews the specific gaps in knowledge and shortcomings apparent in various sublimator

models, many of which are addressed in this research. Some of the assumptions made in

historical models are:

1. The sublimator porous medium temperature is at the triple point temperature

of water, 0◦C and 611.65 Pa [16, 31, 43, 62]. Sections 4.5 and 4.6 show why this

assumption is reasonable.
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2. Ice sublimation temperature: the ice sublimates at a temperature just below the

triple point of water, rather than at any temperature lower than 0◦C. In contrast,

there are unvalidated claims made by Apollo-era subject matter experts at Hamilton

Sundstrand about the sublimator porous plate temperatures being “very, very cold”.

Sections 4.5 and 4.6 show why the former assumption is appropriate.

3. The ice-vapor interface moves glacially upstream or downstream depending on the

heat flux [15]. This phenomena has been touched on in historical models, and is

expanded upon in the vapor diffusion model discussion, Sections 4.6.2.3 and 4.8.

4. The location of the ice is a function of the pressure drop across the porous medium

[31, 42] and the thickness of the ice layer is a function of the heat flux into the porous

medium [14, 15, 53]. This is explored in Sections 4.5 and 4.6.

5. There is a cyclical nature of sublimation (until the ice layer is gone) and evaporation

(until the liquid water is cold enough to freeze again). This process is briefly mentioned

in Section 1.3 and it is similar to the transient sublimator start-up process discussed

in Section 1.4.

6. There have been a variety of claims as to the location of ice formation without

experimental data to support these notions. The ice in the porous medium has not

been observed or measured experimentally [50]. There is no plausible sensing technique

because of the low-porosity nature of the solid, the micro-size pores, and the potential

that accessing/sensing the phase change process could potentially disturb and affect the

sublimation process itself. Figure 4.1 shows the possible locations of ice hypothesized

by different authors. Seven distinct sources assert that ice is formed somewhere within

the porous medium, while a few other sources have alternate understandings. This

research will demonstrate where ice is formed in the porous medium and how heavily

it depends on the heat loads. The ramifications of the location of ice is discussed in

Section 4.8.
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Figure 4.1: Side view visualization of a sublimator indicating locations of assumed ice for-
mation.

4.3 Thermal Resistance Circuit

Figure 4.2 shows the “layers” of a sublimator, beginning with the heat source on the left

and moving toward the vacuum of space on the right of the image, modeled as a thermal

resistance circuit in Figure 4.3. The variables defined in this figure are used in developing

a series of conduction equations to obtain the temperature gradient and other unknowns.

These solutions are coupled with the Weber Equation for rarefied flow (Section 4.6) to obtain

a full picture of the micro-scale heat and mass transfer phenomena.
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Figure 4.2: The “layers” of a sublimator oriented with the heat source to the left of the figure
and the vacuum of space to the right of the figure.

The purple variables are known/user defined, the yellow variables can be solved for via

one-dimensional, steady-state conduction and require sublimator design parameter inputs,

and the green variables are solved for with a combination of conduction and mass diffu-

sion equations and also require sublimator design parameter inputs. The temperatures and

thermal conductivity values in Figure 4.2 are represented in the thermal resistance circuit

in Figure 4.3. Note that the last resistor is denoted as Rflow to represent the resistance to

flow posed by the porous medium and the nodes on either side represent pressures. The 1/k

values represent the inverse relationship between thermal resistance and heat transfer (i.e.

low thermal conductivity = high resistance to heat transfer = less heat conduction).
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Figure 4.3: The “layers” of a sublimator oriented with the heat source to the left of the figure
and the vacuum of space to the right of the figure, represented as a thermal resistance network.

4.4 Assumptions

While this research aims to address many of the assumptions and shortcomings from pre-

vious sublimator research (Section 4.2), there are other assumptions made to simplify the

analytical model. Some of the assumptions in this section are shown to be accurate, while

others are accepted with the understanding that future research may lead to the relaxation

of these assumptions.

1. Steady-state & one-dimensional heat and mass transfer: The transient start-up

process for a sublimator is described conceptually in Section 1.4, but is not the focus of the

model. With a better understanding of the quantitative relationships between heat/mass

transfer and temperature/pressure during steady-state operation, the transient case can be

revisited. In addition, the sublimator porous medium is a complex geometry so the one-

dimensional assumption was made to simplify the model and analysis. This assumption

means that spatial differences throughout the porous medium volume are not captured,

which would help characterize two anomalies during sublimator operation: feedwater or ice

leakage around the edges and “hot spots” which may lead to feedwater breakthrough [16,

19, 38]. That being said, there is some exploration of the tortuosity of a porous media (the

degree of “twists and turns” of the diffusing gas) which accounts for some three-dimensional

flow effects, discussed in Sections 4.6.2.3 (model) and 5.1.1 (experiment).

2. Temperature of the water or ice in the porous medium: When modeling the

temperature gradient in the sublimator, heat conduction through porous media must be

considered, not just conduction through the feedwater gap. The porous medium is approxi-
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mated as a solid metal. The importance of the transient response is negligible because the

temperature of the water or ice in the porous structure will rapidly equilibrate to the sur-

rounding metal structure. The transient heat transfer analysis of a spherical drop of water

surrounded by stainless steel is shown below in Figure 4.4 [24]. In this visualization, the

sphere represents water surrounded by metal (not shown) with a spatial and temporal tem-

perature gradient. While the general model assumes steady-state conditions, the transient

response of the water/ice within the pores is used to support the assumption described here.

The calculations below solve for the time it takes for the center of the “water sphere” to

reach 90% of the surrounding metal temperature (a conservative, yet somewhat arbitrary,

percentage).

Figure 4.4: Visualization of water/ice sphere in transient heat transfer problem.

The Biot number is a dimensionless number defined as

Bi =
hr

k
(4.1)

where h is the heat transfer coefficient (h = ∞ for a fixed center temperature), r is the

characteristic length (pore radius, m), and k is the thermal conductivity of water or ice

(W/mK). The inverse, Bi−1 is taken and used in the Heisler Chart in Figure 4.5 to find the

Fourier Number, Fo. Bi−1 is zero because the convective heat transfer coefficient is infinity.

At the boundary where the water/ice sphere comes in contact with an infinite thermal mass

(the metal structure), there is a step-change and thus h = ∞ and Bi−1 = 0. On the Heisler

chart, the y-axis is determined by the expression below:
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θ∗0 =
θ0
θi

=
T0 − T∞

Ti − T∞
(4.2)

Θ0 is the ∆T between the center of the sphere and the surrounding metal. Θi is the ∆T

between the initial uniform temperature of the sphere and the surrounding metal. When the

temperature of the center of the sphere, T0, is 90% the temperature of the surrounding metal

substrate, T∞, θ∗0 is approximately 0.1. On the Heisler chart, where θ∗0 = 0.1, Fo = 0.4.

Figure 4.5: Heisler chart for transient conduction for a sphere [24].

Next, the Fourier number is used to find the time it would take for the center of the

sphere to reach 90% of the surrounding metal temperature:

Fo =
αt

r2
→ t =

For2

α
(4.3)

where α is the thermal diffusivity of water (0.132∗ 10−6 m/s at 10◦C) or ice (1.18∗ 10−6m/s

at 0◦C) [24]. Solving for time yields

tice = 3.5µs twater = 27µs
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As a qualitative check, note that ice has a greater thermal diffusivity (lower specific heat

capacity) and conductivity than water, so the ice in the pores does not take as long as liquid

water to equilibrate with the surrounding metal substrate (3.5µs compared to 27µs). With-

out any phase change heat transfer, the temperature of the water or ice can be assumed to be

equal to the temperature of the surrounding porous media. On the time scale of sublimator

operations, the time constants calculated here are much less than the sublimator’s transient

period. At the phase change interface, the saturation pressure becomes more influential, as

discussed in Section 4.6.2.3. Even though heat transfer between the water/ice and the metal

structure is ignored, the effective thermal conductivity values (keffPM,FW
and keffPM,ice

) are

still used in the conduction model for the porous medium.

3. Thermal mass of the water vapor: this assumption posits that the thermal mass of

the water vapor in the porous medium is negligible compared to the thermal mass of the

liquid water or ice in the porous medium. This is supported by comparing the mass of water

vapor and liquid water if each of those phases were to occupy the entire porous media void

space. Using the ideal gas law (the validity of which is shown in Section 4.6.2.3), the mass

of the water vapor is

m =
pVMH2O

RT
= 3.53 ∗ 10−8 kg = 0.0353 mg (4.4)

where T is the temperature of water vapor (say 10◦C for a conservatively high vapor pressure)

and p is the water vapor pressure which assumes a saturation pressure of 1.227 kPa. MH2O is

the molar mass of water (0.01805 kg/mol), R is the universal gas constant (8.3145 K/molK),

and V is the volume occupied by the water vapor. If the entire void space of the porous

medium is occupied by the water vapor and the sublimator size is taken from Section 3.2 with

porosity of ϕ = 50% (not a realistic porosity; sublimators are typically much less porous),

then V = 10cm ∗ 5cm ∗ 1.5mm ∗ 0.5 = 3.75 cm3.

By comparison, the liquid water mass required to completely fill the porous medium is

m = ρV =

(
998

kg

m3

)(
3.75 ∗ 10−6 m3

)
= 3.74 g
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The mass of liquid water, if it occupies the same volume in the porous medium as the

water vapor, is almost 105 times greater. The calculation for ice is similar because the density

of ice is close to that of liquid water, 917 kg/m3. Thus, the thermal mass of the water vapor

is negligible and any changes associated with sensible heat (temperature change) can be

ignored. The thermal energy the water vapor molecules impart on upon collision with the

porous structure may be ignored because its mass is negligible compared to the liquid water

mass.

The sensible heat transfer from a decrease in temperature of the feedwater from the

reservoir (around room temperature) down to the triple point, is small compared to heat

transfer via phase change. The change in specific sensible heat (per unit mass) is calculated

by

qsens = cp∆T (4.5)

where cp is the specific heat capacity of liquid water, 4.2 kJ/kg − K and ∆T = 20K, so

qsens = 84 kJ/kg. The latent heat of vaporization is 2500 kJ/kg [18], so any sensible heat

transfer is small compared to heat transfer via phase change and is neglected.

4. Conductive heat transfer through the feedwater gap: the next assumption posits

that the heat transfer through the feedwater gap is via conduction, not advection. Histori-

cally, the feedwater is flowing through the feedwater gap at an average rate of ṁ = 0.005 kg/s

[15, 16, 43, 45, 47, 52, 63] which equates to a flow rate of 0.001 m/s using the feedwater gap

area from Section 3.2. The Reynolds number is defined as

Re =
ρvL

µ
= 1.5 (4.6)

where v is the feedwater flow rate calculated from historical mass flow rates using the con-

tinuity equation:

v =
ṁ

ρA
=

0.005 kg/s

998/kg/m3 ∗ 0.005/m3
≈ 0.001m/s
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and ρ is the density of the feedwater (998 kg/m3), µ is the viscosity of water (assumed to be

0.001 Pa · s), and L is the characteristic length (1.5 mm), in this case the thickness of the

feedwater gap. After the transient start-up period when the feedwater spreads through the

whole area of the feedwater gap, the feedwater is moving across its thickness (not its length

or width). With a Reynolds number of 1.5, the feedwater is creeping rather than flowing

and the feedwater gap can be treated as another conductive “layer” of the sublimator. It

should be noted that, based on conversations with thermo-fluid engineers at NASA Johnson

Space Center and partner organizations, capillary actions is not typically used to describe

the feedwater flow through the gap and porous media. It is thought that pressure-driven flow

(feedwater pressure versus vacuum) has a greater impact on the flow than capillary action

[64, 65]. During start-up, capillarity may play a role but not during steady-state sublimator

operations because there is no free surface - the porous medium is full of liquid water up

until the ice barrier.

The next two sections are concerned with the two modeling approaches: (1) conduc-

tion (the “inside-out” perspective) and (2) rarefied diffusion through porous media (the

“outside-in” perspective), both of which are required to obtain realizable ranges for ice

thickness and location. The ice thickness and formation location are determined from both

the “inside-out”— because the ice thickness depends on heat flux from the source and con-

duction through the sublimator structure, and from the “outside-in”— because the location

of ice depends on pressure drop in the vapor space.

4.5 Conduction Model (Temperature)

As discussed in Section 1.3, the heat flux determines the sublimation rate (Equation 1.4) and

the sublimation rate is used to determine the pressure drop. The heat flux and conduction

through the sublimator structure determines the limits of the ice thickness layer from the

“inside-out”. Figure 4.2 is shown again for reference.

Steady-state, one-dimensional conduction through ice embedded in porous media is:

q” =
keffPM,ice

lice
(Tls − Tsv) (4.7)
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where q” is the heat flux from the heat source (W/m2), keffPM,ice
is the effective thermal

conductivity of the combined ice/porous media (W/m◦C), lice is the ice layer thickness

(m), Tls is the liquid-ice interface temperature (0◦C), and Tsv is the solid-vapor interface

temperature (◦C).

A first order approximation of the effective thermal conductivity is used [66, 67]:

keffPM,ice
= ϕkice + (1 − ϕ)kss (4.8)

where ϕ is porosity, kice = 2.22 W/m◦C is the thermal conductivity of ice at 0◦C and

kss = 16.3 W/m◦C is the thermal conductivity of 316L stainless steel [17].

Figure 4.2: The “layers” of a sublimator oriented with the heat source to the left of the figure
and the vacuum of space to the right of the figure.

Section 5.1.1 discusses the effective thermal conductivity computed using a numerical

analysis software, Porous Microstructure Analysis (PuMA) to estimate the effective thermal
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conductivity with greater accuracy, but those values are not yet validated. From Equation

4.7, it is evident that the higher the heat flux, the smaller the ice layer thickness and the

colder the sublimation interface must be to maintain a non-zero ice layer thickness. Figure

4.7 is a graphical representation of the relationship presented in Equation 4.7. Sublimation

interface temperature, Tsv is a funciton of both the ice layer thickness and heat flux. Note

that the ice layer thickness input is limited by the overall thickness of the porous medium

(1.5mm).

Figure 4.7: Relationship between ice layer thickness, heat flux from the source, and solid-
vapor interface temperature for sublimation in a porous media with 15% porosity.

For the sublimation case (excluding evaporation), the plausible temperature range

for the solid-vapor interface is small. Even if ϕ = 50%, the sublimation temperature

range is −2◦C ≤ Tsv ≤ 0◦C. If the sublimation temperature drops any lower, the ice

thickness would surpass the thickness of the porous medium. In Section 4.2, the second

historical assumption about the sublimation temperature of ice is correct (the ice sublimates

at a temperature just below the triple point of water). Rather than solving for all the

unknown variables simultaneously, the equations are solved sequentially with Tsv chosen

within this plausible range.
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Equation 4.7 is re-written to solve for the ice thickness based on incoming heat flux:

lPM,ice =
keffPM,ice

q”
(Tls − Tsv) (4.9)

The thickness of the feedwater region within the porous medium (before the freezing

interface) is solved using lPM,ice in:

lPM,FW = lPM − lPM,ice − lPM,vap (4.10)

where lPM is the chosen porous component thickness and lPM,vap is solved for using the

Weber equation introduced in Section 4.6.2.3. The temperature of the feedwater gap/porous

media interface is solved using lpm,FW in:

TFW,PM = Tls +
q”lPM,FW

keffPM,FW

(4.11)

which in turn is used to determine the temperature of the aluminum frame/feedwater gap

interface with

TAl,FW = TFW,PM +
q”lFW

kFW

(4.12)

Lastly, the temperature of the heat source, assumed to be the temperature of the outer edge

of the aluminum base (leftmost edge in Figure 4.2) is

Tbase = TAl,FW +
q”lAl

kAl

(4.13)

A larger heat flux decreases the chance of ice forming and being maintained in the porous

medium. Section 1.3 provided more details about the conditions in which ice may be present.

It is widely accepted that the feedwater gap is above freezing, or else the entire feedwater

gap would turn to ice, expand, and break the sublimator hardware [16, 19]. If the feedwater

gap is above freezing, then the temperature gradient through the sublimator “layers” must

yield above-freezing temperatures in the feedwater gap and just below-freezing temperatures

within the porous medium when ice is present. The sublimation process helps cool the

solid/vapor interface to maintain the ice layer while the feedwater gap remains liquid water.
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4.6 Mass Flow Model (Pressure)

Conduction through the porous medium is part of the picture, and describing the water

vapor diffusion through the porous medium completes the model. A model of this type of

flow, also referred to as self-diffusion, will determine the “thickness” of the vapor layer (i.e.

the location of the sublimation or evaporation interface) from the “outside-in”.

4.6.1 Evaporation/Sublimation Rate Limit

Before a detailed model of vapor diffusion through a porous media is developed, sublimation

in general, as well as the mechanisms which drive sublimation rate, should be understood.

For phase change within the sublimator (liquid-solid-vapor), heat transfer rate, (q, W ) is

expressed as Equation 1.4:

q = ṁhlv

where ṁ is the mass flow in kg/s and hlv is the latent heat of vaporization for water in

J/kg. Simply put, “sublimation occurs at a rate proportional to the heat load” [26]. The

heat load is known from the waste heat generation of the CubeSat, so the water vapor mass

flow may be obtained if this process occurs under constant pressure such as the vacuum of

space. However, since the sublimation process occurs within the porous medium, the pressure

at the sublimation interface may not be constant nor a perfect vacuum due to vapor flow

resistance near the phase change interface. The porous medium restricts the vapor flow

and the sublimation rate. In addition, the temperature of the porous medium dictates the

temperature of the water within the pores, as demonstrated in Section 4.4, so the phase

change process may not occur precisely at the triple point temperature. Similar to the

processes in which ice sublimates on comets and moves through porous rock, the Hertz-

Knudsen equation is used here as a baseline sublimation rate, in units of mass flux rate

(kg/s/m2) [68]:

ṁ

A
= α

√
MH2O

2πRT
∗ (psat − p) (4.14)
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where α is the “sticking coefficient”, an empirical term first added by Knudsen to cor-

relate Equation 4.14 with experimental data [68, 69], MH2O is the molar mass of water

(0.01801 kg/mol), R is the universal gas constant (8.3145 J/mol/K), and T and p are the

temperature (K) and pressure (Pa), respectively, at the sublimation surface. psat is the

saturation pressure (Pa) as a function of T according to the Clausius-Clapeyron equation

[23]:

psat = ptp ∗ exp
[
−hlvMH2O

R

(
1

T
− 1

Ttp

)]
(4.15)

where ptp and Ttp are the triple point reference pressure (Pa) and temperature (K), respec-

tively. As Equations 4.14 and 4.15 indicate, the mass flux rate is dependent on both the

temperature and pressure at the phase change interface which are independently varied in

Figure 4.8. Note that the units of temperature used in this plot are Celsius and not Kelvin to

make the graph more intuitive. As the temperature at the sublimation interface increases, so

does psat and so does the sublimation rate limit. The Hertz-Knudsen equation also describes

the exothermic phase change processes (condensation or deposition), indicated by the section

of the surface plot below the flat plane in Figure 4.8. Even though Equation 4.14 serves as

a baseline, the temperature-mass flux connection provides a mathematical relationship for

this widely accepted explanation: as the heat flux into the sublimator increases, mass flux

rate increases. This helps maintain a relatively stable and self-regulating temperature at the

heat source, causing the sublimator to function as a robust means of heat rejection across a

range of heat fluxes. Note that the baseline sublimation rate in Equation 4.14 is independent

of the ice layer thickness.
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Figure 4.8: Sublimation/evaporation rate using the Hertz-Knudsen equation and based on
interface temperature and pressure.

To create continuity between the historical sublimator models/experiments and the cur-

rent work, the sublimation mass flux from a number of sources was compared to the Hertz-

Knudsen equation in Figure 4.9. It should be noted that most models and experiments

assume the sublimation interface is just below the triple point temperature of water, so

all data points were plotted at 0◦C. The sticking coefficient used here was α = 0.15

[68]. This exercise verifies that the Hertz-Knudsen equation is reasonable for a baseline

of temperature-dependent sublimation rate and helps visualize past sublimation rate data

for comparison to future model results. Most of the historical values were below the Hertz-

Knudsen equation prediction, which implies that there is some other factor causing a reduced

sublimation/evaporation rate (i.e. flow resistance in the porous medium). There are two

explanations for the data points above the Hertz-Knudsen line: first, the choice of sticking

coefficient is still an active area of research so it may be closer to unity in some cases, yielding

a Hertz-Knudsen line above all of the data. And second, the porosity was often assumed to

be ϕ = 0.07 if this parameter was not available so there may be some porous media with
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a more compact microporous structure which would yield a lower mass flux than estimated

here.

Figure 4.9: Historical sublimation (mass flux) compared to the Hertz-Knudsen equation.

A more realistic sublimation rate must incorporate the effect of the porous medium on the

water vapor behavior. The reduced sublimation rate depends on the water vapor pressure

at the ice/vapor interface which is dictated by rarefication effects and the permeability of

the porous medium to vapor flow.

4.6.2 Scaling of Evaporation/Sublimation Rate

The evaporation/sublimation rate is scaled down from the Hertz-Knudzen equation because

the water vapor must travel through porous media before exiting the sublimator to vacuum.

In order to understand how the sublimation rate is scaled, porous media is described us-

ing physical characteristics, then a brief overview of flow regimes and their classification is

discussed and finally, flow through porous media is modeled.
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4.6.2.1 Porous Media

Common examples of porous media include dish washing sponges, soil, filters, and even

human skin and hair. The porous medium in a sublimator is sintered stainless steel which

does not absorb or adsorb any fluid. In the sintering process, metal “powder” or flakes are

heated and compressed together. Bonds are formed between the particles but they are not

heated to the point of liquification. The geometry of the porous component in a sublimator is

described by a number of physical parameters, called the porous microstructure because the

pores are on the micro-scale. Figure 4.10 shows a 3D model of the scanned porous samples

used in this research via the Dragonfly software for 3D x-ray image analysis and the Porous

Microstructure Analyzer (PuMA) software; see Section 5.1 for more details [70, 71]. In this

figure it is quite evident how tortuous the porous microstructure appears: there is a wide

range of the size of pores and connections between pores. The smooth appearance of the

sides of the sample are from the cropped 3D image, they are not a physical feature.

Figure 4.10: 3D Rendering of X-ray tomography scan of porous samples from Mott Corp
using Dragonfly and PuMA software with reported pore sizes of 40 µm (left) and 100 µm
(right) [70–72].

Porosity (ϕ): the fraction of void space in a porous media volume. For example if a

porous component has ϕ = 15%, then 85% of the volume is occupied by the solid material

and 15% is empty space through which a substance may flow. During the sintering process,

porosity is loosely controlled by the amount of compression applied to the metal flakes,

as well as their individual size, and is straightforward to measure after manufacturing is

complete.

Pore Size (r, d): the radius or diameter of the pores influences the flow and heat
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transfer phenomena. Pore size is not directly measured; in a sintered metal porous media

it is controlled by the size of the flakes/metal particulate. The bubble point test is an

indirect measurement of pore size. The porous medium is wetted with a wetting fluid such as

isopropyl alcohol and as gas is flowed from one side, bubbles begin to form. The relationship

between pressure required to form the first bubble and pore size is given by the Young-

Laplace Equation: p = 4Kσcosθ
d

where p is the pressure applied through the filter (from the

gas flow), K is a shape correction factor, σ is surface tension, θ is the liquid-solid contact

angle, and d is the pore diameter. This equation is not used again in this thesis so further

discussion can be found in Carey’s textbook [73] and in Scott’s Handbook [74]. The location

and size of the largest pore are obtained from this test and manufacturers report either the

largest pore size or a range of pore sizes based on the size of metal particulate used [72, 75].

Section 5.1 discusses discrepancies between reported and estimated pore size in more detail.

Thermal Conductivity (keff): the porous medium’s effective thermal conductivity is

a function of the metal’s conductivity and, in the case when the void space is filled with a

substance, the conductivity of the filling substance. The thermal conductivity thus depends

on porosity, pore size, and tortuosity and its calculation is discussed at length in Sections

4.4 and 5.1.1.

Hydrophobicity/Hydrophilicity: hydrophobicity is a material’s aversion to water and

hydrophilicity is a material’s affinity to water. These characteristics were not the focus of

this research, but the movement of the liquid water through the porous medium, especially

during transient start-up, could be improved by a hydrophilic coating, if need be. Most

researchers assert that the porous medium plays a role in restraining the liquid water via

surface tension [15, 21], although some disagree because the contact angle between metal and

water is close to 90◦ [73]. This phenomena has not been explicitly studied and published.

Isotropicity: the porous medium in question is isotropic in that it is not patterned in

any specific direction so each of its physical values are direction-independent. Because the

porous medium is isotropic, vapor will exhibit the same diffusive behavior in every direction.

Diffusion in only the z-direction (through the depth of the porous medium) will be modeled.

Tortuosity (η): the path a single molecules takes to get from one side of the porous

medium to the other is longer than a straight-line path. Tortuosity cannot be directly
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measured and depends on the microstrucutre of the porous medium and the flow regime,

discussed in the next section. There are three types of tortuosity: geometric, hydraulic,

and diffusion [76, 77]. Geometric tortuosity is the “ratio between the shortest path length

through the porous medium and the straight-line path” [78]. It is defined as

η =
Leff

Lref

(4.16)

where Leff is the length of the path traveled by a molecule (m) and Lref is the length of

a straight flow path (i.e. thickness of porous media, m). Hydraulic tortuosity is the ratio

of the length of the flow path and the straight-line path and is not easily defined for flow

in the rarefied regime [76]. Diffusive tortuosity (which is also used to describe conductive

tortuosity) is conceptualized as the degree to which a porous media is resistant to diffusion

or conduction [78]:

η = ϕ

(
Dref

Deff

)
(4.17)

where Dref is the diffusion coefficient, (in this case in m2/s) if the porous medium consisted of

straight flow paths Deff is the real diffusion coefficient of the tortuous porous media in m2/s.

Some research has suggested that Equations 4.16 and 4.17 are interchangeable [79] because

the relationship between mean-squared displacement (MSD), path length, and diffusion is

MSD = 2Dt and represented graphically as the blue line in Figure 4.11. An increase in

diffusion is characterized by an increase in particle displacement, so in this regard geometric

and diffusive tortuosity may be interchangeable. In Equation 4.16, the ratio between the

effective and reference lengths is proportional to the inverse ratio between the effective and

reference diffusion coefficients in Equation 4.17. The more tortuous the porous medium,

the smaller the diffusion coefficient because the substance faces increased resistance. The

calculations for diffusion depend on flow regime and are discussed in detail in Section 4.7.1.
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Figure 4.11: Relationship between mean-squared displacement (MSD) and the diffusion co-
efficient [80]

Other researchers, however, state that the geometric and diffusive tortuosity values are

not interchangeable and are, in fact, separate concepts altogether [78, 81]. More specifically,

diffusive tortuosity can be four times greater than geometric tortuosity for porous media with

low porosity (< 15%) [77, 81]. The geometric and diffusive tortuosity definitions grow closer

in value as porosity increases. Geometric, hydraulic, and diffusional tortuosity characteristics

may be related semi-empirically but not analytically. The tortuosity obtained using PuMA

software is calculated from the diffusion coefficients and is discussed more in Section 5.1.1.

While the diffusion tortuosity values from PuMA cannot be used directly in place of geometric

tortuosity, an approximate substitution will be used for the tube length variable, l, in the

Weber equation (Eqs. 4.20-4.23) and discussed further in the following pages.

4.6.2.2 Flow Regimes

Flow regime is determined by Knudsen number:

Kn =
λ

r
(4.18)

where r is the characteristic length, which is not standardized - it can be either the pore

radius or pore diameter. The pore radius or diameter in a porous medium often varies widely;

sometimes the average value is used and at other times the largest pore size is used. In this

research, characteristic length is treated as the average pore radius (1 − 5 µm). λ is the

mean free path (MFP) of a water molecule, or the average distance a molecule will travel

before changing direction due to collision with another molecule. The MFP is defined as
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λ =
kBT√

2πd2H2O
p

(4.19)

where kB is the Boltzmann Constant (1.38 ∗ 10−23J/K/molec) [82], T is the temperature of

the molecule (K), dH2O is the diameter of a water molecule (m). p is the pressure which,

in the porous medium, is the average between the inlet and outlet pressure of the vapor

space. The larger the Knudsen number, the more rarefied the flow because there is a smaller

concentration of molecules in a given volume. Rarefied flow is associated with a lower

pressure, as in the case of water vapor in the sublimator porous media exposed to vacuum.

Figure 4.12 and Table 4.1 show the categorization of Knudsen number and flow regime; these

values are a general guideline but not a strict law. In rarefied, or free molecular flow, the

molecules are more likely to collide with a pore wall than with another molecule.

Table 4.1: Knudsen Number and flow regimes [83].

Knudsen Number Flow Regime
Kn ≤ 0.001 Continuum

0.001 < Kn ≤ 0.1 Slip
0.1 < Kn ≤ 10 Transition

10 < Kn Free Molecular/Rarefied

Figure 4.12: Knudsen Number flow regime and visualization (not to scale).

According to the Knudsen number definition, the larger the characteristic length, the

smaller the Knudsen number and the more viscous the flow, and vice versa. In general,

the larger the temperature, the larger the Knudsen number (the more rarefied the flow),

but categorizing the water vapor flow in a sublimator is a unique scenario. In the MFP

calculation, the temperature and pressure are intertwined because the upstream side of the

flow is at saturation conditions (either sublimation or evaporation). When the saturation

temperature – in the numerator of Equation 4.19 – increases, the saturation pressure – in
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the denominator – decreases. Temperature and pressure are related in a nonlinear way via

the Clausius-Clapeyron equation, Eq. 4.15. Figure 4.13 shows how the Knudsen number

increases with a decrease in both pressure and pore radius. For example, if the sublimation

interface is at Tsat = 0◦C and psat = 611 Pa, the mean free path of the water vapor will be

λ = 20 µm, which yields a Knudsen number range of 4 < Kn < 20 for a pore radius range

in 1 < r < 5 µm.

The water vapor flow will be in the transition regime only in the case of evaporation where

the saturation pressure is ≥ 1kPa and the pores are relatively large. In all other instances,

the flow is in the rarefied/molecular regime. In Figure 4.13, the transition/rarefied flow

regime is differentiated by the horizontal plane. Even though Figure 4.13 shows a distinct

separation between the transition and rarefied regimes, it is generally not this clear. The

Weber equation discussed in the next section can help model water vapor behavior, especially

near the limits of one or the other flow regime.

Figure 4.13: Relationship between Knudsen number, pore radius, and pressure for an exam-
ple CubeSat sublimator porous media. The grey plane represents the boundary between the
rarefied and transition flow regimes.
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4.6.2.3 Modeling Flow through Porous Media

When a flow is no longer in the continuum regime, as in flow through micro-porous media

with large Knudsen numbers, the transition or rarefied regime may be modeled numerically

via stochastic models such as direct simulation Monte Carlo (DSMC) or via deterministic

approaches such as molecular dynamics [83]. Another approach is the Dusty Gas Model

(DGM) in which the porous medium is modeled as another very large molecule, “dust”, held

in physical space by an invisible external force and the diffusing gas moves around the large

particles [84, 85]. The DGM incorporates physical parameters for the porous medium such

as porosity and tortuosity [86]. Each of these approaches to modeling rarefied flow (diffusion)

in porous media are extensive stand-alone research topics, so they are not the focus of this

thesis.

Flow through porous media can also be idealized by treating the porous medium as a

bundle of capillary tubes , as shown in Figure 4.14. This approach was first used to describe

capillary imbibition of a slow-moving liquid in soils [87] and was extended to rarefied flow

[25, 88–90]. The treatment of a porous media as a bundle of long, thin capillary tubes is

used to analyze the relationship between pressure drop and mass flow rate.

Figure 4.14: Visualization of porous media (left) as a bundle of capillary tubes (right).

When porous media is modeled as a bundle of capillary tubes, the Weber equation is used

to model the molecular flow rate “normalized” by the pressure drop for a vapor through a

capillary tube at any flow regime over the full range of Knudsen numbers [91]. This analytical

relationship has been validated with data over all Knudsen numbers in past experimental

tests [90–92]. The Weber equation assumes that the substance is an ideal gas (explored at

length in Section 5.2.4.1) and that there is no adsorption into the porous structure. The

Weber equation will be used in this research and validated with experimental data (see
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Chapter 5) to analytically show the relationship between mass flow rate, pressure drop,

absolute pressure, pore size, and temperature. The Weber equation is:

ṅ

∆p
=

4

3

√
2π

mH2OkBT
∗ r3

lτ

[
3π

128

(
2r

λ

)
+

π

4

(
2r/λ

1 + 2r/λ

)
+

(
1

1 + 2r/λ

)]
(4.20)

Where ṅ is the molecular flow rate (molec/s), ∆p is the pressure drop across the tube (Pa),

mH2O is the molecular mass of water (kg/molec), kB is the Boltzmann Constant previously

defined, T is the temperature of the gas (K), r is the radius of the tube (m), also assumed

to be the radius of a pore, and l is the tube length which may also incorporate geometric

tortuosity scaling (m). The tube length was scaled by a tortuosity factor of τ = 2, as

described in Section 5.1. The last three terms of Equation 4.20 incorporate the inverse

Knudsen number (r/λ) and can be re-written as

ṅ

∆p
=

4

3

√
2π

mH2OkBT
∗ r3

lτ
[N1 + N2 + N3] (4.21)

where N1, N2, N3 can be thought of as weights designated for three distinct flow regimes (the

weights do not sum to 1) [91, 92]. N1 is representative of continuum flow and is derived from

Poiseuille flow through a long tube [22]. N2 is representative of slip flow, or the phenomena

first explored by Navier in which the non-continuum gas molecules have a non-zero velocity

at the wall [93]. N2 is derived from Maxwell’s mathematical model of the slip condition for

rarefied gases via the kinetic theory of gases [22, 94]. N3 is representative of rarefied flow, or

the contribution from self-diffusion (also referred to as Knudsen diffusion), derived from the

kinetic theory of gases [94]. The transition regime does not have a designated coefficient; its

weight is incorporated in both N2 and N3.

Because the water vapor diffusion through the sublimator porous media is almost entirely

in the rarefied regime, the N3 coefficient is close to 1, N2 is close to 0.1, and N1 is near 0.01.

Equations 4.20 and 4.21 show the molecular flow rate for a single capillary tube, but they can

be modified to show the mass flow rate for the entire cross-sectional area of porous media

by multiplying the equation by the molecular mass of water mH2O and multiplying the mass

flow rate by the number of capillary tubes used to approximate the porous medium:
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ηtubes =
Atotϕ

πr2
(4.22)

where Atotϕ is the open cross-sectional flow area (m2) and πr2 is the cross-sectional flow area

of a single capillary tube (m2). The Weber equation then becomes

ṁ

∆p
=

4

3

√
2mH2O

πkBT
∗ r

lτ
Atotϕ [N1 + N2 + N3] (4.23)

Figure 4.15 shows the relationship between Knudsen number and the mass flow rate ratio.

The Weber equation does not capture the Knudsen paradox in which the mass flow rate

at Kn > 0.8 increases slightly with a decrease in pressure (increased rarification). This is

explored at length in Section 4.7.1. The Knudsen paradox can be captured numerically and

experimentally, but not analytically with the Weber equation. It is observed or numerically

reproduced at scales which could not be captured or detected experimentally in this research.

Figure 4.15: Relationship between Knudsen number and mass flow rate normalized by pres-
sure drop and area, based on the Weber equation for molecular and transition flow.

For both the sublimation and evaporation modes, the Weber equation is used to predict

the thickness of the vapor region in the porous medium using Equation 4.20 rearranged to

solve for vapor diffusion distance:
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l =
1

τ

∆p

ṁ
∗ 4

3

√
2mH2O

πkBT
∗ rAtotϕ

[
3π

128

(
2r

λ

)
+

π

4

(
2r/λ

1 + 2r/λ

)
+

(
1

1 + 2r/λ

)]
(4.24)

In Figure 4.16, the vertical plane shows the minimum realizable sublimation interface tem-

perature (Tsv = −2◦C) from Section 4.5 and each of the four surface plots represents a

different heat flux. The outlet pressure was a vacuum and the inlet pressure was determined

by the saturation temperature. The range of pore sizes and heat fluxes were chosen based

on historical data in the literature review, and the mass flow rate was calculated from the

heat fluxes using the phase change heat transfer equation (Eq. 1.4). In the realizable subli-

mation temperature range, the vapor region thickness is dependent on both Tsv and r. This

thickness becomes more dependent on temperature with an increase in pore size.

Figure 4.16: Relationship between vapor region thickness, phase change interface tempera-
ture, pore size, and heat flux for a porous media with ϕ = 15%. The four surfaces represent
four different heat fluxes, from top to bottom: q” = 12, 10, 8, 6 kW/m2.

In Section 4.8, the Weber equation will be combined with the conduction equations to

produce a temperature and pressure prediction for a sublimator based on a series of inputs.
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4.7 Evaporation in the Sublimator

4.7.1 Evaporation Mode

If the temperature of the porous medium is always above freezing and the rate phase change

of the liquid/vapor is never high enough to cool the interface below freezing, then evaporation

may occur. In the evaporation mode, the same amount of heat as in the sublimation mode

may be transferred via the phase change heat transfer equation, as discussed in Section 1.3.

Without the presence of an ice layer, there is a continuous pressure drop through the liquid

water and the water vapor within the porous medium. In the porous medium, the connection

between the ∆p − ṁ relationship in the liquid region and the ∆p − ṁ relationship in the

vapor region indicates the evaporation location. This location is a determining factor in

realizable design parameters for the sublimator, such as porous media thickness, pore size,

and porosity. There are two approaches used in this section to illustrate the relationship

between the liquid feedwater entering the porous medium and the water vapor exiting into the

vacuum of space. The first approach inspects the pressure exerted on the liquid feedwater

by the newly evaporated water vapor. The second approach qualitatively and quantitatively

compares the permeability coefficients of the porous medium to liquid water and water

vapor.

4.7.1.1 Comparison of Pressures

It is widely accepted that the porous medium contributes to resistance to flow by (1) holding

back the liquid water during the sublimator start-up stage, (2) providing a microstructure in

which ice may form and (3) providing a microstructure in which water vapor lingers. The level

to which lingering water vapor contributes to resistance to flow is explored by comparing the

pressure of the incoming feedwater to the water vapor pressure at the evaporation interface.

The water vapor pressure immediately downstream of the feedwater in the porous medium

is non-zero (i.e. not at a complete vacuum). It is near saturation pressure, as determined

by the temperature of the porous medium structure (see Section 4.4). Feedwater pressure

ranges from 7 − 28 kPa (1 − 4 psia) [16, 42, 43, 45, 46]. Table 4.2 quantitatively compares

sample feedwater and water vapor pressures to demonstrate the degree to which lingering
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water vapor restricts feedwater flow.

Table 4.2: Percentage reduction in pressure-driven nature of flow due to water vapor pressure.

In Table 4.2, the colored columns represent sample feedwater pressures based on the

historical range from 7 − 28 kPa. Each row designates a possible saturation tempera-

ture/pressure combination at the evaporation interface as indicated in columns 1 and 2.

Column 2 assumes the water vapor downstream of the evaporation interface is at saturation

pressure (i.e. it just evaporated). For example, if incoming feedwater is at 21 kPa (column

5), the evaporation interface is at TPM = 2◦C (row 3), and the vapor pressure at the phase

change interface is 0.707 kPa, then the water vapor “pushes” against the incoming feedwater

with 3% of the feedwater pressure.

Sublimators, in the evaporation mode, are still expected to function near the triple point

of water, so the most realistic cases are for TPM < 6◦C where the water vapor pressure

restricts the pressure drop experienced by the feedwater by up to 12%. This table illustrates

that the water vapor does not contribute a significant pressure resistance to flow

of the liquid feedwater. Using only a pressure comparison, one could argue that the

evaporation interface is near the outer edge of the porous medium because the feedwater

is not “held back” by the water vapor in any meaningful way. A comparison of the liquid

and vapor pressures is not indicative of a resistance to flow, but it should be noted that

the porous medium does play a role in restraining the liquid water via surface tension and
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viscous friction, although the level to which this occurs is not quantified in this research [15,

21]. A comparison of the permeability coefficients of water and vapor is a better indicator

of the relationship between the liquid water and water vapor in the porous medium because

∆p is compared instead of absolute pressure values from this section.

4.7.1.2 Comparison of Permeability Coefficients

Permeability, often used in Earth sciences as a characteristic of soil and in textile science as

a characteristic of fabric breathability, refers to the ability of a liquid or gas to flow through

a porous medium. The permeability coefficient, K , is expressed in units of area (m2) which

is akin to the void space in a porous material’s cross section taken perpendicular to the

direction of flow [95]. Another common unit for permeability is the darcy (d) or millidarcy

(md) and 1 darcy is 9.869∗10−13m2. A larger permeability coefficient is indicative of a small

pressure drop because there is less resistance to molecules moving through the permeable

medium. A less permeable porous media indicates a higher vapor pressure because vapor

molecules build-up at the liquid/vapor evaporation interface, which in turn decreases the

evaporation rate according to the Hertz-Knudsen Equation (Eq. 4.14). The pressure of the

liquid water region (continuum regime) is determined by the porous medium’s permeability

to liquid water using Darcy’s law [95]:

Q” = −Kl

µ

∆p

L
(4.25)

where Kl is the liquid permeability coefficient, also called the intrinsic permeability because

it is only a function of the porous structure itself and not of the characteristics of the flow. Q”

is volumetric flux rate (m3/s/m2 or m/s), µ is dynamic viscosity (Pa · s), L is flow distance,

i.e. porous media thickness (m), and ∆P is the pressure drop over the flow distance (Pa).

The negative sign indicates flow from a high to low pressure.

While the general concept of permeability described by Darcy’s law may be intuitive, the

comparison between liquid and gas permeability is not. Some have found that porous media

is more permeable to liquid than to gas in the continuum regime [72], while others have

asserted that there is no significant difference in permeability when compressibility effects

are taken into account [96]. However, the water vapor in a CubeSat sublimator is not in
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the continuum flow regime. As shown in Figure 4.13, the Knudsen number of the flow at a

variety of temperature/pressures and pore sizes places the flow in the transition and rarefied

regimes. It is well understood that in non-continuum gas, porous media permeability

is greater for a gas than for a liquid (discussed in the following pages), which yields a

larger pressure drop in the liquid phase compared to the gas phase. This implies that the

phase change interface will be closer to the inner edge (upstream side) of the porous medium,

such as in Figure 4.18.

The permeability of a porous media to flow of a gas is dependent on the flow itself,

not just the physical structure; this is especially true for non-continuum gases [97, 98]. Kg

becomes a function of the mean free path of the gas (which determines its flow regime),

and the mean free path of the gas depends on temperature, pressure, and the molecular

diameter of the gas. As such, Darcy’s law does not hold for non-continuum flow. Knudsen

found what is widely known and accepted as the Knudsen paradox or Knudsen minimum:

traditionally, as in continuum flow modeled by the Navier-Stokes equation and Darcy’s Law,

mass flux decreases with a decrease in pressure (and increase in Knudsen number). However,

there is an observed minimum mass flux at Kn = 0.8, after which the mass flux increases

with a further decrease in pressure (increased rarification) [99, 100]. This phenomena is

due to the presence of the slip condition at the walls of the structure through which the

non-continuum gas flows. The slip condition, in which the gas flowing along a solid wall has

a non-zero velocity with respect to the wall, is not captured in Poiseuille flow theory. The

wall slip increases the gas flow through the medium, thus increasing the overall permeability

coefficient [97].

Klinkenberg found that the permeability coefficient for a non-continuum gas does not

depend on the pressure drop (∆p), rather it depends on the average absolute pressure of

the vapor in the porous medium, p̄g. The relationship between a gas’ degree of rarefication,

its mass flux, and a porous media’s permeability to that gas is not intuitive so qualitative

conclusions cannot be drawn. The permeability coefficients for porous media with non-

continuum flow must be inspected quantitatively. If the flow is in the slip-regime (0.001 <

Kn < 0.1), the Klinkenberg correction factor can be used to capture the effects of slip on

the increased permeability coefficient [97, 98, 100]. Because the sublimator water vapor is
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in the transition and rarefied regime, the Knudsen correction factor, fc, is used instead to

find the permeability coefficient [101]:

Kg = fcKl (4.26)

where Kl is the intrinsic permeability coefficient for a liquid. The Knudsen Correction factor

(fc) has been explored both theoretically and experimentally and is reviewed at length in

other sources [101, 102]. The theoretical definition is [103]:

fc = 1 +
A

p̄g + B/p̄2g

where p̄g is the average pressure of the vapor in the porous medium (Pa) and

A = C1 (8µ/d)

√
πR

T
B = C2 (8πRT ) (µd)2

where µ is the dynamic viscosity of the vapor (Pa · s), d is the diameter of a pore (m), R is

the gas constant for water (J/kgK), and T is the vapor temperature in Kelvin. C1 and C2

are identified in Tang, et al. [103].

Table 4.3: Pressure drop and permeability values for porous media samples of varying pore
size and porosity at T = 0◦C.

Max Pore
Size [µm]

Kl [m2] Kg [m2] Kg/Kl

0.2 9.62e-14 1.39e-11 144.95
0.5 3.13e-13 2.49e-11 79.81
2 1.67e-12 4.19e-11 25.15
5 2.00e-12 2.22e-11 11.12
10 5.56e-12 3.41e-11 6.14
20 5.43e-12 1.95e-11 3.59
40 7.81e-12 1.80e-11 2.30
100 4.17e-11 6.34e-11 1.52

Table 4.3 shows the gas permeability values calculated at T = 0◦C for each of the porous

samples from Mott Corporation alongside their published liquid permeability values [72].

Kl was obtained by the manufacturer at room temperature which is within the feedwater
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temperature range in a sublimator. The mass flow rates used by Mott Corporation in com-

puting Kl are greater than the mass flow rates found in a sublimator. Table 4.3 and Figure

4.17 can still be used to illustrate the relationship between liquid and vapor permeability

and the evaporation location. The last column of Table 4.3 shows the ratios of gas to liquid

permeability coefficients, which are proportional to the ratios of pressure drop in the gas

and liquid regions. In Figure 4.17, the Knudsen correction factor for the gas permeability

coefficient was computed for all eight pore sizes over a range of saturation conditions from

0◦C < T < 10◦C (Table 4.3 only shows a single saturation condition). The Knudsen cor-

rection factor is used in Equation 4.26 and the Kg/Kl ratio is computed. As the Knudsen

number increases and the vapor gets more rarefied (lower pressures and smaller pores), the

highly dependent ratio of the vapor to liquid permeability coefficient increases.

Figure 4.17: Ratio of permeability coefficients compared to Knudsen number Note the tran-
sition regime is 10−1 < Kn < 10 and rarefied regime is 10 ≤ Kn.

Note that the values for the lowest Knudsen numbers in the dataset are in the slip

flow regime which requires the Klinkenberg correction factor, not the Knudsen correction

factor. The highest Knudsen number dataset is very rarefied and further work is required to
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determine why the black curve decreases on the rightmost part of the plot. The ratio of the

permeability coefficients is an indicator of the evaporation phase change location. If both the

liquid and vapor permeability coefficients depended on ∆p/L, then the exact evaporation

location could be found with a slope comparison to find their intersection point. However,

the exact interface location cannot be found in this scenario because Kl depends on ∆p/L

and Kg depends on the average pressure. Every single Knudsen number configuration (pore

size, temperature, and pressure) yields a ratio of gas to liquid permeability > 1 because the

porous medium is more permeable to gas than to liquid. If Kg/Kl is exactly equal to 1, then

the evaporation interface would be at the halfway depth of the porous medium. Because

Kg/Kl > 1 for our CubeSat sublimator design, the evaporation interface is upstream toward

the inner edge of the porous medium, as represented in Figure 4.18.

Figure 4.18: Representation of evaporaiton location based on relative permeability coefficients
for liquid water and water vapor.

When the Weber equation is related to the ratio of permeability coefficients, some dis-

crepancies are noted. For example, at a pore size of dpore = 5 µm and vapor temperature of

1◦C, Kn ≈ 4 so the flow is in the transition regime which corresponds to the right end of

the yellow line in Figure 4.17. In this case, Kg/Kl is approximately 12. This means that the

porous medium is about twelve times more permeable to water vapor than to liquid water.

This is reflected in the vapor region thickness calculation using the Weber equation in Figure

4.16. The vapor region occupies almost all of the porous medium (depending on the applied
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heat flux). Discrepancies are found because the ratio of permeability coefficients is never less

than one, which implies that the evaporation phase change interface can never be in the up-

stream half of the porous medium. This is not supported by the Weber equation calculations,

where the vapor region thickness spans almost the entire porous media from 0.25mm up to

1.5mm, depending on the evaporation temperature/pressure and pore size. While both the

permeability comparison and Weber equation provide different ways of understanding how

the evaporation location can be obtained, the knowledge gaps are especially evident because

the transition regime is the most difficult to model. Moving forward, the Weber Equation

discussed in Section 4.6.2.3 is used to find the vapor region thickness in the evaporation and

sublimation modes. In the evaporation mode, the temperature and pressures will be higher

and Figures 4.8, 4.13, and 4.16, include a range of temperatures/pressures which cover both

the sublimation (T < 0◦C) and evaporation (T > 0◦C) conditions.

4.8 Combining Models

The conduction equations and the Weber equation are combined to develop a new model,

resulting in a plot showing the temperature at key interfaces, the location of the freezing

interface if applicable, and the location of the sublimation or evaporation interface. As

previously mentioned, both the conduction analysis (the “inside-out” perspective) and the

rarefied flow through porous media (the “outside-in” perspective) are used to obtain the

depth to which the feedwater penetrates the porous medium, the location of the ice formation,

the ice thickness, and the phase change interface location.

Figure 4.19 is a zoomed-in look at Figure 4.20 to show the significance of each point

on the plot. In the section labeled “Porous Media”, the leftmost dot (at the feedwater

gap-porous media interface) represents the location where the feedwater enters the porous

medium. The second dot represents the location where the temperature reaches 0◦C and ice

forms, and the third dot represents the location where the ice sublimates. The empty space

to the right of each curve indicates the vapor space. The slope of the temperature curve in

the feedwater/porous media and ice/porous media are different because those two sections

have different effective thermal conductivity values.
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Figure 4.19: Zoom-in of temperature profile in Figures 4.20 - 4.23 to point out the meaning
of each point.

Figure 4.20: Temperature profile within sublimator which incorporates both the solution to
the conduction equations and the Weber equation.

However, because ϕ = 15% and most of the porous medium is the same metal structure,

it is hard to visually discern the two different slopes. Figure 4.20 shows a scenario in which

the porosity is ϕ = 15%, the average pore radius is r = 2 µm, and the phase change interface

is Tsv = −0.25◦C. The temperature of the heat source can be maintained between 15◦C
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and 35◦C while rejecting anywhere between 6 and 12 kW/m2 of waste heat. The sublimator

sizing in Chapter 3 with 50 W waste heat and a surface area of 50 cm2 yieldsd a heat flux of

10 kW/m2, which is within the range used here. The larger the heat flux, the smaller

the ice thickness and the farther downstream the ice is formed.

Figure 4.21 shows a relative visualization of each sublimator layer for the case of maximum

heat flux (q” = 12 kW/m2) from the temperature distribution plot in Figure 4.20. This

visualization emphasizes the thin ice and vapor layers which exist so that the heat source

can maintain an operating temperature using a sublimator.

Figure 4.21: Visualization of sublimator with q” = 12 kW/m2, ϕ = 15%, Tsv = −0.15◦C,
r = 1.56 µm
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Figure 4.22: Heat flux versus phase change location. Sublimater “layers” are rotated 90◦.

Figure 4.22 shows another way to visualize the distribution of feedwater, ice, and vapor

within the porous medium as a function of the applied heat flux. While Figure 4.20 shows a

snapshot of the various phases within the porous medium for four distinct heat fluxes, Figure

4.22 shows a similar relationship with the sublimator layers oriented bottom-to-top instead

of left-to-right. Over a continuous heat flux range on the x-axis, the ice and vapor layers

decrease with an increase in heat flux as discussed in Sections 4.5 and 4.6.2.3. Once again,

an increase in heat flux pushes out the freezing interface and causes a thinner ice layer.

Figure 4.23 shows an evaporation-only scenario in which the porosity is ϕ = 15%, the

average pore radius is r ≈ 2 µm, and the phase change interface is Tsv = 1.5◦C. The

temperature of the heat source can be maintained between 15◦C and 35◦C while producing

anywhere between 6 and 12 kW/m2 of waste heat. If the pore size, porosity, or heat rejection

requirement were to be changed to a design that is not physically feasible, the plots would

reflect that, as seen in the Realizability discussion in Section 6.5. Changing the porous

medium design space, namely the porosity and pore size, affects the feasibility of waste heat

rejection while maintaining a temperature within operating limits. The same is true for the

80



sublimation scenarios as well.

Figure 4.23: Temperature profile within sublimator which incorporates both the solution to
the conduction equations and the Weber equation for the evaporation case [104].

Since we have focused on post-startup, steady-state operation, the evaporation mode was

not the focus of this research, and more exploration is required to determine the conditions

under which evaporation may occur. More specifically, it is expected that small differences

in sublimator manufacturing and the porous medium microstructure could lead to spatial

differences in temperature throughout the volume of the sublimator. This would likely lead

to certain areas of the porous medium in which ice forms and sublimation occurs, and other

areas in which only evaporation occurs. Temporal differences may be found as the heat

flux fluctuates throughout a mission, leading to a combination of sublimation and evapora-

tion depending on the waste heat output from the heat source. In addition, there may be

a cyclical nature of alternating evaporation/sublimation, even after the transient start-up

period and even with a constant heat flux applied to the sublimator. This alternating evap-

oration/sublimation cycle was introduced in Section 1.3 but merits additional exploration

and modeling. As previously mentioned, there has been no experimental observation of the

presence of ice, nor its location or thickness. As shown in the temperature distribution plots,
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there are a number of possibilities for the location and thickness of ice formation, each each

with their own thermodynamic implications:

• If ice forms on the upstream side of the porous medium, then the geometry of the

porous medium significantly affects the vapor pressure drop through its depth. The

vapor pressure drop contributes to the determination of pressure at the ice sublimation

interface. This pressure is considered in determining the relationship between the

sublimation rate, heat rejection rate, and design feasibility.

• If ice forms on the downstream side of the porous medium, then the porous component

contributes to the heat rejection process by limiting water flow rate via surface tension

during transient start-up. Here, porous media geometry is only a factor in liquid

permeability calculations because there is minimal vapor flow through the pores.

• If ice forms somewhere within the porous medium, then the microstructure geometry

affects the water vapor flow and pressure and, by extension, the sublimation rate and

heat rejection rate. In addition, the temperature of the metal surrounding the pores

influences the water/ice temperature, and thus the sublimation rate and heat rejection

rate.

Regardless of the sublimator porous media design choices (i.e. material, pore size, poros-

ity, tortuosity, and thickness), the sublimator may experience a full range of heat fluxes

which would shift the ice location throughout the depth of the porous medium. As a result,

the three bullets listed above are all applicable: the geometry of the porous medium affects

both the liquid water and water vapor flow.

4.9 Summary

Inputs to the sublimator model proposed above include, but are not limited to, the surface

area and thickness of the porous medium, the range in heat flux from waste heat, and the op-

erating temperature limits for the payload. The sublimator outputs include the temperature

distribution through the porous medium, the location of the ice formation and the sublima-

tion interface, the saturation temperature/pressure, and the pressure gradient in the vapor
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phase. This chapter demonstrates that the sublimator porous media temperature is very

near the triple point of water, and the sublimation interface is at or below the triple point

of water. The heat flux from the source and conduction through the sublimator structure

determine the location of ice formation. Conduction through the sublimator, combined with

the pressure drop in the vapor space, determine the location of the sublimation interface.

This chapter also describes porous media, rarefied flow, and how the Weber equation is used

to obtain the pressure drop in the vapor space, as well as some of the shortcomings of the We-

ber equation with respect to the Knudsen paradox. The evaporation case was explored both

qualitatively and quantitatively, with a focus on the permeability relationships as insight

into the connection between liquid and vapor pressures and evaporation location. Lastly,

the conduction and flow models were combined to obtain a holistic look at the sublimator in

terms of both temperature and pressure, which offers insight and a visual representation of

the phase change processes within the porous medium. The next chapter discusses the sam-

ple porous components which were imaged as well as a rarefied flow experiment conducted

using porous filters.
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Chapter 5

Hardware Characterization &

Experiment

The previous chapters discussed how the evaporation/sublimation process may occur within

porous media. This chapter discusses the physical hardware used to explore the phenomena

from Chapter 4. There are two main objectives for which porous medium samples are used.

Table 5.1 below outlines the two objectives.

Table 5.1: Hardware Characterization & Experiment Goals

Objective Porous Medium Approach Desired Results

1

Compare theoretical
descriptions of

porous media to 3D
sample scans and

physical parameters.

Sample porous
discs from

Mott Corp. [72]

X-Ray Computed
Tomography

Scans &
Post-Processing

of 3D Images

porosity (ϕ)
pore size (r)

thermal conductivity (k)
tortuosity (τ)

permeability (K )

2
Validate the Weber

model with
experimental data.

Filter from
Swagelok (with
a porous plug

from Mott Corp [75])

Conduct rarefied water
vapor flow experiment

at NASA Goddard Space
Flight Center

Relationship between
mass flow rate (ṁ)

& pressure drop (dp/dx)

The Swagelok filter’s porous plug (Objective 2) could not be imaged in an X-Ray machine

because it is encased in stainless steel. Both porous media used are sintered 316L Stainless

Steel from Mott Corporation with pore size and porosity reported from the manufacturer,

outlined in Table 5.2. 3D image scans were taken of sample discs with smaller pore size (0.2

µm up to 5 µm), but the X-Ray resolution was not fine enough to yield good quality images

so they are not included.
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Table 5.2: Description of Porous Medium Hardware from manufacturers [72, 75].

Porous Medium
Type

Avg. Pore
Diam. [µm]

Overall
Thickness

[mm]

Overall
Diam. [mm]

Porosity

Sample Disc 10 1.57 25.4 44%
Sample Disc 20 1.57 25.4 47%
Sample Disc 40 1.98 25.4 50%
Sample Disc 100 2.36 25.4 54%

Swagelok Filter 0.5-2 6.35 6.35 27-36%

5.1 3D Imaging

The sample porous discs were taken to Dr. Douglas Rowland at the UC Davis Center for

Molecular and Genomic Imaging (CMGI), who in turn partnered with Sigray [105] to obtain

high-powered 3D images using X-Ray Computed Tomography (CT) scans. The scans are

described as follows:

Table 5.3: X-Ray CT scanner configuration [105].

Parameter Large Field of View High Resolution
Voxel size 9.7 um 4.7 um
Voltage 150 kVp 150 kVp
Power 18.4 W 17.5 W

Number of views 3601 4801
Exposure time per view 2.0 sec 1.8 sec

Total exposure time 2 hrs 2.5 hrs
Field of view 28.5 mm x 22.3 mm 13.8 mm x 10.8 mm

The 3D images in this section were rendered using Dragonfly software, Version 2022.2 for

Linux [70]. Regions of Interest (ROI) were created by cropping a volume of the image of a

full disc and the ROIs were split using the Otsu threshold approach to represent the metal

substrate (“foreground”) and void space (“background”). The Otsu threshold categorizes

each voxel (volumetric pixel) intensity in a manner which minimizes the variation in intensity

within the foreground and background categories [106]. Dragonfly was then used to obtain

the porosity of the sample porous discs for each ROI to compare with the values reported

by the manufacturer, shown in Section 5.1.1, Table 5.4.

As previously discussed, it is common to model a porous medium as a bundle of capil-

lary tubes, as was done in this research. The Dragonfly software screenshot in Figure 5.1
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qualitatively illustrates the limitations of this approach: visually, it is difficult to identify a

distinct pore volume and flow path. In the cross-sectional visualizations, the magenta areas

are the solid stainless steel microstructure and the green areas are the void spaces. Note

that this sample has much larger pores and a much greater porosity than the porous medium

typically used in sublimators.

Figure 5.1: Screenshot of Dragonfly: X-Ray of 100 µm pore size, 10 µm voxel, FDK. The
magenta areas are the solid stainless steel microstructure and the green areas are the void
space.

5.1.1 PuMA

The 3D images from Dragonfly were imported into the Porous Microstructure Analysis

(PuMA) software [71, 107]. PuMA was used to compute effective material properties of

the sample discs, which can help to quantitatively illustrate the limits of the Weber model.

PuMA computations were used to obtain tortuosity (τ), used in Equation 4.20 in Section

4.6.2.3. Appendix A provides more details of the settings used in PuMA to obtain these val-

ues. PuMA can also be used to compute the and thermal conductivity (k), the characteristic

length (r), which in this case is comparable to the median pore diameter, and permeability

(K ) but the computation for that is out of the scope of this research.

The different types of tortuosity were introduced in Section 4.6.2.1. The diffusion tortu-

osity computed in PuMA utilizes a particle-based solver which is appropriate for any flow
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regime [78]. Based on a conversation with Dr. Joseph Ferguson, one of the creators of

PuMA, it was deemed appropriate to use the particle-based computation method to solve

for the tortuosity in the continuum flow regime. The diffusion tortuosity in the continuum

regime could then be used in the Weber Equation (Eqs. 4.20-4.23) as a scaling factor to the

capillary tube length as if it were the geometric tortuosity [108]. In the future, the thermal

conductivity values could be used in the conduction equations in Chapter 4 after comparing

these results to the thermal conductivity calculations from Equation 4.7 [66, 67].

When a 3D Tiff file is imported into PuMA, a range of intensity (1-255) must be input

to differentiate between voice space (darker colors) and solid structure (lighter colors). The

void space intensity range was chosen to yield a porosity that matched the porosity obtained

in Dragonfly. Figure 4.10 shows a 3D rendering of two of the sample discs.

Table 5.4: Comparison of Manufacturer & Computed Specifications for Sample Discs.

Avg. Pore
Diam., r [µm]

Porosity
ϕ

Tortuosity
τ

Mott Mott Dragonfly
Continuum
(Geometric)

Transition
(Diffusive)

10 44% 39% 1.877 3.587
20 47% 39% 2.055 3.952
40 50% 40% 1.619 2.878
100 54% 54% 1.583 2.118

Table 5.4 shows some parameters used to describe porous media obtained from the man-

ufacturer, from Dragonfly, and from PuMA. Note that the tortuosity was calculated using

two mean free path values: one in the continuum flow regime with a very small mean free

path, per Dr. Ferguson’s suggestion, and one in the transition regime calculated at water’s

triple point temperature and pressure. There does not appear to be a relationship between

the average pore diameter, porosity, and tortuosity. Further research is required to better

understand the PuMA findings. The sample porous disks used in the Dragonfly and PuMA

analysis are larger than the porous medium used in sublimators, and there is not a clear

understanding as to how the information from more porous samples with larger pores trans-

lates to less porous components with smaller pores. Only a sampling was taken for Table 5.4

and Appendix A archives more data collected about the porous discs using PuMA. When the

87



porosity of a component is less than 50%, there are many twists, turns, and pockets in the

structure with gaps that are much smaller than the reported average pore size. According

to Dr. Ferguson, the characteristic length calculated from PuMA should be significantly

smaller than the reported pore diameter. This expectation will be verified with research in

the near future. The manufacturer’s average pore size was used in calculations because more

in-depth research is required to determine the accuracy of using the characteristic length

from PuMA for other computations such as the Weber model. The use of Dragonfly and

PuMA to help quantitatively characterize porous media was interesting and informative, but

the author’s current understanding limits the level to which these characterizations may be

integrated with the Weber model for diffusion of rarefied vapor in porous media.

5.2 Water Vapor Flow Experiment

This section discusses the experimental validation of the Weber equation for modeling a

concentration-driven vapor diffusion through porous media at any flow regime, including

rarefied flow. This experiment was conducted at NASA Goddard Space Flight Center with

the support of the Thermal Engineering Branch (Code 545), specifically the Thermal Tech-

nology Development and Demonstration (T2D2) Facility. The goal of this experiment is to

validate the Weber equation by obtaining the relationship between mass flow rate (ṁ) and

pressure drop (∆p) across a porous medium of rarefied water vapor.

5.2.1 Experimental Set-Up

In order to obtain the ṁ/∆p relationship, deionized (DI) water vapor must flow through

a porous filter in low-vacuum conditions. Figures 5.3 and 5.4 show the schematic and ex-

perimental set-up, the focal point of which is the Swagelok test filter with a porous plug

described in Table 5.2. Figure 5.6 shows the filter assembly portion of the set-up. The water

vapor is sourced from degassed liquid DI water inside a stainless steel reservoir, shown in

Figure 5.5.

An experiment trial first begins when Valve 1 in Figure 5.3 is opened and the liquid water

in the reservoir is exposed to vacuum via flow through the porous element/filter. The liquid
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water begins to evaporate and its water vapor flows through the test apparatus, through the

test filter, into the vacuum chamber, and out of the low vacuum pump. The temperature

of the water, and thus the saturation temperature of the water (both vapor and liquid) is

determined by the chiller bath in which the reservoir is fully submerged. The saturation

temperature of the liquid water/water vapor determines its saturation pressure. Eleven

experimental trails were completed with saturation temperatures ranging from -4◦C to +5◦C

and each lasting approximately 3.5 hours. During the trials when the water temperature

was sub-zero ◦C, the water in the reservoir would freeze. The reservoir was not completely

filled with water to allow for vapor space and expansion during freezing. In order to prevent

liquid droplets from creeping along the tubing and entering the porous plug, a long vertical

tube section was placed between the water reservoir and the test filter. In addition, a small

glass tube section was added for visual confirmation that there were no liquid water droplets

in the flow during the experiment.

Mass flow rate is obtained by measuring the weight of the liquid water (and the water

reservoir) before and after each experimental trial. While this approach may seem rudimen-

tary, it is the most reliable and cost-effective means to obtain the water utilization. Section

5.2.2 shows the validity of this measurement approach in terms of steady-state assumptions

and the effects of uncertainty.

The temperature of the entire test apparatus was maintained at or near room tempera-

ture to ensure the water vapor would be superheated, where its actual temperature is greater

than its saturation temperature (−4◦C to +5◦C compared to 20 − 25◦C). Relatively warm

equipment prevents condensation on any surfaces in the set-up, especially in the porous filter

where the presence of liquid water could block pores and affect the results. Figure 5.2 shows

the temperature and pressure configuration used in the experiment relative to the phase

diagram of water.
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Figure 5.2: Phase diagram for water with experiment parameters.
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In Figure 5.3, it should be noted that the section between Valve 10 and the vacuum

chamber (the red-orange tube section) as well as the high vacuum turbo pump are only used

for rapid pump down in-between experimental trials. In addition, nitrogen is flowed directly

into the low vacuum roughing pump to prevent the condensation of water vapor in the pump

during an experimental trial and the other N2 sources are only utilized in-between trials.

Figure 5.4: Full experimental set-up.
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Figure 5.5: Water reservoir in chiller bath. PRT probe is taped to the outside of the stainless
steel reservoir. Valves 1-3 and the relief valve are also visible and low vacuum pump is in the
background.

Figure 5.6: Test filter assembly, including pressure sensors (top) and temperature sensors
(bottom). Water vapor flows from right to left in this image and entrance to vacuum chamber
is seen on the left.

5.2.1.1 Sensors Suite

The two thermodynamic state variables measured were pressure and temperature. Table

5.5 lists the two pressure sensors, two temperature sensors, and associated data acquisition

systems, including each item’s accuracy and resolution data, if applicable. The pressure and

temperature sensors in this table can also be found on the schematic (Figure 5.3) denoted

by “P” (pressure), “PT100” and “TC” (temperature).
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Table 5.5: Description of pressure, temperature, and mass sensors used in experiment.

Measurement Description Mfr. Accuracy & Uncertainty

Pressure x2
(near filter)

Baratron, Capacitance
Manometer, Absolute
Pressure Transducer,

10 torr range, 0-10 VDC

MKS

Non-linearity, hysteresis,
non-repeatability:
±0.12% of reading
Confidence Level: 3σ
Resolution: 1 mtorr

Pressure
(in chamber)

Baratron, Capacitance
Manometer, Absolute
Pressure Transducer,

10 torr range, 0-10 VDC

MKS

Non-linearity, hysteresis,
non-repeatability:
±0.25% of reading
Confidence Level: 3σ
Resolution: 1 mtorr

Pressure
(filter, chamber)

Digital Multimeter (DMM)
PXIe-4081, 7.5 digit,

reads voltage

National
Instruments

10.5 ppm of reading +
0.5 ppm of range

Pressure
(filter, chamber)

Multiplexer PXIe-2527,
reads voltage 0-10V scale

National
Instruments

No uncertainty. (3 channels,
sampling at 3.4 Hz and
recording each channel
at 1 Hz)

Temperature
(reservoir)

Platinum Resistance
Thermometer (PRT) probe,

Resistance Thermometer
Detector (RTD), PT-100

Omega
Engineering

1/10 DIN =
±1/10 ∗ (0.3 + 0.005T )
−3◦C: ±0.0285Ω
1◦C: ±0.0305Ω
5◦C: ±0.0325Ω

Temperature x2
(filter)

Thermocouple probe
Omega

Engineering
Greater of 0.5◦C or 0.4%

Temperature
(reservoir)

DMM Keithley 6500,
6.5 digits, reads resistance

Tektronix
0.0075% of reading +
0.0020% of range
Resolution: 100 µΩ

Temperature
(filter, external,

chamber)

Multiplexer PXIe-4353,
Temperature input module,

reads voltage

National
Instruments

±2µV

Mass VWR Balance 3002E Avantor
Resolution: 0.001g
Linearity: ±0.03g

5.2.2 Results: Flow Regime

The next section steps through the propagation of uncertainty for the pressure and tem-

perature measurements taken during the experiment. There are a number of assumptions

which were made so that the experimental data could be compared to the Weber model.

The following pages review each assumption to show why the assumption is valid. First, it

should be noted that the water vapor throughout the porous plug is well within the rarefied

94



regime, as depicted in Figure 5.7.

Figure 5.7: Knudsen number as determined by pore size and water vapor saturation pressure,
where T = 21◦C (average superheated water vapor temperature). The horizontal plane divides
the transition and rarefied regimes and the red lines show the vapor pressure range in the
experiment.

5.2.3 Results: Uncertainty Analysis

The pressure and temperature measurement errors derived in this section are used for plot-

ting purposes in the subsequent sections. A pictorial representation of the propagation of

uncertainty in pressure measurements is shown in Figure 5.8.
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Figure 5.8: Propagation of uncertainty in pressure measurements.

The error in the pressure measurement is due to (1) the pressure transducer and (2) the

digital multimeter. The pressure transducers upstream and downstream of the test filter

are denoted P1 and P2, respectively, and have a linearity error ϵp,x = ±0.12% of the voltage

reading. The DMM has a linearity error of ϵp,y1 = 10.5ppm of the reading and a zero-error of

ϵp,y2 = 0.5ppm of the range (10V); note that ADC sampling error is included in the reported

errors. The total error is

ϵP =
√

(ϵPx + ϵPy1)
2 + (ϵPy2)

2

which is added to each pressure measurement as P̃ = P ± ϵP . Note that ϵPx and ϵPy1 are

both dependent on the reading so they are added together and ϵPy2 is independent of the

reading so it is added in quadrature.

The error calculation for ∆p is similar, where ϵ for each pressure measurement is inde-

pendent so the errors are added in quadrature, where ϵP1 = ϵP2 :

ϵ∆p =
√

(ϵP1)
2 + (ϵP2)

2

A visual representation of the propagation of uncertainty in temperature measurements

is shown in Figure 5.9.
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Figure 5.9: Propagation of uncertainty in temperature measurements.

The error in the PRT measurement is due to (1) the PRT and (2) the DMM. The PRT

probe has an accuracy of 1/10 DIN, which is ϵTx = ±1/10 ∗ (0.3 + 0.005T ) where T is the

target temperature being measured (Tsat). The DMM has a linearity error of ϵTy1 = 0.0075%

of the resistance reading and a zero-error of ϵTy2 = 0.0020% of the range (100Ω). Similar to

the pressure measurement error, the total error is

ϵT =
√

(ϵTx + ϵTy1)
2 + (ϵTy2)

2

which is added to each PRT temperature measurement as Ω̃ = Ω±ϵT . The resistance reading

is then converted to temperature according to published tables [109].

5.2.4 Results: Assumptions & Observations

There are four assumptions about the flow in this experiment: (1) ideal gas, (2) isothermal,

(3) low mach number, and (4) steady-state. The first three assumptions are addressed below

and the fifth assumption is addressed in Section 5.2.7. In addition, there are two observations

of interest about this flow: (1) adiabatic and (2) isenthalpic. These assumptions must hold

true so that the experimental data can be compared to the Weber equation. The two

observations, while not independent requirements, are important to discuss nonetheless.

5.2.4.1 Assumption #1: Ideal Gas

The Weber model uses an ideal gas assumption. The pressure and temperature of the water

vapor used in the experiment determine if the suprheated water vapor is close to an ideal
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gas. There are two approaches, described below, to determining the validity of the ideal gas

assumption.

The compressibility factor, Z, indicates how much a real gas has deviated from an

ideal gas. It is defined as the ratio of molar volumes of a real gas compared to an ideal gas at

the same temperature and pressure [23]. The closer to 1 the compressibility factor, the more

like an ideal gas. Table 5.6 shows the compressibility factors computed for each experiment

trial scenario of suprheated vapor and a saturation pressure (dictated by the liquid water

reservoir temperature) [18]. In all cases, Z is very near 1 so the ideal gas assumption is valid.

The flow through a filter with a porous plug can be thought of as flow through an expan-

sion nozzle. The Joule-Thompson coefficient is a measure of the change in temperature

with respect to a change in pressure at constant enthalpy [23]:

µJ =

(
∂T

∂p

)
h

Because µJ is a function of three thermodynamic properties, it is also a state property.

During the experiment, water vapor flows into the porous plug at T1, p1 and expands through

the plug to a lower pressure, p2. When the temperature at the outlet (T2) is measured, the

Joule-Thomson coefficient can be obtained. Gas expansion under these conditions is known

as throttling. The state at the outlet, as determined by p2 and T2, has the same enthalpy

as the inlet. On an isenthalpic curve (T-p diagram), the slope of each curve is the Joule-

Thompson coefficient. There are three distinct conditions found on an isenthalpic curve on

a T-p diagram and highlighted in Figure 5.10.

• Inversion State: µJ = 0, inlet conditions equal outlet conditions. This is the case for

an ideal gas.

• Conditions to the right of the inversion state: µJ < 0, temperature increases with a

decrease in outlet pressure.

• Conditions to the left of the inversion state: µJ > 0, temperature decreases with a

decrease in outlet pressure.
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Figure 5.10: Isenthalpic curves on p-T diagram showing Joule-Thomson coefficient ranges
[110].

Table 5.6 shows the Joule-Thomson coefficient computed for each experiment trial and

in all cases, µJ is very near zero so the ideal gas assumption is valid.

Table 5.6: Compressibility Factor and Joule-Thomson Coefficient for supreheated water vapor
in experiment [18].

Tsuperheat

[◦C]
Tsat

[◦C]
psat
[Pa]

Z µJ [◦C/Pa]

21 -4 437.45 0.99976 0.0002545
21 -3 476.04 0.99974 0.0002548
21 1 611.15 0.99967 0.0002563
21 0 657.09 0.99964 0.0002568
21 5 872.58 0.99952 0.0002600

The superheated vapor at the porous plug inlet can be characterized as an ideal gas. As

the pressure decreases through the depth of the plug, the gas moves farther away from the

vapor saturation line into the ideal gas region. Thus, the assumption is valid throughout the

plug.

5.2.4.2 Assumption #2: Isothermal

The temperatures of the water vapor at the inlet and outlet of the porous plug are sta-

tistically the same, as seen in Figures 5.11 to 5.15. To further support this assumption,

enthalpy is considered in Section 5.2.4.5. More specifically, in an ideal gas flow through an

99



expansion nozzle, enthalpy only depends on temperature. If the enthalpy is constant, then

the temperature of a substance does not change and the flow is isothermal.

There is an apparent periodic nature of the temperature data which can be attributed to

the lab environment. The heating, ventilation, and air conditioning (HVAC) system cycles

about evey 20 minutes (1200 seconds). The experimental set-up is not isolated from the lab

environment, so it is subject to HVAC cycles and resulting slight temperature fluctuations. It

should also be noted that during the winter months (when this experiment was conducted),

steam is flowed into the building to increase the humidity in the rooms. This helps the

humans be more comfortable but is not ideal for equipment. The temperature range seen

here is expected and reasonable. The more significant temperature information is related to

the superheat: the measured temperatures during the experimental trials are at least 15◦C

greater than the saturation temperatures.

Figure 5.11: Temperature data across filter for T = −4◦C.
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Figure 5.12: Temperature data across filter for T = −3◦C.

Figure 5.13: Temperature data across filter for T = 0◦C.
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Figure 5.14: Temperature data across filter for T = 1◦C.

Figure 5.15: Temperature data across filter for T = 5◦C.

Thus, comparison between the Weber equation and the experimental data is valid.

5.2.4.3 Assumption #3: Low Speed Flow

Mach number, M, does not appear in Weber’s equation, so it is important to demonstrate

that the data collected is low speed flow before using it for model validation. It may seem

obvious that the flow has a low-mach number because it is much less than the speed of

sound, but it is prudent to calculate the mach number because the porous plug does act as
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an expansion nozzle where the potential for high mach flow exists. The mach number is the

ratio between a flow’s velocity and the speed of sound at the flow conditions:

M =
V

c
(5.1)

where V is the flow velocity calculated from experimental data and c is the speed of sound

from RefProp [18].

V =
ṁ

ρA
(5.2)

The mass flow rate is taken from the experimental data. The area is the cross-sectional area

of the porous plug times the porosity ϕ: A = 2.23 ∗ 10−4 m2 [72]. The density is calculated

from the ideal gas law under the experimental conditions for every temperature trial, from

the inlet to the outlet of the porous plug using

ρ =
PMH2O

RT
(5.3)

The Knudsen number through the porous plug is calculated using Equations 4.18 and 4.19.

It is possible that the flow of an individual water molecule is greater than the values used

in these calculations, but not enough to make a significant difference in mach number. The

two plots below show the Mach number of the flow throughout the depth of the porous plug,

from the inlet to the outlet, all of which is well below M = 0.3. In Figure 5.16, the Mach

number is plotted over the Knudsen range that describes the flow (diffusion) through the

porous plug, illustrating the very low speed nature of the flow. The Knudsen number is cut

off at Kn = 100, even though the Knudsen number of the water vapor at the porous plug

outlet is up to two magnitudes greater. This is because at such rarefied flows, the mach

number holds little meaning; speed of sound cannot really exist if there is no continuous

medium through which the energy can travel. In summary, the experimental data can be

appropriately used to validate the rarefied diffusion model outlined in Chapter 4.
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Figure 5.16: Mach number versus Knudsen number along the porous plug for each set of
temperature trials.

5.2.4.4 Observation #1: Adiabatic

The vapor diffusion is adiabatic (no heat transfer between the flow and its surroundings), as

observed in the temperature measurements. There is no significant difference between the

temperature of the water vapor flow in the filter (measured with probes at the upstream and

downstream sides of the flow section) and the external temperature of the tubing, measured

with thermocouples taped to various locations on the tubing. Figure 5.3 shows the locations

of the two temperature probes upstream and downstream of the filter and the two external

thermocouples, as well as the five thermocouples inside the vacuum chamber. Figures 5.18

and 5.17 show the average thermocouple temperature measurement for the filter (two mea-

surements), long tube (two external measurements), and vacuum chamber (5 measurements)

for all 11 trials. Note that error bars are not shown on these plots; the plots are meant to

show the proximity in temperature for all the measurements to illustrate the adiabatic nature

of the flow. The y-axis for all the plots spans 2.5 degrees near room temperature and the

difference between the filter, long tube, and vacuum chamber are within one degree. This

small difference is often within the measurement confidence interval, as is discussed in more
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detail later in this section.

Figure 5.17: Continuation; thermocouple temperatures in support of validity of adiabatic
assumption. Note the y-axis range is only 2.5 degrees and the confidence intervals are not
shown.
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Figure 5.18: Thermocouple temperatures in support of validity of adiabatic assumption.
Note the y-axis range is only 2.5 degrees and the confidence intervals are not shown.

5.2.4.5 Observation #2: Isenthalpic

If a flow is considered an ideal gas, at low speeds, and isothermal, then it will be isenthalpic,

rendering this observation redundant [23]. Adiabatic flow going through a “restrictor” or

throttling valve, such as the porous plug, is isenthalpic- another reason why this observation

is somewhat redundant. That being said, it is important to understand the nature of this
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vapor flow from many perspectives, and temperature-pressure-enthalpy relations can be used

to verify the validity of the ideal gas assumption. Table 5.7 shows the difference between

measured and idealized outlet temperature for each trial. The first two columns, Tsat, show

the 11 trials for the water vapor saturation temperatures between −4◦C and +5◦C. The

median values of the measured Tinlet and pinlet are taken over the trial duration, and the

associated enthalpy, hlv, is found from NIST’s MiniRefProp database using the inlet condi-

tions [18]. The median of the measured poutlet is also taken over the trial duration. Then, the

outlet pressure and enthalpy from MiniRefProp are used to find the expected ideal Toutlet

as if the flow were isenthalpic. The median of the measured Toutlet is taken over the trial

duration and compared to the expected outlet temperature. The ∆T between the measured

and expected outlet temperature is indicative of the validity of the isenthalpic, ideal gas, and

isothermal assumptions. Table 5.7 shows the measured and computed values for the afore-

mentioned approach, the result of which is a temperature difference between the measured

outlet temperature and idealized outlet temperature of less than ±0.5◦C, which supports

these assumptions and observations.

Table 5.7: Temperature - pressure - enthalpy comparison for ideal gas and superheated water
vapor in experiment.

Tsat[
◦C]

(Goal)

Tinlet

Meas.
[◦C]

Pinlet

Meas.
[Pa]

hlv

Ideal
[∗106J/kg]

Poutlet

Meas.
[Pa]

Toutlet

Ideal
[◦C]

Toutlet

Meas.
[◦C]

∆T
[◦C]

-4 1 21.711 453.9 2.5416 18.91 21.581 21.429 0.152
-4 2 21.632 437.4 2.5415 18.64 21.527 21.250 0.277
-3 1 21.737 501.7 2.5417 20.26 21.635 21.722 -0.087
-3 2 21.657 481.1 2.5415 19.80 21.528 21.404 0.124
0 1 21.881 607.6 2.5419 22.905 1.743 22.151 -0.408
0 2 20.913 607.2 2.5401 22.934 20.777 20.852 -0.075
1 1 22.039 650.4 2.5422 23.955 21.904 21.936 -0.032
1 2 22.187 651.8 2.5424 23.997 22.012 21.971 0.041
1 3 22.202 651.8 2.5425 23.948 22.065 22.041 0.024
5 1 22.233 863.1 2.5424 28.56 22.013 22.181 -0.168
5 2 21.033 862.2 2.5402 28.69 20.832 20.869 -0.037
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5.2.5 Results: Pressure Drop

Figure 5.19 shows the pressure data for all eleven experimental trials, categorized into the

five target saturation temperatures. ∆P was calculated by taking the difference between

P1, the upstream pressure, and P2, the downstream pressure closer to the vacuum chamber,

at every second. Note that the vacuum chamber presesure was constant and close to zero,

so the plots in Figure 5.19 absolute upstream pressure measurement, p1. There are a few

notable observations:

• As expected, the colder the water vapor saturation temperature, the lower the satura-

tion (upstream) pressure and the smaller the ∆P .

• There is an obvious transient period in the beginning of each trial for the first 500-1500

seconds (about 8-25 minutes). This is discussed in more detail in Section 5.2.7.

• In Tsat = −3◦C, Trial 1, the pressure steadily and continuously decreases because the

water chiller temperature had not fully stabilized so it was still cooling down. That

being said, the relationship between pressure drop and mass flow rate can still be

obtained.
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Figure 5.19: Pressure drop across filter porous plug.

In the trials where Tsat ≥ 0◦C, there is a minor experiment artifact: a drop-off part-way

through each trial duration. The larger the saturation temperature/pressure, the earlier on
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the drop-off occurs and the larger the decrease in pressure. The pressures should generally

trend slightly downward because the system is being actively pumped on, slowly lowering

the saturation pressure over time. Note that the y-axis ranges in Figure 5.19 are zoomed-in;

if the axes instead started at 0 Pa, this drop-off would not be apparent because the pressure

drop-off is less than 1% of the measured pressure values. Figure 5.20 shows the region of

interest when comparing “before” and “after” the sudden pressure drop.

Avg ∆p 
before “drop”

Min ∆p 
after “drop”

Figure 5.20: Pressure drop across filter porous plug (P1 − P2 from experiment schematic)
with labels pointing to the “pressure drop phenomena”.

We have no explanation of this observed decrease in pressure, so the effect of that drop-off

must be demonstrably negligible. Table 5.8 show the values associated with each of those

regions with the small numerical and percentage differences. These differences would not

translate into any detectable change in mass flow rate with the scale used in this experiment.

Table 5.8: Difference in ∆P in the beginning versus end of trials.

Tsat [◦C]
(Target)

Trial
Avg ∆P [Pa]
before “drop”

Min ∆P [Pa]
after “drop”

Difference
[Pa]

Difference
%

0 1 585.3 582.0 3.33 0.57%
0 2 585.3 582.0 3.33 0.57%
1 1 627.3 622.6 4.67 0.74%
1 2 628.6 623.9 4.67 0.74%
1 3 628.6 622.6 6.00 0.95%
5 1 836.6 826.6 10.00 1.20%
5 2 835.9 829.3 6.67 0.80%
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5.2.6 Results: Saturation Temperature Comparison

This experiment involves the measurement of temperature to find pressure at saturation

conditions, and vice-versa. Therefore, the saturation temperature and pressure must be

verified prior to an experimental trial. This verification ensures there are no non-condensable

gases remaining in the experimental set-up (i.e. from the atmosphere) or entrapped air in

the water. Prior to every trial, the relationship between psat and Tsat was verified to within

an acceptable error.

Figure 5.21 shows data for all eleven experimental trials, categorized into the five tar-

get saturation temperatures. The measured temperature did not always match the target

temperature because it was difficult to control the water vapor saturation temperature via

the chiller bath temperature. Each plot shows (1) the temperature of the water vapor as

measured from the PRT probe taped to the outside of the water reservoir (as in Figure 5.5)

in solid lines and (2) the calculated Tsat of the water vapor using the upstream pressure

measurement (P1 in Figure 5.3) in dashed lines. The National Institude of Standards and

Technology (NIST) database [18] was used to calculate the expected water vapor tempera-

ture from measured vapor pressure, so there was no need to compute the propagation of error

in the nonlinear Clausius-Clapeyron Equation 4.15. Note that the error band for the PRT

temperature measurement is significantly greater than the error band for the calculated Tsat

because thermocouples (of which the PRT is a type) have significantly greater uncertainty

than baratron capacitance manometers (pressure sensors), as described in Section 5.2.3.

When Tsat,goal = −4◦C, in Trial 1 the measured temperature is lower than the calculated

temperature, the maximum variation of all the trials, at 0.35◦C. In Trial 2 the measured

temperature is slightly higher than the calculated temperature. When Tsat,goal = −3◦C,

in Trial 1 the measured temperature is lower than the calculated temperature. Both the

measured and calculated temperature values steadily and continuously decrease because this

trial began before the water cooler had stabilized. In Trial 2, the measured temperature is

slightly higher than the calculated temperature. When Tsat,goal = 0◦C in Trials 1 and 2,

Tsat,goal = 1◦C in Trials 1, 2, and 3, and Tsat,goal = 5◦C in Trials 1 and 2, the measured

temperature is slightly higher than the calculated temperature.
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Figure 5.21: Water Reservoir Temperature: Measured from temperature probe and calculated
from measured saturation pressure.

When the measured PRT temperature is higher than the calculated saturation temper-

ature, the temperature difference is just within the PRT accuracy for most of the trial.

The difference can be attributed to the sensor locations: the pressure sensor is directly
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upstream of the filter and the temperature sensor is outside the water reservoir, farther up-

stream. The discrepancies between the expected and measured temperatures (or, conversely,

pressures) are expected because the sensor locations are several feet apart in the experimen-

tal set-up. In addition, the temperature probe is not placed directly in the vapor space in the

water reservoir due to physical limitations of the experimental set-up. Instead, it is placed

outside of the reservoir so it does not capture any evaporation interface cooling due to phase

change, nor does it capture any temperature gradient within the liquid or vapor space in the

water reservoir. This phenomena is reflected in most of the experimental trials where the

measured temperature (near the filter) is slightly higher than the calculated temperature (in

the water reservoir).

Occasionally, the measured vapor temperature (solid lines) is lower than the calculated

vapor temperature (dashed lines). For the first four experimental trials (Tsat,goal = −3◦C

and Tsat,goal = −4◦C), there was an ethanol-water mixture used in the chiller bath to prevent

the circulating fluid from freezing at below-zero temperatures. The chiller bath needed to

be set to a temperature 0.15◦C cooler than the target vapor temperature, so the PRT was

biased cold because the probe was partially exposed to this chiller fluid. In addition, there

was likely a spatial temperature gradient in the chiller bath itself, not just inside the water

reservoir as previously mentioned. The tube from which the circulating fluid exited was near

the PRT probe in the lower half of the chiller bath so the cooler water was likely near the

bottom and the warmer water would be expected near the top of the chiller bath.

Even though there are some slight discrepancies between the saturation temperature and

pressure data, most of them are within the uncertainty range. The discrepancies can be

attributed to experimental set-up, operation, and cooling phenomena in the chiller bath

and/or the evaporation interface. The measured ∆P and ṁ can still be used to obtain

important relationships for both model and assumption verification purposes.

5.2.7 Results: Mass Flow Rate & Steady-State Assumption

The mass flow rate measurement is only valid if the flow reaches steady-state after a relatively

short transient period. After showing a table and plot of the ∆m values, the validity of the

steady-state assumption is explored.
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Table 5.9: Mass flow rate data.

Trial
Tsat [◦C]
(Target)

Measured
Tsat [◦C]

∆m
[g]

∆t
[s]

∆m/∆t
[∗10−8kg/s]

1 -4 -3.9 0.33 12600 2.619
2 -4 -3.9 0.47 12600 3.730
1 -3 -2.55 0.41 12600 3.254
2 -3 -2.8 0.52 12600 4.127
1 0 0.02 0.43 12600 3.413
2 0 0.02 0.50 12600 3.968
1 1 0.95 0.82 12339 6.646
2 1 1 0.77 12420 6.200
3 1 1 0.69 12600 5.476
1 5 4.95 0.83 13520 6.139
2 5 4.95 0.62 12600 4.921

Figure 5.22: Mass flow rate for all experiment trials.

Although there is a linear fit in Figure 5.22, any trend is not immediately obvious. This

is because the Knudsen numbers are greater than the Knudsen minimum (Kn = 0.8) so the

relationship between mass flux and pressure is counter-intuitive: the mass flux may decrease

with an increase in pressure. There is a spread of mass flow rate over the entire collection

range: some data points at the lowest Tsat are very close in value to the mass flow rate data

points from the highest Tsat trials. This may be the effects of non-continuum flow, where an
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increase in mass flux is seen at smaller pressures.

The duration of the transient period and its affect on the measured water mass loss is

captured by looking at the ∆p plots in Figure 5.23. For most trials, the transient period was

small and for a couple trials (Tsat = −4◦C, Trial 2 and Tsat = −3◦C, Trial 2), the transient

period was more significant. In Tsat = −3◦C, Trial 1, the water in the reservoir (the water

vapor source) was still cooling to a steady-state so there is a slight decrease in saturation

pressure and the ∆p measurement throughout the duration of the trial. That being said,

there was still an obvious transient period. In Figure 5.23, the area of the yellow triangle

compared to the entire area under the ∆P - t curve is small, which is shown numerically in

Table 5.10. For almost all the experimental trials, the fraction of the total mass used in the

transient time frame is small, so steady-state flow can be assumed.

Figure 5.23: Pressure drop across porous filter for Tsat = −3◦C, Trial 2. The green rectangle
on the left figure shows the steady-state region and the yellow triangle on both plots show the
transient region.

115



Table 5.10: Extra mass of water utilized during transient period.

Tsat [◦C]
(Target)

Trial
Mass Util.
(transient)

[g]

Total Mass
Utilized

[g]
%

-4 1 0.01074 0.33 3.3
-4 2 0.06218 0.47 13.2
-3 1 0.01346 0.41 3.3
-3 2 0.10663 0.52 20.5
0 1 0.01752 0.43 4.1
0 2 0.02038 0.50 4.1
1 1 0.02723 0.82 3.3
1 2 0.02541 0.77 3.3
1 3 0.02243 0.69 3.3
5 1 0.01960 0.83 2.4
5 2 0.02447 0.62 3.9

5.2.8 Results: Mass Flow Rate - Pressure Drop Ratio

For each trial, the ratio of mass flow rate to pressure drop was computed from measured

data. As seen in Figure 5.19, the measured pressure drop across the filter’s porous plug

often had a detectable but not significant change, so the median pressure for each trial

was used in the ṁ
∆P

calculation. Figure 5.24 shows the mass flow rate/pressure ratio versus

inlet pressure (which is also the saturation pressure of the water vapor). The leftmost points

correspond to the lowest saturation temperatures and the rightmost points correspond to

the largest saturation temperatures.

The two data points for Tsat = 5◦C are slightly lower than the rest of the data points

due to “continuum effects”. Considering the mean free path calculation at the upstream end

of the porous plug (p = 866Pa) and superheated temperature (T = 21◦C), the calculated

mean free path is λ = 15.02µm. Using the largest reported pore size (dmax = 2µm), the

Knudsen number is Kn = 7.5 which is in the transition flow regime rather than the rarefied

flow regime. It is apparent that the mass flow rate shown in Figures 5.22 and 5.24 are

slightly lower than expected for the highest saturation temperature. While the transition

flow regime is not considered continuum, the water vapor flow in the porous plug also may

not be completely rarefied, reducing the flow rate. As discussed in Section 4.7.1, the Knudsen
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minimum occurs near the boundary between transition and free molecular flow during which

the mass flux “reaches a minimum value and then increases with decreasing pressure” [100].

The data points from the trial at the highest saturation pressure are near the Knudsen

minimum which is characterized by a smaller mass flow rate.

Figure 5.24: Mass flow rate per pressure drop for all experimental trials. Note that confidence
interval is not visible on the logarithmic scale.

Table 5.11: Experimental Data of ṁ
∆P

Tsat [◦C]
(Target)

Trial
ṁ
∆P

∗ 10−11

[kg/s/Pa]
-4 1 6.17
-4 2 9.14
-3 1 6.93
-3 2 9.16
0 1 5.98
0 2 6.96
1 1 10.85
1 2 10.11
1 3 8.93
5 1 3.9
5 2 4.88
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5.3 Lessons Learned

The lessons outlined in this section were learned during the experiment and should be em-

phasized in future rarefied flow experiments.

• The importance of purging with nitrogen.

– Add N2 purge valve as far upstream as possible to purge the entire system between

trials. This also helps eliminate any lingering non-condensable gases from the

system.

– Add N2 purge directly to roughing pump and continue to purge it throughout

entire trial to prevent over-saturating pump. Importance of relief valves whenever

there is a glass element to prevent breaking.

• Importance of checking that the water vapor source (in the reservoir) is at saturation

conditions.

– When comparing psat-Tsat, if the pressure is higher than expected for a given

temperature, there are non-condensable gases in the system. If the pressure is

lower than expected, then it most likely means that the vapor inside the reservoir

is colder than what the pressure sensor implies.

• Importance of degassing to eliminate non-condensable gases and ensure psat-Tsat match.

– Evaporate water at high temperatures for a more aggressive degassing process

and measure psat at low temperatures (and psat) for more accurate measurements.

• When weighing the water reservoir, make sure the outside is completely dry and place

in an air oven because there may be a few drops of water on the outside contributing

to a higher value.

• After all the vacuum fittings have been tightened, perform a leak check. This was done

using a helium leak detector.

• Place a scale in an enclosed space to avoid any air flow disturbing the tare.
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5.4 Future Improvements

While the experiment conducted is considered successful, the following list includes improve-

ments which could be made in the future to decrease uncertainties and discrepancies and

make the data collection process more efficient.

• Measure the temperature of the vapor space in the water reservoir more directly, rather

than an externally-mounted PRT.

• Ensure the chiller temperature has stabilized before starting each trial. This is espe-

cially important if the water in the reservoir needs to undergo a phase change, like if

it is starting at room temperature and needs to reach freezing temperatures.

• Conduct each trial for a longer period for more precise mass measurements. Each trial

should be 10 hours instead of 3.5 hours.

• Use a higher concentration of ethanol in the chiller’s ethanol/water mixture to ensure

the circulating fluid does not freeze on the pipes in the chiller.

• Use a reservoir shaped differently to reduce the temperature gradient through the

liquid region. This would be helpful only if it is not possible to have a more direct

measurement of the temperature in the vapor space.

• “Pre-evacuate” reservoir and then draw water into the reservoir via a vacuum. This

ensures there are fewer non-condensable gases in the water reservoir before it is filled.

This chapter discussed the use of porous media samples to gain a better understanding of

the physical parameters used to describe the porous microstructure and the water vapor flow

experiment to gather experimental data for validating one aspect of the sublimator model

which can apply to both evaporation and sublimation. The next chapter compares the

experimental data to the analytical model for water vapor diffusion through porous media.

119



Chapter 6

Model Validation

The assumptions made to validate the Weber Equation were addressed in the previous chap-

ter and are summarized here:

• Ideal gas: The water vapor can be considered an ideal gas because the compressibility

factor is nearly 1 and the Joule-Thomson coefficient is nearly 0 (Section 5.2.4.1).

• Isothermal: The temperature of the water vapor is virtually unchanging throughout

each trial (Section 5.2.4.2).

• Low Mach Number: The flow has a low mach number as it exits the porous plug —

the speed of sound is magnitudes greater than the water vapor velocity as it exits the

porous plug (Section 5.2.4.3).

• Steady-state: The amount of water vapor that flowed during the transient period is

negligible compared to the water flowed during steady-state (Section 5.2.7).

The observations made about the experimental data, which add insight to its use in

validating the Weber Equation, are summarized here:

• Adiabatic: There is no change in temperature of the water vapor which suggests neg-

ligible heat transfer (Section 5.2.4.4).
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• Isenthalpic: Comparing the temperature, pressure, and enthalpy of vaporization from

the National Institute of Standards and Technology (NIST) and measured during the

experiment demonstrated this assumption is valid (Section 5.2.4.5).

6.1 Ideal Gas Assumption for a CubeSat

The ideal gas assumption applies to the Weber Equation, to the experimental data, and to a

realistic CubeSat sublimator in which the water vapor is near saturation and not superheated.

Table 6.1 shows Z and µJ for the water vapor in the CubeSat sublimator and both values

support the ideal gas assumption. Thus, the Weber equation and experimental results can

be compared to water vapor in a realistic sublimator.

Table 6.1: Compressibility Factor and Joule-Thomson Coefficient for near-saturation water
vapor in experiment [18].

Tsat

[C]
Psat

[Pa]
Vapor Compress.

Factor (Z)
Joule-Thomson
Coeff [C/Pa]

-8 309.95 0.99964 0.00073098
-6 368.71 0.99959 0.00069386
-4 437.45 0.99954 0.00065851
-2 517.70 0.99949 0.00062485
0 611.15 0.99942 0.0005928
2 705.99 0.99937 0.00055623
4 813.55 0.99931 0.00052204
6 935.35 0.99924 0.00049015
8 1073.00 0.99918 0.00046042

6.2 Weber Equation & Experimental Data: Pore Size

Another means of validating the model is by calculating the pore size using Weber’s equa-

tion. In Equation 4.20, the temperature and pressure variables come from the collected

experimental data and the porous filter thickness and cross-sectional area come from manu-

facturer specifications. The calculated pore size is then compared to the reported pore size

from the manufacturer. This calculation excluded the trials for Tsat = 5◦C because of the
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continuum effects described in Section 5.2.8. The root mean square error (RMSE) of the

difference between the calculated and manufacturer pore diameter is computed using

RMSE =

√
ΣN

i=1 (xi − x̂i)
2

N
(6.1)

where N is the number of trials (9), xi is the calculated pore diameter and x̂i is the median

of the manufacturer’s reported pore diameter (1.25µm). The results are shown in Table 6.2.

The range in calculated pore diameter is 0.92 µm to 1.72 µm and the reported pore diameter

range from the manufacturer is 0.5 µm to 2 µm.

Table 6.2: Pore Size data for RMSE calculation.

Temp
[C]

Trial
Calculated
Pore Diam.
(xi) [µm]

Avg. Mfr. Pore
Diam. (x̂i) [µm]

Diff % Diff

-4 1 0.9480 1.25 -0.3020 24%
-4 2 1.4148 1.25 0.1648 13%
-3 1 1.0694 1.25 -0.1806 14%
-3 2 1.4222 1.25 0.1722 14%
0 1 0.9234 1.25 -0.3266 26%
0 2 1.0789 1.25 -0.1711 14%
1 1 1.7130 1.25 0.4630 37%
1 2 1.5906 1.25 0.3406 27%
1 3 1.3986 1.25 0.1486 12%

Avg Calc. xi 1.2843
RMSE 0.2726

6.3 Weber Equation & Experimental Data: Mass

Flow Rate - Pressure Drop Ratio

The next way in which the model is validated with experimental data involves comparing

the mass flow rate-pressure drop ratio taken from experimental data to that from the Weber

equation. Figure 6.1 shows this comparison where the purple dots are points from all 11

experimental trials and the three near-horizontal lines are the expected ṁ
∆p

based on the

manufacturer’s minimum, maximum, and mean pore diameter. Note that the mean pore
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diameter is the numerical mean from the range and not a measured value. The experimental

data is well within the expected range for ṁ
∆p

.

Figure 6.1: Mass flow rate/pressure drop ratio: comparison of Weber model to experimental
data. The tortuosity value from PuMA and used in the Weber model is τ = 2. Note that
confidence interval is not visible on the logarithmic scale.

Figure 6.2 shows the same data as Figure 6.1 with Knudsen number on the x-axis. The

Knudsen numbers are computed for the same 11 data points based on the three different pore

sizes across the manufacturer range. While this data appears more skewed, it tells the same

story. The blue points representing the median pore size are closest to the corresponding ṁ
∆p

from the model.
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Figure 6.2: Comparison of Weber model to experimental data in terms of Knudsen number.
Note that confidence interval is not visible on the logarithmic scale.

6.4 Comparison: Historical & Experimental Data

The last approach to verify that the Weber equation can be used to model rarefied water

vapor flow through a sublimator is to compare to historical data in Table 6.3. Equation 4.20

was rearranged to solve for the effective length:

l = ∆p
r3

ṁ

4

3

√
2mH2Oπ

kBT

[
3π
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(
2r

λ

)
+

π

4

(
2r/λ

1 + 2r/λ

)
+

(
1

1 + 2r/λ

)]
(6.2)

and the inputs to this equation are from the available historical data. In this case, the

geometric or diffusion tortuosity values are not considered because it was not a measured

characteristic of the porous medium, either in the experiment or past sublimator hardware.

The reported pore radius and saturation temperature/pressure were used to calculate the

Knudsen number. In the historical cases used here, the saturation temperature and pressure

were assumed to be at or near the triple point of water (−1◦ → 0◦C, 611 Pa). Table 6.3
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shows this comparison with data taken from the sources previously cited in the literature

review for the EMU [16, 35], contaminant insensitive sublimator [20, 37] and the sublimator

driven cold plate [46]. Note that the two values in red, from an Apollo-era researcher, are a

result of the mass flow rate being unusually low [15]. The mass flow rate was computed from

reported heat flux and area data from an experiment using the phase change heat transfer

Equation, Eq. 1.4. The reported heat flux values are unusually low but there is no follow-

up data or discussion found in the literature. In Zhang et al.’s research with CFD and an

experiment for the CNSA, the 7% vapor space percentage agrees with what the authors call

“void height” during steady-state sublimator operations [52]. In Leimkuehler’s work from

2006, the contaminant insensitive sublimator contained pore sizes small enough to enable

vapor pressure drop and larger enough to enable sublimation while preventing particulate

build up. Overall, there is reasonably good agreement between the historical vapor length

and Weber’s predicted values using historical inputs. Most data from Table 6.3 shows the

vapor space occupies a small fraction of the porous medium, but additional exploration is

required to understand the differences in these historical data.
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6.5 Realizability of Sublimator Design Parameters

As mentioned in Section 4.4, the coldest coldest possible phase change temperature for a

nominally operating sublimator is Tsv = −2◦C. The plots in Figure 6.6 show the physically

possible, realizabile ranges for pore size and porosity given an interface temperature between

−2◦C and 1◦C. The possible pore size and porosity values are influenced by Tsv: the closer

the sublimation temperature is to the triple point of water, the more flexible the sublimator

design. The sublimator temperature, however, is not a controlled design point. Rather,

these plots indicate that the sublimation temperature is likely very close to the triple point

based on the wide range in heat flux used with historical sublimator designs. These plots

were obtained by repeating the process described in Section 4.8 where the conduction and

rarefied vapor flow models were combined to obtain temperature and pressure distributions

through the sublimator. For each of the six distinct Tsv values in the six plots in Figure

6.6, the dimensions for the feedwater, ice, and vapor regions were obtained. Figures 4.20

and 4.23 show examples of sublimator design parameters which yield realizable temperature

distributions and phase change locations, repeated here for reference.

Figure 4.20: Temperature profile within sublimator which incorporates both the solution to
the conduction equations and the Weber equation.
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Figure 4.23: Temperature profile within sublimator which incorporates both the solution to
the conduction equations and the Weber equation for the evaporation case [104].

If the combined ice and vapor regions sum to more than the thickness of the porous

medium itself, then that specific pore size/porosity configuration was deemed not physically

possible, or not realizable. If a sublimator were to be designed with a combination of pore size

and porosity that is not in the shaded regions, then anomalies may be more likely to occur,

such as feedwater breakthrough. Figure 6.5 shows an example of a sublimator design which

is not realizable: notice that with the selected porosity and pore size, for q” = 6 kW/m2 and

q” = 8 kW/m2, the temperature of the feedwater reaches the freezing point in the feedwater

gap, not within the porous medium. As a result, the locations and thicknesses of the liquid,

ice, and vapor regions do not fit within the dimension of the porous component.
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Figure 6.5: Temperature distribution for an example of a non-realizable set of sublimator
parameters.

The realizability plots in Figure 6.6 also show that the greater the heat flux, the less

stringent the design parameters. In other words, if the sublimator is too cold, the ice layer

may be too thick which agrees with historical descriptions of too much ice expanding past

the edge of the porous medium. These realizability plots are not connected to historical

data because there is not enough detail or specific information about past porous media.

For example and most notably, the EMU sublimator’s porous medium has a porosity and

pore size that varies through its depth, but only the parameters of the outer edges can be

measured and reported. The realizability plots in Figure 6.6 can be used to identify design

points for the sublimator based on big-picture heat rejection requirements for the mission.
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Figure 6.6: Realizable ranges for pore size and porosity for a CubeSat sublimator.
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Chapter 7

Conclusion

7.1 Summary of Contributions

This thesis consolidated information about sublimators, especially resources from those in

industry who have recently worked on sublimator technology. An initial sizing procedure

was proposed for determining the mass, volume, and general configuration of a CubeSat

thermal control system/sublimator based on mission requirements. Next, assumptions and

shortcomings were identified from previous models and many of them were addressed in this

research. Some of those assumptions were supported while others were shown to be inappli-

cable. An analytical model was used to describe heat conduction through the sublimator and

water vapor diffusion through the porous medium, which was validated with an experiment.

Both the experiment and the Weber model were compared to reported information from the

manufacturer about porous media for further validation. This model, coupled with a series of

conduction equations, was used to determine the phase change locations and water/ice/vapor

region thicknesses. The model and experiment ultimately relate the small-scale sublimator

design choices to the bigger picture mission requirements such as heat rejection capacity. In

addition, connections were made with individuals at NASA centers (Goddard Space Flight

Center and Ames Research Center) who have not worked directly on sublimator technol-

ogy but whose fields of work help contribute to this research, namely Dr. John Ferguson

(a PuMA creator) and Frank Robinson (the lead of a GSFC thermal lab). This thesis de-

scribes the groundwork that was laid for CubeSat applications of sublimator heat rejection
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so that future students may make more informed decisions when designing, manufacturing,

and testing CubeSat sublimators as well as quantifying their performance.

7.2 Open Research Areas & Future Work

CubeSat heat rejection is a novel application of sublimator technology, and the mechanisms

of the sublimation process have been studied for sixty years. Even so, as discussed throughout

this thesis, there are still some knowledge gaps in the understanding of sublimator function.

This thesis addressed some of those knowledge gaps, and the areas where more research

is required are outlined here. Sections 5.3 and 5.4 outline the lessons learned and future

improvements pertaining specifically to the experiment conducted at NASA Goddard Space

Flight Center. This section describes the future direction of this sublimator research, listed

in chronological order according to which gaps the author thinks should be addressed first.

Sublimator Manufacturing and Experiment: Important knowledge, and experience

is gained from hands-on experience. This is especially true for sublimator manufacturing:

reading about the manufacturing challenges is not the same as working through them. Many

of the anomalies seen in the past are attributed to manufacturing methods so special attention

must be paid when assembling (especially welding/brazing) a sublimator. The addition of

fins in the feedwater gap should be explored to enhance heat transfer across the region. A

test sublimator should be manufactured to conduct a complete sublimator experiment to

validate or correct the combined conduction and rarefied diffusion model. If a rarefied vapor

flow experiment were to be conducted again prior to a full sublimator experiment, then

flow from a wider range of Knudsen numbers should be tested to capture behavior in the

transition regime which is more likely to occur in the evaporation mode.

Evaporation & Permeability Coefficients: Additional research is required which

focuses on evaporation in the sublimator, especially if a combination of sublimation and

evaporation occur simultaneously within the porous medium volume or if a cyclical pro-

cess occurs between sublimation and evaporation, as has been suggested in the past [15,

52]. In the evaporation mode, the vapor pressure in the porous medium could be high

enough that the Knudsen number is well in the transition regime near the Knudsen mini-
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mum. More research is required to explore why there is not always agreement between the

permeability coefficient, Weber model, and Knudsen minimum. The porous medium surface

characteristics should be further characterized using parameters such as water surface ten-

sion, wettability, hydrophobicity/hydrophillicity, and surface roughness. These parameters

influence the percolation of water through the porous medium but the specific ways in which

they may affect the sublimation process remains to be seen.

CubeSat TCS Integration As discussed in Chapter 3, the overall CubeSat thermal

control system is another area of exploration. The first interest is how the sublimator can be

utilized during a mission as a source of propulsion to counteract orbital disturbances. The

second interest is setting up a more comprehensive thermal balance for the CubeSat and

sublimator TCS. In addition, further exploration into the various sublimator configurations

other than the “sandwiched” or “open” configurations is warranted.

Miscellaneous Model Improvements: The feedwater enters the sublimator at a

higher temperature than the triple point and equilibrates with the porous medium as de-

scribed in Section 5.2.4. However, for model completeness, the sensible heat could be incorpo-

rated into the conduction model because the feedwater does need to cool down. This sensible

heat is minimal compared to the latent heat associated with sublimation/evaporation. More

research is also required to explore exactly how the porous nature of the sublimator affects

its optical properties, but regardless of the geometry, stainless steel is not a good radiative

surface.

Sublimator Performance Metric: When the UC Davis Center for Spaceflight Re-

search builds and tests sublimator hardware, an important metric for comparison is specific

heat rejection as in Table 2.1. The sublimator’s waste heat rejection capacity per unit mass

or unit volume may be especially important on a CubeSat where mass and volume must be

optimized.

Numerical Methods for Analysis in Higher Dimensions: While the focus of this

research was not one of numerical methods, using CFD could supplement an analytical model.

The use of a CFD software such as Ansys or COMSOL requires an in-depth understand-

ing of numerical methods and could be a useful stand-alone research direction to pursue.

Both of these software packages would provide more insight into dynamic movements of the
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phase-change interfaces in all three dimensions. Additional use of PuMA to capture other

characteristics, such as permeability, is worth exploring, as discussed in Section 5.1.1. Dr.

Ferguson also suggested using PuMA to obtain diffusion coefficients in all three dimensions

for water vapor in the transition and rarefied flow regimes. These coefficients could then be

used in Fick’s law of diffusion, which typically only applies to continuum flow.

A two- and three-dimension model may help to capture “hot spots” throughout the

porous medium or any edge effects (unique interaction between the aluminum frame and

the porous medium). Both of these scenarios could increase the risk of anomalous behavior

such as feedwater breakthrough. Conduction through the feedwater/porous medium and

ice/porous medium sections of the sublimator are assumed to be one-dimensional. Even

though the thermal conductivities are modified to account for a mix of water or ice and

stainless steel, a specific effort to model this conduction process as three-dimensional could

add insight into the freezing interface and the ice thickness, especially if it varies throughout

the porous medium. A possible approach could be to model this conduction in COMSOL or

Thermal Desktop using the 3D model obtained from the X-ray tomography scan.

The Weber equation for rarefied vapor diffusion is for one dimension, but diffusion in

all three dimensions should be captured for a complete sublimator model. There is not

currently an analytical multi-dimensional approach using the Weber equation. However,

a conversation with Dr. Ferguson, one of the creators of PuMA, suggested that diffusion

concepts can be used, such as Fick’s law of diffusion, which typically only applies to the

continuum regime. PuMA could be used to obtain the diffusion coefficient for rarefied water

vapor using real 3D tomography of porous media. This diffusion coefficient could then be

used in Fick’s law of diffusion to find a relationship between pressure (or concentration)

and mass flow rate. It is not yet clear if this diffusion-based approach could provide any

additional insight into the phase change interfaces in three dimensions, or if this approach

is simply a substitute for the water vapor flow model to obtain some average vapor region

thickness.

Transient/Cyclical Analysis: This research touched on the sublimator transient start-

up conceptually but a mathematical description should be developed for completeness. Pre-

vious sublimator use, both in flight and on the ground, is reported to have taken 30 seconds

134



to a few minutes to reach steady-state. Few other details are provided so a transient start-up

model should be validated with an experiment as well.

The work presented in this thesis lays the foundation for future research to understand

sublimator behavior, improve sublimator performance, and enable CubeSats to fly with

more power-dense payloads on more complex missions. This research includes details about

sublimator modeling, operation, and spacecraft integration — offering a notable contribution

which, taken all together, turns the “art” of sublimators into a science.
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Appendix A

The following steps outline the procedure for using Dragonfly, MatLab, and PuMA to obtain
the parameters in Section 5.1.1.

1. Export the file from Dragonfly as a stack of 2D tiffs. The file should be a cropped
sample of the 3D micro-tomography scan that does not reach the edges of the sample.
A cuboid is the prefferred volume shape.

2. Use MatLab to compress the stack of 2D tiffs into a single 3D tiff file and convert the
file from 16-bit to 8-bit. Use im2uint8 and imwrite.

3. In PuMA, import the 3D tiff file, Rescale Vis, and adjust the Vox Length to the
appropriate value (in this case it was 10 µm or 4.7 µm, set by the x-ray configuration).

4. Select Material Properties, Porosity. Through trial and error, find the appropriate
grayscale range to yield a porosity that matches the porosity found in Dragonfly.

5. Select Material Properties, Tortuosity, Random Walk. Random walk is the ap-
proach in which a series of particles is “released” in the computational space and
moves in a random direction at each solver step.

6. Set the rest of the conditions according to Figure A.1. Note that the grayscale range is
determined in Step 4. The mean free path, in voxels, is set for one of two conditions:

a) Continuum flow: set the mean free path to a voxel size to yield a Knudsen number
< 0.001. The parameters calculated from the continuum regime were used in the
Weber model, but theoretically they should be the same as those calculated in
any other flow regime.

b) Transition or Rarefied flow: set the mean free path to a voxel size calculated
from the CubeSat sublimator conditions using Equation 4.19. This will yield a
Knudsen number in the transition or rarefied flow regime.

7. From Figure A.1, the values for tortuosity in the x, y, and z directions were recorded.
These values are very similar because the porous media is isotropic. The values for the
diffusion coefficient in all three directions were also recorded and used to compute the
characteristic length.
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Figure A.1: Inputs for tortuosity calculation in PuMA.

Figure A.2: PuMA GUI with terminal log (upper left), inputs for calculation (lower left),
and .tiff file (right).
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