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Abstract
Background  Our research focuses on local-level estimation of the effective reproductive number, which describes 
the transmissibility of an infectious disease and represents the average number of individuals one infectious person 
infects at a given time. The ability to accurately estimate the infectious disease reproductive number in geographically 
granular regions is critical for disaster planning and resource allocation. However, not all regions have sufficient 
infectious disease outcome data; this lack of data presents a significant challenge for accurate estimation.

Methods  To overcome this challenge, we propose a two-step approach that incorporates existing Rt estimation 
procedures (EpiEstim, EpiFilter, EpiNow2) using data from geographic regions with sufficient data (step 1), into a 
covariate-adjusted Bayesian Integrated Nested Laplace Approximation (INLA) spatial model to predict Rt in regions 
with sparse or missing data (step 2). Our flexible framework effectively allows us to implement any existing estimation 
procedure for Rt in regions with coarse or entirely missing data. We perform external validation and a simulation 
study to evaluate the proposed method and assess its predictive performance.

Results  We applied our method to estimate Rt using data from South Carolina (SC) counties and ZIP codes during 
the first COVID-19 wave (‘Wave 1’, June 16, 2020 – August 31, 2020) and the second wave (‘Wave 2’, December 16, 
2020 – March 02, 2021). Among the three methods used in the first step, EpiNow2 yielded the highest accuracy of 
Rt prediction in the regions with entirely missing data. Median county-level percentage agreement (PA) was 90.9% 
(Interquartile Range, IQR: 89.9–92.0%) and 92.5% (IQR: 91.6–93.4%) for Wave 1 and 2, respectively. Median zip code-
level PA was 95.2% (IQR: 94.4–95.7%) and 96.5% (IQR: 95.8–97.1%) for Wave 1 and 2, respectively. Using EpiEstim, 
EpiFilter, and an ensemble-based approach yielded median PA ranging from 81.9 to 90.0%, 87.2-92.1%, and 88.4-
90.9%, respectively, across both waves and geographic granularities.

Conclusion  These findings demonstrate that the proposed methodology is a useful tool for small-area estimation of 
Rt, as our flexible framework yields high prediction accuracy for regions with coarse or missing data.
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Introduction
Infectious disease outbreaks pose significant threats, 
impacting health, operations, and the economy. Effective 
outbreak management relies on the ability to estimate the 
intensity of local transmission and strategize appropri-
ately, which is vital for controlling disease transmission, 
enhancing health outcomes, and reducing economic 
impacts. However, current approaches often target broad 
geographic areas, which may not yield actionable insights 
for local-level or institutional decision-making [1]. This 
lack of granularity can be attributed to variations in com-
munity characteristics such as age distribution, preva-
lence of comorbidities, and social behaviors [2, 3], all of 
which influence disease transmission and susceptibil-
ity to severe outcomes. Moreover, policies derived from 
coarse data may lead to suboptimal local disease control 
[4, 5]. Therefore, enhancing local-level transmission esti-
mation and forecasting is essential for tailoring policies 
and optimizing interventions.

The effective reproductive number is a key epidemio-
logical metric used to describe the transmissibility of 
infectious diseases for a specific time and setting; it is 
critical to understand the intensity of transmission. Rt 
represents the average number of people infected by 
one infectious individual at a given time t. An Rt value 
greater than 1 signifies that the disease is spreading, 
while an Rt less than 1 indicates that the transmission 
is declining [6, 7]. Rt changes with the progression of 
an epidemic and the implementation of control mea-
sures [8–10]. It also varies spatially due to the differences 
in population density, mobility, social interactions, and 
public health policies [11, 12]. Unfortunately, local-level 
estimation of Rt is challenging due to data sparsity or 
unavailability of infectious disease testing or encounter 
records. For example, insufficient testing and changes 
in case definitions or reporting can substantially impact 
estimates of Rt [13, 14]. Due to substantial lags in produc-
ing estimates of disease epidemiological metrics from 
traditional surveillance systems [15], electronic health 
records (EHR) obtained directly from health systems or 
hospitals are useful for real-time estimation of such met-
rics, including Rt. However, healthcare systems do not 
serve all populations, which inhibits the ability to fore-
cast disease spread in communities that are not repre-
sented in the healthcare system. Additionally, estimates 
of Rt may be unstable for communities that are under-
represented in the healthcare system and hence offer few 
data points for accurate estimation.

There are several techniques for estimating the effec-
tive reproductive number; e.g., Wallinga and Tenius 

method [16], Cori et al. method [17], EpiFilter [6], and 
EpiNow2 [18]. EpiEstim is a tool integrated into widely 
used software platforms for estimation of the reproduc-
tive number from incidence time series, accounting for 
uncertainties in the serial interval distribution [17]. Epi-
Filter utilizes all available incidence information and does 
not rely on window size assumptions, making it more 
statistically robust, particularly during periods of low 
incidence [6]. The modeling approach of EpiNow2, an R 
software package [18], is based on the methods devel-
oped by Cori et al. and Thompson et al. [19], and it incor-
porates the delays from infection to reporting to estimate 
the effective reproductive number utilizing a range of 
open-source tools [20]. Although there are several meth-
ods for estimating the effective reproductive number, 
there is a notable gap in accurately estimating Rt for 
small areas with coarse or missing data. To address this 
gap, we develop a flexible framework that effectively 
allows us to implement any estimation procedure for Rt 
(e.g., EpiEstim, EpiFilter, EpiNow2, etc.) in regions with 
coarse or entirely missing data.

The motivation for this study, funded by the National 
Library of Medicine of the National Institutes of Health 
(NIH) and the Center for Forecasting and Outbreak ana-
lytics of the Centers for Disease Control and Prevention 
(CDC), is to inform allocation of mobile health clinics for 
infectious disease interventions to medically underserved 
communities at high risk of infectious disease outbreaks. 
We address the challenge of local level Rt estimation 
in areas with coarse or entirely missing data by propos-
ing a two-step estimation procedure which incorporates 
existing Rt estimation techniques along with an ensemble 
estimation using data from geographic regions with suf-
ficient data (step 1) into a spatial modeling framework to 
predict Rt in regions with sparse or missing data (step 2).

The remainder of the paper is organized as follows: the 
Materials and Methods section outlines the framework 
of the study, detailing the statistical techniques and data 
utilized. In the Results section, we present our find-
ings and interpret the results. The Discussion section 
explores the implications of the results, acknowledges 
the limitations of our study, and suggests directions for 
future research. The paper concludes with the Conclu-
sion section, summarizing the main points.

Materials and methods
To estimate the region-specific effective reproductive 
number (Rt) for an infectious disease in small areas 
with coarse or entirely missing data, we develop a two-
step procedure. In the first step of our analyses, we 

Keywords  Infectious disease modeling, Bayesian statistics, Effective reproductive number, Small area estimation, 
Prediction
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estimate Rt,i, using the existing techniques EpiEstim, 
EpiFilter, and EpiNow2 for each geographic region i [6, 
17, 18]. We denote the resulting estimates by R̂t,Estim,i

, R̂t,F ilter,i, and R̂t,Now,i, respectively. We also perform 
an ensemble-based estimation ( R̂t,Ensemble,i) by con-
sidering equal weights for each estimation technique. 
In the second step, we employ a Bayesian Integrated 
Laplace Approximation (INLA) model incorporating 
spatial and sociodemographic information. For each 
geographic region i with available outcome data (e.g., 
Covid-19 cases), we denote these estimates by R̂S

t,Estim,i

, R̂S
t,F ilter,i, R̂S

t,Now,i, R̂S
t,Ensemble,i, which are referred 

to as spatially and covariates smoothed estimates. When 
geographic region i is not included in the spatial (and 
covariate-adjusted) INLA model fitting in step 2 (e.g., 
geographic region i has entirely missing data), we denote 
the prediction in this region by R̂

S(i)
t,Estim,i, R̂

S(i)
t,F ilter,i

, R̂
S(i)
t,Now,i, R̂

S(i)
t,Ensemble,i, where S(i) indicates infor-

mation from region i is not used in the model fitting in 
step 2. More details of initial estimation, smoothing and 
predictions of Rt in regions with entirely missing data, 
along with their evaluations, are discussed in the respec-
tive sections.

Data description
The number of cumulative confirmed COVID-19 case 
data for US counties is publicly available on the New York 
Times (NYT) GitHub repository [21]. The daily reported 
cases are calculated from the county-level cumulative 
data. We obtained the ZIP code level daily COVID-19 
case data from Prisma Health’s (SC’s largest not-for-profit 
health care provider) COVID-19 registry. We utilize data 
from SC counties and ZIP codes during the first COVID-
19 wave (Wave 1, between June 16, 2020 – August 31, 
2020) and the second wave (Wave 2, between December 
16, 2020 – March 02, 2021). Since many ZIP codes in 
the Prisma Health system data lack sufficient case num-
bers, we restrict our analysis to those ZIP codes with at 
least 50 cases in each period to ensure the reliability of 
our results (Wave 1: N = 30 ZIP codes; Wave 2: N = 45 
ZIP codes). Population demographics are characterized 
by age, sex, race/ethnicity, employment, and insurance 
coverage. These data are sourced from the United States 
Census Bureau website [22]. The social vulnerability 
index (SVI) data is obtained from the Agency for Toxic 
Substances and Disease Registry website [23].

Initial estimation of Rt
We utilize the techniques EpiEstim, EpiFilter, and Epi-
Now2 to obtain the initial estimates of the effective 
reproductive number. EpiEstim and EpiFilter assume the 
incidence It at time t is Poisson distributed with mean 

Rt

∑ t−1
s=1It−sws, where Rt is the effective reproduc-

tive number at time t, s is the time since infection of 
the case, ws is the probability that a primary case takes 
time between s − 1 and s days to generate the second-
ary infection, and ws is obtained from the serial interval 
distribution [6, 17]. EpiEstim uses an expectation-maxi-
mization algorithm to reconstruct daily incidence from 
aggregated data for estimating Rt [24]. It computes esti-
mates of the effective reproductive number, R̂t,Estim,i

, using a sliding time window; the default seven days 
window setting is used. EpiFilter employs a recursive 
Bayesian smoothing technique to estimate the effective 
reproductive number, R̂t,F ilter,i. It unifies and extends 
two popular techniques EpiEstim and the Wallinga-
Teunis method [6]. EpiNow2 employs a Bayesian latent 
variable model that incorporates a probabilistic program-
ming language, Stan [20, 25]. Detailed description of the 
EpiEstim, EpiFilter, and EpiNow2 methods are available 
in the literature [6, 17, 18, 20]. Each of the three methods 
estimates Rt using different parameters or data assump-
tions. All three methods depend on the generation time 
distribution. Since infection times are often unobserved, 
the generation time is usually approximated using the 
serial interval distribution [17]. In all three methods, the 
parameters for both the serial interval distribution and 
incubation period are utilized.

From the literature, we obtain a mean of 5 days (95% 
CI: 4.94–5.06) and a standard deviation (SD) of 2.4 for 
the incubation period [26], a mean of 4.7 days and an 
SD of 2.9 for the serial interval distribution [27]. The 
‘estimate_R’ function of the EpiEstim, R software package 
version 2.2.4 is used to obtain R̂t,Estim,i. We calculate 
the estimate, R̂t,F ilter,i, by using the R software function 
‘epiSmoother’, available at ​h​t​t​p​​s​:​/​​/​g​i​t​​h​u​​b​.​c​​o​m​/​​k​p​z​o​​o​/​​E​p​
i​F​i​l​t​e​r. The ‘epinow’ ​f​u​n​c​t​i​o​n from the R software pack-
age EpiNow2, version 1.4.0, is utilized to get R̂t,Now,i. 
We develop an ensemble method to obtain R̂t,Ensemble,i 
by averaging R̂t,Estim,i, R̂t,F ilter,i, and R̂t,Now,i. The 
ensemble method aims to reduce the bias and variance 
in epidemiological forecasting by averaging the various 
model outputs [28].

Proposed covariate-adjusted spatial smoothing via INLA
We propose a sociodemographic covariate adjusted, two-
step Integrated Nested Laplace Approximation (INLA) 
model to refine the initial estimation of the effective 
reproductive number at the local-level and to provide 
estimates for the regions with coarse or missing data. 
The use of INLA for spatial data prediction is supported 
by extensive research, demonstrating its effectiveness 
in handling spatial dependency and missing data chal-
lenges [29, 30]. The INLA method is designed to derive 

https://github.com/kpzoo/EpiFilter
https://github.com/kpzoo/EpiFilter
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the posterior marginal distribution for latent Gaussian 
models and serves as a computationally efficient alterna-
tive to traditional Markov Chain Monte Carlo (MCMC) 
methods for Bayesian inference [29, 31]. INLA utilizes 
a series of nested Laplace approximations to calculate 
the marginal posterior and hyperparameters of latent 
Gaussian models. The INLA framework is employed to 
integrate the spatial dependencies of the effective repro-
ductive number estimates into our model [32]. To fit 
the INLA model, we use the R software package called 
“R-INLA” [29, 30, 33]. We incorporate the effect of the 
spatial location (counties or ZIP codes) in the INLA 
function through Besag’s model [34, 35]. The Besag 
model employs spatial random effects for each area to 
capture the correlation among neighboring areas, adjust-
ing the estimated Rt based on the estimates of the neigh-
boring areas. Neighborhood structures are defined using 
the ‘poly2nb()’ function, identifying areas as neighbors 
if their boundary polygons share at least one vertex. We 
then convert the neighborhood structure into a binary 
adjacency matrix using the ‘nb2mat()’ function. Each ele-
ment of the adjacency matrix represents whether two 
locations are neighbors (1 if they share a boundary, 0 if 
they do not).

The model equation in INLA is:

	 R̂t,m,i = β 0 + β Xi + ui + ϵ i

where β 0 is the intercept of the model, β  is the coef-
ficients vector for sociodemographic community-level 
covariates Xi, R̂t,m,i corresponds to the estimates 
R̂t,Estim,i, R̂t,F ilter,i, R̂t,Now,i, or R̂t,Ensemmble,i at 
area i.The term ui specifies the spatial random effect for 
location i, which depends on the neighboring locations 
defined by the adjacency matrix, and the random Gauss-
ian error term is ϵ i.

The sociodemographic covariates used for the analyses 
at the county and ZIP code levels are the percentage of 
the population for different age groups (“Age 0–19”, “Age 
20–44”, “Age 45–64”, “Age 65 and over”), the percent-
age of the population for different races and ethnicity 
(“White”, “Hispanic”, “Black or African American” and 
“others”), the percentage of the population “Employed” 
and “Unemployed”, the percentage of “Health Insurance 
Coverage”, the percentage of the population of “Male” 
and “Female”, the Social Vulnerability Index (SVI), and 
household median income. Household median income is 
normalized from 0 to 1, and SVI values range from 0 to 1, 
where higher values indicate greater social vulnerability. 
We consider the covariates “Age 0–19”, “White”, “Unem-
ployed”, “Uninsured”, and “Female” population groups as 
the reference categories.

Assessment of prediction of R̂t,m,i for regions with 
entirely missing data
We employ the two-step spatial (covariate-adjusted) 
INLA model using the initial estimate, R̂t,m,i, for each 
method m (i.e., EpiEstim, EpiFilter, EpiNow2, and Ensem-
ble) at location i, as the response variable. We validate 
the model using two approaches. In the first approach, 
we randomly select 90% of the regions to hold out for 
the training set and 10% for the test set. We then apply 
the proposed two-step spatial (covariate-adjusted) INLA 
model to the training set and use this model to predict 
the effective reproductive number for the geographic 
regions in the test set, which we denote by R̂

S(i)
t,m,i. We 

then compare the agreement between R̂t,m,i, and R̂
S(i)
t,m,i 

for the geographic regions that are left out from the 
model fitting in the second step. The prediction accuracy 
measurement metrics are calculated using the formulas 
in Eqs. 1–3. This process is repeated 200 times.

In the second validation approach, we hold out geo-
graphic regions with sufficient data for the test set – spe-
cifically, Charleston, Greenville, Horry, and Richland 
counties and ZIP codes 29605, 29642, 29680, and 29681. 
Since there is no gold standard for comparing Rt esti-
mates, we select the above regions to predict Rt for test 
cases with entirely missing data, assuming the initial esti-
mates from regions with sufficient data will serve as a 
baseline for comparison. The prediction in this approach 
is performed by leaving out one area at a time.

The prediction accuracy measurement metrics are cal-
culated using the following formulas:

Mean Absolute Error,

	
MAE = 1

T

∑
T
t=1| R̂t,m,i − R̂

S(i)
t,m,i|� (1)

Root Mean Squared Error

	
RMSE =

√
1
T

∑
T
t=1

(
R̂t,m,i − R̂

S(i)
t,m,i

)2
� (2)

Percentage Agreement

	
PA = 1

T

∑
T
t=1

min( R̂t,m,i , R̂
S(i)
t,m,i)

max( R̂t,m,i , R̂
S(i)
t,m,i)

� (3)

where, R̂t,m,i is the initial estimates, R̂
S(i)
t,m,i is the pre-

diction of effective reproductive number for each method 
m, at time t and location i, and T  is the total number of 
time points (days).
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Simulation study
We conduct a simulation study to validate our two-step 
spatial (covariate-adjusted) INLA framework under 
controlled conditions. To generate realistic effective 
reproductive number (Rt) values, we capture the time-
varying nature of disease transmission using a sinusoidal 
function. The parameters for the sinusoidal function are 
drawn from a multivariate normal (MVN) distribution, 
with a covariance structure derived from the adjacency 
matrix of the counties in SC. This structure ensures that 
spatial correlations are incorporated, allowing neigh-
boring counties to have similar transmission patterns. 
The parameters are then scaled to fit epidemiologically 
meaningful ranges, representing the baseline reproduc-
tive number, amplitude, frequency of disease waves, and 
linear adjustments. Using these parameters, Rt​ values 
are generated and used to simulate daily COVID-19 case 
counts at the county level. The number of new infections 
at time t is based on total infectiousness, which depends 
on past cases weighted by a discretized gamma-distrib-
uted serial interval.

To evaluate the performance of different estima-
tion methods, we generate 50 independent sets of daily 
COVID-19 case data. The analysis follows the same 
workflow as for real data, including initial Rt​ estimation, 
two-step spatial (covariate-adjusted) INLA smoothing, 
and prediction of Rt​ for counties with entirely missing 
data. For initial estimation, we apply EpiEstim, EpiFilter, 
and an ensemble-based approach, excluding EpiNow2 
due to its high computational cost. To assess the predic-
tive performance of our framework, we systematically 
remove selected counties from the INLA model fitting 
process, making their data unavailable. The model is then 
trained using data from the remaining counties, and Rt​ 
is predicted for the excluded counties. Unlike real data, 
where the true Rt is unknown, the simulation study gen-
erates true Rt values, allowing to benchmark and com-
pare the performance of different estimation methods. 
Further details on the simulation methodology are pro-
vided in the Supporting Information 1 (pages 14–17).

Results
Initial estimation and spatial (covariate-adjusted) INLA 
smoothing of Rt

For the Rt estimation in this section, we utilized the 
county and ZIP code level COVID-19 daily case data for 
the first wave (June 16, 2020, through August 31, 2020) 
and second wave (December 16, 2020, through March 
02, 2021) of the disease in SC. We measure the spatial 
(covariate-adjusted) INLA model at each time point 
using DIC (Deviance Information Criterion), Watanabe-
Akaike Information Criterion (WAIC), and Log Marginal 
Likelihood. The minimum and maximum values of these 

diagnostics across time points are reported in the sup-
porting information (Table S1).

Figure 1 displays the estimates of effective reproductive 
number for Charleston, Greenville, Horry, and Richland 
counties during the second COVID-19 wave in SC. In 
general, the proposed two-step spatial INLA estimates, 
R̂S

t,Estim,i, R̂S
t,F ilter,i, R̂S

t,Now,i, R̂S
t,Ensemble,i, demon-

strated reduced peaks compared to the initial estimates, 
R̂t,Estim,i, R̂t,F ilter,i, R̂t,Now,i, R̂t,Ensemble,i.

S1-S3 Figs in the supplementary materials (Support-
ing Information 1) provide a detailed comparison of the 
effective reproductive number estimates, R̂t,Estim,i

, R̂t,F ilter,i, R̂t,Now,i, R̂t,Ensemble,i and R̂S
t,Estim,i, 

R̂S
t,F ilter,i, R̂S

t,Now,i, R̂S
t,Ensemble,i, across various coun-

ties and ZIP codes. Results are presented for Charleston, 
Greenville, Horry, and Richland counties and ZIP codes 
29605, 29642, 29680, and 29681, as these results serve as 
benchmarks when evaluating the prediction accuracy. 
The bar graphs displaying daily COVID-19 cases reveal 
spikes and declines that correspond to the fluctuations in 
the Rt estimates. For instance, peaks in case counts align 
with the increases in both sets of estimates, R̂t,Estim,i

, R̂t,F ilter,i, R̂t,Now,i, R̂t,Ensemble,i and R̂S
t,Estim,i, 

R̂S
t,F ilter,i, R̂S

t,Now,i, R̂S
t,Ensemble,i. The figures show that 

when daily cases increase over a period, corresponding 
Rt estimates exceed 1.0, indicating infection growth. For 
example, in Fig. 1, daily cases for Charleston, Greenville, 
and Horry counties increase between time points 10 and 
25, with Rt estimates staying above 1.0. After time points 
25, as cases decline almost everywhere, Rt estimates 
fall to 1.0 or lower, particularly with our two-step spatial 
INLA method (blue lines).

Prediction of Rt in regions with entirely missing data
In this section, we evaluated the accuracy of our two-step 
spatial INLA model in estimating R̂

S(i)
t,Estim,i, R̂

S(i)
t,F ilter,i

, R̂
S(i)
t,Now,i, R̂

S(i)
t,Ensemble,i for regions with entirely miss-

ing data. We utilized daily COVID-19 case data at both 
county and ZIP code levels for the first wave (June 
16, 2020, through August 31, 2020) and second wave 
(December 16, 2020, through March 02, 2021) of the 
pandemic in SC. Table 1 presents the prediction accuracy 
achieved by the two-step spatial INLA model through 
comparison with the one-step estimates R̂t,Estim,i, 
R̂t,F ilter,i, R̂t,Now,i, and R̂t,Ensemble,i. That is, we used 
the two-step spatial INLA model based on a subset of 
geographic regions (training set) to predict estimates of 
Rt for the remaining geographic region (i.e., validation 
set). Since there is no gold standard for comparison, we 
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Table 1  Comparison of two-step Spatial (covariate-adjusted) INLA prediction, R̂
S(i)
t,m,i , with initial estimates, R̂t,m,i , in Wave 2

Comparison SC County and ZIP Code Level Rt  Prediction Accuracy Measurements
Statistic County Level ZIP Code Level

RMSE MAPE PA (%) RMSE MAPE PA (%)

R̂
S(i)
t,Estim,i vs. R̂t,Estim,i

Median 0.142 0.110 90.0 0.284 0.240 83.2
IQR (0.13, 0.16) (0.10, 0.13) (89.0, 90.9) (0.24, 0.35) (0.18, 0.23) (80.8, 85.1)

R̂
S(i)
t,F ilter,i vs. R̂t,F ilter,i

Median 0.187 0.147 87.2 0.110 0.086 92.1
IQR (0.17, 0.21) (0.13, 0.16) (86.3, 88.1) (0.10, 0.12) (0.08, 0.10) (91.2, 92.8)

R̂
S(i)
t,Now,i vs. R̂t,Now,i

Median 0.104 0.082 92.5 0.044 0.036 96.5
IQR (0.09, 0.12) (0.07, 0.09) (91.6, 93.4) (0.04, 0.06) (0.03, 0.04) (95.8, 97.1)

R̂
S(i)
t,Ensemble,i vs. R̂t,Ensemble,i

Median 0.136 0.105 90.5 0.132 0.099 90.9
IQR (0.12, 0.15) (0.09, 0.12) (89.6, 91.2) (0.11, 0.15) (0.09, 0.11) (89.7, 91.9)

For example, the first row compares the accuracy of the predicted Rt  values, R̂S(i)
t,Estim,i

, using proposed two-step spatial (covariate-adjusted) INLA model, where 
S(i)  indicates information from region i is not used in the model fitting in step 2, for the counties/ZIP codes in the test set to their initial estimates, R̂t,Estim,i . 
Accuracy measurements were calculated, using formulas in Eqs. 1–3, during CVOID -19 Wave 2 ((between December 16, 2020 – March 02, 2021) in SC. In this analysis, 
90% of the areas were used as the training set, with the remaining 10% as the test set. The spatial (covariate-adjusted) INLA model was fitted to the training data, 
and the predictions were made for the test dataset. We repeated the process 200 times and calculated the accuracy measurement metrics. The table presents the 
median accuracy along with the interquartile range (IQR)

Fig. 1  Comparison of two-step spatial (covariate-adjusted) INLA smoothing with initial Rt estimates at the county level in Wave 2. R̂S
t,m,i (blue line) 

represents the two-step spatial (covariate-adjusted) INLA smoothed estimates, R̂S
t,Estim,i , R̂S

t,F ilter,i , R̂S
t,Now,i , and R̂S

t,Ensemble,i , while R̂t,m,i 

(red line) represents the initial estimates, R̂t,Estim,i , R̂t,F ilter,i , R̂t,Now,i , and R̂t,Ensemble,i , for select Charleston, Greenville, Horry, and Richland 
counties during COVID-19 Wave 2 (between December 16, 2020 – March 02, 2021) in SC. The state level initial estimate of Rt is presented with dashed 
gray line (SC State). The plots in the rightmost panel present the average daily cases for the respective counties over the same period
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compared the predicted effective reproductive number, 
R̂

S(i)
t,m,i, to the initial estimate R̂t,m,i.      
At both county and ZIP code levels during the second 

wave of COVID-19, predicted Rt values, R̂
S(i)
t,m,i, based 

on the two-step spatial INLA estimators achieved high 
level of accuracy (Table  1). For counties, the median 
percentage agreement was 90.0% (IQR: 89.0–90.9%) 
for R̂

S(i)
t,Estim,i, 87.2% (IQR: 86.3–88.1%) for R̂

S(i)
t,F ilter,i, 

92.5% (IQR: 91.6–93.4%) for R̂
S(i)
t,Now,i, and 90.5% (IQR: 

89.6–91.2%) for R̂
S(i)
t,Ensemble,i. The prediction, R̂

S(i)
t, Now,i

, achieved the highest accuracy, with a median PA of 
92.5% at the county level. Similarly, R̂

S(i)
t,Now,i exhibited 

the highest median PA of 96.5% for SC ZIP codes. In the 
first wave, the accuracy was also high, particularly for 
R̂

S(i)
t,Now,i, which obtained a median PA of 90.9% at the 

county level and 95.2% at the ZIP code level (see Table 
S2). However, R̂

S(i)
t,Estim,i showed the lowest accuracy, 

with a median PA of 81.9% at the ZIP code level, and a 
median PA of 85.7% at the county level. Overall, the 
two-step spatial (covariate-adjusted) INLA procedure 
showed high performance accuracy in computing R̂

S(i)
t,m,i 

for areas with missing data, as further evaluated through 
root mean squared error (RMSE) and mean absolute per-
centage error (MAPE).

In the second validation approach, we selected Charles-
ton, Greenville, Horry, and Richland counties (county 
level analysis), and ZIP codes 29605, 29642, 29680, 
and 29681 (zip code level analysis) as the test set. Fig-

ure 2 provides a detailed comparison of the predictions 

R̂
S(i)
t,Estim,i, R̂

S(i)
t,F ilter,i, R̂

S(i)
t,Now,i, R̂

S(i)
t,Ensemble,i to initial 

estimates R̂t,Estim,i, R̂t,F ilter,i, R̂t,Now,i, R̂t,Ensemble,i 

Fig. 2  Comparison of two-step spatial (covariate-adjusted) INLA prediction with the initial Rt estimates in Wave 2. R̂
S(i)
t,m,i (blue line) represents the 

two-step spatial (covariate-adjusted) INLA prediction of effective reproductive number, R̂
S(i)
t,Estim,i , R̂

S(i)
t,F ilter,i , R̂

S(i)
t,Now,i , R̂

S(i)
t,Ensemble,i , while 

R̂t,m,i (red line) represents the initial estimates, R̂t,Estim,i , R̂t,F ilter,i , R̂t,Now,i , R̂t,Ensemble,i , for select Charleston, Greenville, Horry, and 

Richland counties during COVID-19 Wave 2 (between December 16, 2020 – March 02, 2021) in SC. Here, S(i) in R̂
S(i)
t,Estim,i indicates that geographic 

region i was not included in the INLA model fitting. For example, if i=Greenville (GVL), R̂
S(GV L)
t,Estim,GV L means Greenville County was not used in the 

spatial (covariate-adjusted) INLA model fitting in step 2. The plots in the rightmost panel present the average daily cases for the respective counties over 
the same period
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across counties–Charleston, Greenville, Horry, and Rich-
land and ZIP codes – 29605, 29642, 29680, and 29681 
(also see S4-S8 Figs). The results comparing prediction 
accuracy for this validation setting are presented in Table 
S3 for the first wave and Table S4 for the second wave. 
During the second wave, R̂

S(i)
t,Now,i demonstrated the 

highest accuracy, with a percentage agreement (PA) range 
of 91.1 − 94.0% across the four counties and 96.1 – 98.7% 
across the four ZIP codes. R̂

S(i)
t,F ilter,i achieved the low-

est PA range for counties (86.7 – 90.8%) and R̂
S(i)
t,Estim,i 

achieved the lowest PA range for ZIP codes (86.9–91.5%). 
Similar results were obtained during the first wave.

Simulation results
We evaluated the performance of our two-step spatial 
(covariate-adjusted) INLA smoothing and prediction 
framework for estimating Rt at the county level. The 
analysis was conducted using simulated COVID-19 case 
counts data for counties in SC and focused on assessing 
the accuracy of initial estimates, improvements achieved 
through spatial INLA smoothing, and predictive ability of 
the framework for counties with completely missing data.

Figure S9 presents a comparison between the initial 
Rt​ estimates obtained using EpiEstim, EpiFilter, and the 
ensemble approach, the smoothed Rt​ estimates gener-
ated through the two-step spatial (covariate-adjusted) 
INLA smoothing, and the true generated Rt​ values used 
in the simulation. The results demonstrate that the initial 
estimates provide a reasonable estimation of Rt​ across 
counties. However, after applying spatial INLA smooth-
ing, the estimates align more closely with the true gen-
erated Rt values. The percentage agreement (PA) values 
in Table S6 also indicate that the smoothed Rt estimates 
align well with the true values. In this scenario, all avail-
able data were used, meaning that the initial estimates 
were available for all counties before applying the spatial 
INLA model.

Figure S10 evaluates the predictive capability of our 
approach for estimating Rt​ in counties with completely 
missing data. To simulate this scenario, we excluded each 
county one by one from the model fitting process. For 
example, Charleston County was left out to replicate a 
situation where no data was available for that county. The 
model then predicted Rt​ for Charleston by incorporat-
ing spatial information from neighboring counties along 
with sociodemographic covariate data specific to this 
county. This process was repeated for Greenville, Horry, 
and Richland counties to evaluate the model’s robust-
ness. The results show that the Rt​ values predicted using 
our two-step spatial (covariate-adjusted) INLA model 
closely align with the true generated Rt​ values. The per-
centage agreement values in Table S6 further validate the 
robustness of the proposed framework, showing that it 

maintains high prediction accuracy even for the counties 
with missing data.

For the initial estimates, the median PA was 92.55% 
(IQR: 92.63–93.74%) for R̂t,Estim,i, 91.52% (IQR: 91.12–
91.83%) for R̂t,F ilter,i, and 92.09% (IQR: 91.72–92.37%) 
for R̂t,Ensemble,i. Our framework showed higher per-
formance, the PA was 93.10% (IQR: 92.43–93.75%) 
for R̂S

t,F ilter,i and 93.10% (IQR: 92.47–93.91%) for 
R̂S

t,Ensemble,i. For region with entirely missing data 
that makes impossible to estimate Rt with the existing 
methods, the PA was 90.76% (IQR: 89.67–91.38%) for 
R̂

S(i)
t,Estim,i, 91.30% (IQR: 90.79–91.57%) for R̂

S(i)
t,F ilter,i. 

These findings highlight the effectiveness of our two-step 
spatial (covariate-adjusted) INLA framework in estimat-
ing Rt at the local level with coarse or missing data.

Discussion
Estimation of time-varying effective reproductive num-
ber Rt is necessary for understanding the transmission 
dynamics of infectious disease and implementing the 
necessary public health interventions. We developed a 
two-step procedure for estimating the effective repro-
ductive number for infectious diseases in granular geo-
graphic regions. Our approach incorporates existing 
Rt estimation procedures (EpiEstim, EpiFilter, and Epi-
Now2), along with an ensemble-based estimate using 
data from geographic regions with sufficient data (step 
1), into a spatial modeling framework to predict Rt in 
regions with sparse or missing data (step 2). The choice 
of Rt estimation methods is not exhaustive. Our flexible 
framework allows us to implement any existing estima-
tion procedure for Rt in regions with coarse or entirely 
missing data. Our proposed methodology improves the 
estimation of the effective reproductive number Rt in 
small areas, especially in areas where the disease data 
are coarse or missing. By integrating the Bayesian spatial 
INLA model, this method efficiently utilizes the available 
data and borrows information from neighboring areas 
and similar regions through sociodemographic covari-
ates, enhancing the robustness of Rt estimates. Decisions 
regarding the implementation, removal, or adjustment 
of infection control measures are guided by a combina-
tion of epidemiological, social, and economic factors [36, 
37]. Effective reproductive number estimates assists in 
this process by providing critical information about the 
potential future course of an outbreak. Through small 
area estimation of the effective reproductive number, we 
can better identify and prioritize high risk areas, which 
allows for optimal resource allocation [2]. For example, 
this current NIH and CDC-funded study is intended 
to better identify and prioritize medically underserved 
communities at high-risk of infectious disease outbreaks 
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for priority delivery of mobile health clinics for infectious 
disease screening, treatment, and vaccination.

Our study has several limitations. One primary limi-
tation is that our approach focuseson the retroactive 
estimation of Rt. This is particularly useful for under-
standing past outbreaks and forforecasting outbreaks 
when the effective reproductive number in each region 
is similar between outbreaks (e.g., first two waves of 
Covid-19 in SC; Table S5). While this can be a reason-
able assumption for endemic viruses, this is far from 
guaranteed for emerging viruses where disease transmis-
sion dynamics and/or human behavior changes can sub-
stantially change with the introduction of a new variant. 
Therefore, a natural extension is to extend our approach 
for forecasting future values of Rt, particularly in granu-
lar geographic regions with sparse data.

We evaluated model performance using three com-
monly used techniques (EpiEstim, EpiFilter, EpiNow2) 
along with the ensemble-based estimation. Similar to 
most Rt estimation methods, EpiEstim and EpiFilter 
rely on the reported incidence data [6, 17]. Inaccuracies 
or delays in reporting can lead to biased estimates. Epi-
Now2 also makes certain assumptions about the underly-
ing transmission dynamics, such as the generation time 
distribution and reporting delays. These assumptions 
can introduce uncertainty into the estimates, particularly 
during the periods of low incidence [18]. Additionally, 
our study did not include the other Rt estimation proce-
dures, such as Epidemia [38], EpiInvert [39], EpiRegress 
[40], estimateR [41], GrowthPredict [42], and Extended 
Kalman Filter [43].

Due to the limitations of using existing Rt estimators 
as a benchmark to evaluate the performance of our pro-
posed estimator, there is no gold standard for compari-
son. To address this, we performed a simulation study to 
compare the Rt estimates with ground truth Rt values. 
While the simulation study demonstrated our proposed 
estimator was accurate and closely resembled ground 
truth estimates, it was conducted in a single simula-
tion setting, with fixed parameter ranges and temporal 
dynamics, which may not fully capture the diversity of 
real-world scenarios.

Future research may extend our framework by incorpo-
rating the forecasting of Rt values and subsequent case 
projections, providing critical insights into future disease 
dynamics. This would help policymakers with decision-
making, support outbreak detection, and strengthen pre-
paredness for future outbreaks. In our current approach, 
we utilized three existing Rtestimation methods and 
combined them using an ensemble approach with equal 
weights. Future effort also could explore incorporat-
ing additional estimation methods and developing an 
ensemble estimation technique with optimal weights 
to improve the accuracy and robustness across various 

scenarios. Furthermore, simulations under different set-
tings could be conducted to capture a wider range of epi-
demic scenarios.

Conclusion
This study presented a two-step spatial INLA approach to 
estimate the effective reproductive number in small areas 
with coarse or missing data. Our approach incorporated 
existing estimators into a Bayesian spatial model that 
adjusted for spatial variation by borrowing information 
from neighboring regions and incorporating sociodemo-
graphic covariates. This approach provided predictions of 
the effective reproductive number for regions with miss-
ing data. Importantly, our proposed framework is flexible, 
allowing for implementation of any existing estimation 
procedure for Rt in geographically granular regions. 
While this study focused on Covid-19, our methodology 
is translatable for estimation of the effective reproductive 
number for other respiratory infectious diseases.

Abbreviations
INLA	� Integrated Nested Laplace Approximation
SC	� South Carolina
PA	� Percentage Agreement
IQR	� Interquartile Range
NIH	� National Institutes of Health
CDC	� Center for Disease Control and Prevention
SVI	� Social Vulnerability Index
NYT	� New York Times
SD	� Standard Deviation
CI	� Confidence Interval
RMSE	� Root Mean Squared Error
MAPE	� Mean Absolute Percentage Error
GVL	� Greenville
DIC	� Deviance Information Criterion
WAIC	� Watanabe-Akaike Information Criterion

Supplementary Information
The online version contains supplementary material available at ​h​t​t​p​​s​:​/​​/​d​o​i​​.​o​​r​
g​/​​1​0​.​​1​1​8​6​​/​s​​1​2​8​7​4​-​0​2​5​-​0​2​5​2​5​-​1.

Supplementary Material 1: S1 Table. INLA model diagnostics (DIC, 
WAIC, and Log Marginal Likelihood) for Wave 1 and Wave 2. S1 Fig. 
Comparison of two-step spatial (covariate-adjusted) INLA smoothing with 
initial Rt  estimates at the county level in Wave 1. S2 Fig. Comparison 
of two-step spatial (covariate-adjusted) INLA smoothing with initial Rt  
estimates at the ZIP code level in Wave 1. S3 Fig. Comparison of two-step 
spatial (covariate-adjusted) INLA smoothing with initial Rt  estimates at 
the ZIP code level in Wave 2. S2 Table. Comparison of two-step spatial 

(covariate-adjusted) INLA prediction, R̂
S(i)
t,m,i , with initial estimates, 

R̂t,m,i , in Wave 1. S3 Table. Comparison (leave-one-out validation) 

of two-step spatial (covariate-adjusted) INLA prediction, R̂
S(i)
t,m,i , with 

initial estimates, R̂t,m,i , in Wave 1. S4 Table. Comparison (leave-one-
out validation) of two-step spatial (covariate-adjusted) INLA prediction, 

R̂
S(i)
t,m,i , with initial estimates, R̂t,m,i , in Wave 2. S4 Fig. Comparison 

of two-step spatial (covariate-adjusted) INLA prediction with the initial 
Rt  estimates at the county level in Wave 1. S5 Fig. Comparison of 

two-step spatial (covariate-adjusted) INLA prediction with the initial Rt  
estimates at the ZIP code level in Wave 1. S6 Fig. Comparison of two-step 

https://doi.org/10.1186/s12874-025-02525-1
https://doi.org/10.1186/s12874-025-02525-1


Page 10 of 11Hossain et al. BMC Medical Research Methodology           (2025) 25:73 

spatial (covariate-adjusted) INLA prediction with the initial Rt  estimates 
at the ZIP code level in Wave 2. S7 Fig. Comparison of Rt  estimates of 
the county Greenville and its neighboring counties in Wave 2. S8 Fig. 
Comparison of Rt  estimates of the county Greenville and its neighbor-
ing counties in Wave 2. S5 Table. Comparison of initial estimates and 
two-step INLA spatial (covariate-adjusted) estimates between Wave 1 and 
Wave 2. S9 Fig. Comparison of two-step spatial (covariate-adjusted) INLA 
smoothing and initial Rt  estimates with the generated true Rt . S10 
Fig. Comparison of two-step spatial (covariate-adjusted) INLA prediction 
with the generated true Rt . S6 Table. Comparison of initial estimates, 
two-step spatial (covariate-adjusted) INLA smoothed estimates, and 
predicted Rt  with the true generated Rt

Acknowledgements
Thanks to Tanvir Ahammed and Dr. Jiande Wu for their assistance with 
processing COVID-19 case data at the ZIP code and county levels in SC.

Author contributions
Conceptualization: MSH, RG, NKM, VDG, CM, LRFormal Analysis: 
MSHInvestigation: MSH, LRMethodology: MSH, RV, NKM, VDG, CM, 
LRProject administration: LRSoftware: MSHSupervision: LR, CMValidation: 
MSHVisualization: MSHWriting-Original Draft Preparation: MSH, LRWriting-
Review & Editing: MSH, RG, NKM, VDG, MMC, CM, LR.

Funding
MSH, RG, NKM, and VDG acknowledge support from the National Library 
of Medicine of the National Institutes of Health (NIH) under award number 
R01LM014193. LR and CM acknowledge support from the National Library 
of Medicine of the National Institutes of Health (NIH) under award number 
R01LM014193 and the Center for Forecasting and Outbreak Analytics of 
the Centers for Disease Control and Prevention (CDC) under award number 
NU38FT000011. MMC recognizes support from the Center for Forecasting 
and Outbreak Analytics of the Centers for Disease Control and Prevention 
(CDC) under award number NU38FT000011. The funders had no role in study 
design, data collection and analysis, decision to publish, or preparation of the 
manuscript.

Data availability
All code and publicly data used for analyses and figure generations are 
available at ​h​t​t​p​​s​:​/​​/​g​i​t​​h​u​​b​.​c​​o​m​/​​m​d​s​a​​k​h​​h​/​S​​m​a​l​​l​-​A​r​​e​a​​-​E​s​​t​i​m​​a​t​i​o​​n​-​​o​f​-​​E​f​f​​e​c​t​i​​v​e​​-​R​
e​p​r​o​d​u​c​t​i​v​e​-​N​u​m​b​e​r and from the corresponding author upon reasonable 
request.

Declarations

Ethics approval and consent to participate
Ethical review for this study was obtained by the Institutional Review Board 
of Clemson University (#2020 − 0150). No consent was needed for this study; 
retrospective data is based on medical claims and electronic health records 
and were de-identified to study investigators.

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Clinical trial number
Not applicable.

Author details
1Department of Public Health Sciences, Clemson University, Clemson,  
SC 29634, USA
2Center for Public Health Modeling and Response, Clemson University, 
Clemson, SC, USA
3Division of Infectious Diseases & Global Public Health, University of 
California San Diego, La Jolla, CA, USA
4Division of Biostatistics, Herbert Wertheim School of Public Health and 
Longevity Science, University of California San Diego, San Diego, CA, USA

5School of Mathematical and Statistical Sciences, Clemson University, 
Clemson, SC, USA

Received: 11 November 2024 / Accepted: 3 March 2025

References
1.	 Ma Z, Rennert L. An epidemiological modeling framework to inform 

institutional-level response to infectious disease outbreaks: a Covid-19 case 
study. Sci Rep. 2024;14(1):7221.

2.	 Gezer F, Howard KA, Litwin AH, Martin NK, Rennert L. Identification of factors 
associated with opioid-related and hepatitis C virus-related hospitalisations 
at the ZIP code area level in the USA: an ecological and modelling study. 
Lancet Public Health. 2024;9(6):e354–e364. ​h​t​t​p​​s​:​/​​/​d​o​i​​.​o​​r​g​/​​1​0​.​​1​0​1​6​​/​S​​2​4​6​8​-​2​6​
6​7​(​2​4​)​0​0​0​7​6​-​8. PMID: 38821682; PMCID: PMC11163979. 

3.	 Borquez A, Martin NK. Fatal overdose: predicting to prevent. Int J Drug Policy. 
2022;104:103677.

4.	 Er S, Yang S, Zhao T. COUnty aggregation mixup augmentation (COURAGE) 
COVID-19 prediction. Sci Rep. 2021;11(1):14262.

5.	 CDC. Science Brief. Indicators for Monitoring COVID-19 Community Levels 
and Making Public Health Recommendations. Centers for Disease Control 
and Prevention. 2022 [cited 2023 Jan 25]. Available from: ​h​t​t​p​​s​:​/​​/​w​w​w​​.​c​​d​c​.​​g​o​
v​​/​c​o​r​​o​n​​a​v​i​​r​u​s​​/​2​0​1​​9​-​​n​c​o​​v​/​s​​c​i​e​n​​c​e​​/​s​c​​i​e​n​​c​e​-​b​​r​i​​e​f​s​​/​i​n​​d​i​c​a​​t​o​​r​s​-​​m​o​n​​i​t​o​r​​i​n​​g​-​c​o​m​
m​u​n​i​t​y​-​l​e​v​e​l​s​.​h​t​m​l

6.	 Parag KV. Improved Estimation of time-varying reproduction numbers 
at low case incidence and between epidemic waves. PLOS Comput Biol. 
2021;17(9):e1009347.

7.	 Anderson RM, May RM. Infectious diseases of humans: dynamics and control. 
Oxford, New York: Oxford University Press; 1992. p. 766.

8.	 Andrade J, Duggan J. Inferring the effective reproductive number from deter-
ministic and semi-deterministic compartmental models using incidence and 
mobility data. PLOS Comput Biol. 2022;18(6):e1010206.

9.	 Pan A, Liu L, Wang C, Guo H, Hao X, Wang Q, et al. Association of public health 
interventions with the epidemiology of the COVID-19 outbreak in Wuhan, 
China. JAMA. 2020;323(19):1915–23.

10.	 Cauchemez S, Boëlle PY, Donnelly CA, Ferguson NM, Thomas G, Leung 
GM, et al. Real-time estimates in early detection of SARS. Emerg Infect Dis. 
2006;12(1):110.

11.	 Achaiah NC, Subbarajasetty SB, Shetty RM. R0 and re of COVID-19: can we 
predict when the pandemic outbreak will be contained?? Indian J Crit Care 
Med Peer-Rev Off Publ Indian Soc Crit Care Med. 2020;24(11):1125–7.

12.	 Gostic KM, McGough L, Baskerville EB, Abbott S, Joshi K, Tedijanto C, et al. 
Practical considerations for measuring the effective reproductive number, Rt. 
PLOS Comput Biol. 2020;16(12):e1008409.

13.	 Sanche S, Lin YT, Xu C, Romero-Severson E, Hengartner N, Ke R. High 
Contagiousness and Rapid Spread of Severe Acute Respiratory Syndrome 
Coronavirus 2 - Volume 26, Number 7—July 2020 - Emerging Infectious 
Diseases journal - CDC. 2020 [cited 2020 Jul 26]; Available from: ​h​t​t​p​​s​:​/​​/​w​w​w​​
n​c​​.​c​d​​c​.​g​​o​v​/​e​​i​d​​/​a​r​​t​i​c​​l​e​/​2​​6​/​​7​/​2​0​-​0​2​8​2​_​a​r​t​i​c​l​e

14.	 Linka K, Peirlinck M, Kuhl E. The reproduction number of COVID-19 
and its correlation with public health interventions. Comput Mech. 
2020;66(4):1035–50.

15.	 Poirier C, Lavenu A, Bertaud V, Campillo-Gimenez B, Chazard E, Cuggia M, 
et al. Real time influenza monitoring using hospital big data in combina-
tion with machine learning methods: comparison study. JMIR Public Health 
Surveill. 2018;4(4):e11361.

16.	 Wallinga J, Teunis P. Different epidemic curves for severe acute respiratory 
syndrome reveal similar impacts of control measures. Am J Epidemiol. 
2004;160(6):509–16.

17.	 Cori A, Ferguson NM, Fraser C, Cauchemez S. A new framework and software 
to estimate time-varying reproduction numbers during epidemics. Am J 
Epidemiol. 2013;178(9):1505–12.

18.	 Abbott S, Hellewell J, Sherratt K, Gostic K, Hickson J, Badr HS et al. EpiNow2: 
estimate real-time case counts and time-varying epidemiological param-
eters. R Package Version 01 0. 2020 [cited 2024 Feb 13]; Available from: ​h​t​t​p​​s​:​/​​
/​s​c​h​​o​l​​a​r​.​​g​o​o​​g​l​e​.​​c​o​​m​/​s​​c​h​o​​l​a​r​?​​c​l​​u​s​t​​e​r​=​​1​3​0​8​​0​9​​7​2​4​​2​7​6​​5​0​3​4​​4​0​​6​%​2​6​h​l​=​e​n​%​2​6​o​
i​=​s​c​h​o​l​a​r​r

19.	 Thompson RN, Stockwin JE, van Gaalen RD, Polonsky JA, Kamvar ZN, 
Demarsh PA, et al. Improved inference of time-varying reproduction numbers 
during infectious disease outbreaks. Epidemics. 2019;29:100356.

https://www.github.com/mdsakhh/Small-Area-Estimation-of-Effective-Reproductive-Number
https://www.github.com/mdsakhh/Small-Area-Estimation-of-Effective-Reproductive-Number
https://doi.org/10.1016/S2468-2667(24)00076-8
https://doi.org/10.1016/S2468-2667(24)00076-8
https://www.cdc.gov/coronavirus/2019-ncov/science/science-briefs/indicators-monitoring-community-levels.html
https://www.cdc.gov/coronavirus/2019-ncov/science/science-briefs/indicators-monitoring-community-levels.html
https://www.cdc.gov/coronavirus/2019-ncov/science/science-briefs/indicators-monitoring-community-levels.html
https://wwwnc.cdc.gov/eid/article/26/7/20-0282_article
https://wwwnc.cdc.gov/eid/article/26/7/20-0282_article
https://scholar.google.com/scholar?cluster=1308097242765034406%26hl=en%26oi=scholarr
https://scholar.google.com/scholar?cluster=1308097242765034406%26hl=en%26oi=scholarr
https://scholar.google.com/scholar?cluster=1308097242765034406%26hl=en%26oi=scholarr


Page 11 of 11Hossain et al. BMC Medical Research Methodology           (2025) 25:73 

20.	 Estimating the time-varying reproduction number of SARS-CoV-2 using…. 
Wellcome Open Research | Open Access Publishing Platform. 2020 [cited 
2024 Feb 8]. Available from: ​h​t​t​p​​s​:​/​​/​w​e​l​​l​c​​o​m​e​​o​p​e​​n​r​e​s​​e​a​​r​c​h​​.​o​r​​g​/​a​r​​t​i​​c​l​e​s​/​5​-​1​1​2

21.	 The New York Times. Coronavirus (Covid-19) Data in the United States. 2021 
[cited 2023 Oct 6]. Available from: ​h​t​t​p​​s​:​/​​/​g​i​t​​h​u​​b​.​c​​o​m​/​​n​y​t​i​​m​e​​s​/​c​o​v​i​d​-​1​9​-​d​a​t​a

22.	 U.S. Census Bureau. Census Data. 2020. Available from: ​h​t​t​p​​s​:​/​​/​d​a​t​​a​.​​c​e​n​​s​u​s​​.​g​o​
v​​/​p​​r​o​f​i​l​e

23.	 Agency for Toxic Substances and Disease Registry. CDC/ATSDR SVI: Data and 
Documentation Download. 2022. Available from: ​h​t​t​p​​s​:​/​​/​w​w​w​​.​a​​t​s​d​​r​.​c​​d​c​.​g​​o​v​​/​
p​l​​a​c​e​​a​n​d​h​​e​a​​l​t​h​​/​s​v​​i​/​d​a​​t​a​​_​d​o​​c​u​m​​e​n​t​a​​t​i​​o​n​_​d​o​w​n​l​o​a​d​.​h​t​m​l

24.	 Nash RK, Bhatt S, Cori A, Nouvellet P. Estimating the epidemic reproduction 
number from temporally aggregated incidence data: A statistical modelling 
approach and software tool. PLOS Comput Biol. 2023;19(8):e1011439.

25.	 Stan Development Team. RStan: the R interface to Stan. R package version 
2.32.6. 2024 [cited 2024 Feb 22]. Available from: https://mc-stan.org/

26.	 Grant R, Charmet T, Schaeffer L, Galmiche S, Madec Y, Platen CV et al. Impact 
of SARS-CoV-2 Delta variant on incubation, transmission settings and vaccine 
effectiveness: Results from a nationwide case-control study in France. Lancet 
Reg Health – Eur. 2022 Feb 1 [cited 2024 May 10];13. Available from: ​h​t​t​p​​s​:​/​​/​w​
w​w​​.​t​​h​e​l​​a​n​c​​e​t​.​c​​o​m​​/​j​o​​u​r​n​​a​l​s​/​​l​a​​n​e​p​​e​/​a​​r​t​i​c​​l​e​​/​P​I​I​S​2​6​6​6​-​7​7​6​2​(​2​1​)​0​0​2​6​4​-​7​/​f​u​l​l​t​e​x​t

27.	 Nishiura H, Linton NM, Akhmetzhanov AR. Serial interval of novel coronavirus 
(COVID-19) infections. Int J Infect Dis. 2020;93:284–6.

28.	 Ray EL, Wattanachit N, Niemi J, Kanji AH, House K, Cramer EY et al. Ensemble 
Forecasts of Coronavirus Disease 2019 (COVID-19) in the U.S.. medRxiv; 2020 
[cited 2024 Jun 17]. p. 2020.08.19.20177493. Available from: ​h​t​t​p​​s​:​/​​/​w​w​w​​.​m​​e​
d​r​​x​i​v​​.​o​r​g​​/​c​​o​n​t​​e​n​t​​/​​h​t​​t​p​s​​:​/​/​​d​o​i​.​​o​r​​g​/​1​​0​.​1​​1​0​1​/​​2​0​​2​0​.​0​8​.​1​9​.​2​0​1​7​7​4​9​3​v​1

29.	 Rue H, Martino S, Chopin N. Approximate bayesian inference for latent Gauss-
ian models by using integrated nested Laplace approximations. J R Stat Soc 
Ser B Stat Methodol. 2009;71(2):319–92.

30.	 Bivand R, Gómez Rubio V, Rue H. Spatial data analysis with R-INLA with some 
extensions. J Stat Softw. 2015;63:1–31.

31.	 Rue H, Riebler A, Sørbye SH, Illian JB, Simpson DP, Lindgren FK. Bayesian 
computing with INLA: A review. Annu Rev Stat its Appl. 2017;4(1):395–421.

32.	 Schrödle B, Held L. Spatio-temporal disease mapping using INLA. Environ-
metrics. 2011;22(6):725–34.

33.	 Rue H, Martino S, Lindgren F, Simpson D, Riebler A, Krainski E. INLA: Functions 
Which Allow to Perform Full Bayesian Analysis of Latent Gaussian Models 
Using Integrated Nested Laplace Approximaxion. R package version 0.0-
1389624686. 2014.

34.	 Besag J, Green P, Higdon D, Mengersen K. Bayesian computation and sto-
chastic systems. Stat Sci. 1995;10(1):3–41.

35.	 BESAG J. A candidate’s formula: A curious result in bayesian prediction. 
Biometrika. 1989;76(1):183.

36.	 Sebhatu A, Wennberg K, Arora-Jonsson S, Lindberg SI. Explaining the homo-
geneous diffusion of COVID-19 nonpharmaceutical interventions across 
heterogeneous countries. Proc Natl Acad Sci. 2020;117(35):21201–8.

37.	 Huisman JS, Scire J, Angst DC, Li J, Neher RA, Maathuis MH et al. Estimation 
and worldwide monitoring of the effective reproductive number of SARS-
CoV-2. Davenport MP, editor. eLife. 2022;11:e71345.

38.	 Scott JA, Gandy A, Mishra S, Unwin J, Flaxman S, Bhatt S. Epidemia: modeling 
of epidemics using hierarchical Bayesian models. R package version 1.0.0. 
2020. Available from: ​h​t​t​p​s​:​​​/​​/​i​m​p​e​r​​i​a​l​​c​o​l​​l​e​g​e​​l​o​​n​d​o​​​n​.​g​​i​t​h​​u​​b​​.​​i​​o​/​e​p​​i​d​e​​m​​i​​a​/​a​u​t​h​​
o​r​s​.​h​t​m​l

39.	 Alvarez L, Colom M, Morel JD, Morel JM. Computing the daily reproduction 
number of COVID-19 by inverting the renewal equation using a variational 
technique. Proc Natl Acad Sci. 2021;118(50):e2105112118.

40.	 Jin S, Dickens BL, Lim JT, Cook AR. EpiRegress: A method to estimate 
and predict the Time-Varying effective reproduction number. Viruses. 
2022;14(7):1576.

41.	 Scire J, Huisman JS, Grosu A, Angst DC, Lison A, Li J, et al. EstimateR: an R 
package to estimate and monitor the effective reproductive number. BMC 
Bioinformatics. 2023;24(1):310.

42.	 Chowell G, Bleichrodt A, Dahal S, Tariq A, Roosa K, Hyman JM, et al. Growth-
Predict: A toolbox and tutorial-based primer for fitting and forecasting 
growth trajectories using phenomenological growth models. Sci Rep. 
2024;14(1):1630.

43.	 Hasan A, Susanto H, Tjahjono V, Kusdiantara R, Putri E, Nuraini N, et al. A new 
Estimation method for COVID-19 time-varying reproduction number using 
active cases. Sci Rep. 2022;12(1):6675.

Publisher’s note
Springer Nature remains neutral with regard to jurisdictional claims in 
published maps and institutional affiliations.

https://wellcomeopenresearch.org/articles/5-112
https://github.com/nytimes/covid-19-data
https://data.census.gov/profile
https://data.census.gov/profile
https://www.atsdr.cdc.gov/placeandhealth/svi/data_documentation_download.html
https://www.atsdr.cdc.gov/placeandhealth/svi/data_documentation_download.html
https://mc-stan.org/
https://www.thelancet.com/journals/lanepe/article/PIIS2666-7762(21)00264-7/fulltext
https://www.thelancet.com/journals/lanepe/article/PIIS2666-7762(21)00264-7/fulltext
https://www.medrxiv.org/content/
https://www.medrxiv.org/content/
https://doi.org/10.1101/2020.08.19.20177493v1
https://imperialcollegelondon.github.io/epidemia/authors.html
https://imperialcollegelondon.github.io/epidemia/authors.html

	﻿A flexible framework for local-level estimation of the effective reproductive number in geographic regions with sparse data
	﻿Abstract
	﻿Introduction
	﻿Materials and methods
	﻿Data description
	﻿Initial estimation of ﻿R﻿﻿﻿t﻿﻿
	﻿Proposed covariate-adjusted spatial smoothing via INLA
	﻿Assessment of prediction of ﻿￼﻿﻿ for regions with entirely missing data

	﻿Simulation study
	﻿Results
	﻿Initial estimation and spatial (covariate-adjusted) INLA smoothing of ﻿￼﻿﻿
	﻿Prediction of ﻿￼﻿﻿ in regions with entirely missing data
	﻿Simulation results

	﻿Discussion
	﻿Conclusion
	﻿References




