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A few extensively studied downhole seismic arrays are commonly used in detailed site response

studies. Thus, there is a critical need to increase the number of sites that are used to compare soil

constitutive models. Toward this end, we develop a classification scheme for downhole arrays that

identifies stations where common wave propagation assumptions are valid. For stations where the one-

dimensional (1D) assumption does not hold, we identify different levels of complexity that must be

accounted for, which is a function of the inter-event variability and the similarity between the

empirical and one-dimensional theoretical transfer functions. The classification is based on 100 seismic

arrays in Japan that have recorded surface accelerations in excess of 0.3g, 69 of which exhibit low inter-

event variability. The response at 16 of these sites resembles the one-dimensional response, while the

others deviate from one-dimensional behavior, indicating that the one-dimensional assumption is not

acceptable in most cases. We check our interpretation of the taxonomy with field investigations at two

stations. The field observations show large lateral variations of the velocity profile across distances of

hundreds of meters at the station where we expect the one-dimensional assumption does not hold.

& 2012 Elsevier Ltd. All rights reserved.
1. Introduction

A fundamental task in engineering seismology is to separate the
effects of the earthquake source, the path traveled by the various
seismic waves, and the site where the ground motion is recorded.
This is generally accomplished by assuming that each of these
processes can be treated as a linear time invariant filter. The site
effects are generally modeled as vertically propagating waves
through the upper 100 m or so of soil and rock. Unfortunately the
site effects can sometimes be influenced by more complex wave
propagation, such as surface waves and scattering. This problem is
exacerbated by the ambiguity that results because deviations from
linear elasticity can have similar effects as linear path effects through
heterogeneous crustal materials [1] and linear site effects through
heterogeneous soils [2]. Downhole seismic arrays provide the most
direct observations of dynamic soil behavior to remove the potential
for confounding site effects with other seismic processes.

When chosen carefully and used with an appropriate wave
propagation model, downhole seismic arrays provide valuable
observations for calibration and validation of constitutive models.
Downhole arrays do not necessarily isolate the underlying wave
propagation assumptions from the constitutive model [3,4]. Thus,
ll rights reserved.

: þ1 6176273994.

ompson).
an additional step must be taken to ensure that the wave
propagation assumptions are appropriate for each site. Toward
this end, we present a taxonomy of downhole arrays that
separates stations that should be used to validate one-dimen-
sional nonlinear constitutive models from stations that require a
more complex wave propagation model.

Many different methods with varying degrees of complexity
have been employed to model the nonlinear response of geoma-
terials. For example, Frankel et al. [5] apply nonlinear correction
factors to earthquake simulations. They consider three different
techniques for applying nonlinear correction factors to the linear
three-dimensional simulations: (1) the equivalent linear program
SHAKE [6]; (2) the NEHRP amplification factors that are based on
the time-averaged shear-wave velocity (VS) in the upper 30 m of
material (VS30); and (3) the Choi and Stewart [7] amplification
factions that are also a function of VS30. The computer program
SHAKE provides the most physically realistic of these three
methods because the other two methods are based solely on
empirical correlations. The limitations of SHAKE, however,
include: (1) only vertically incident plane S waves are modeled;
(2) nonlinear stress–strain behavior is approximated by the
‘‘equivalent linear’’ method; (3) lateral variations in the material
properties are ignored; (4) pore pressure generation of saturated
soils is ignored; and (5) inelastic strains are ignored.

Kwok et al. [8] compared five commonly used fully nonlinear
codes to SHAKE in a blind test at the Turkey Flat downhole array
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for the ground motion recorded from the 2004 M 6.0 Parkfield
earthquake (the maximum acceleration at the Turkey Flat station
was 0.29g). They found that all of these codes generally under-
estimate the site response amplifications at high frequencies
(though the residuals still show trends at other frequencies).
While the constitutive models of the different nonlinear codes
vary, all of these codes assume vertically incident plane S-wave
propagation through a laterally constant medium. The discrepancies
between the different nonlinear codes and the observed ground
motions could arise from: (1) errors in the assumed or estimated
soil properties (e.g., modulus reduction curves and VS profile);
(2) the limitations of the constitutive model (e.g., whether or not
the code accounts for inelastic strains), or (3) the wave propaga-
tion assumptions (e.g., whether or not the code allows nonvertical
incidence). By increasing the number of sites, the variety of
geologic settings, and the number of ground motions that we
use for analyzing nonlinear site response, we will improve our
understanding of how these different levels of complexity limit
the accuracy of site response analysis.

We use the term ‘‘complex site response’’ to refer to any site
response modeling strategy that tries to overcome any of the
above standard modeling assumptions. For stations where the
main source of error is the uncertainty of the estimated soil
properties, an appropriate modeling approach is to apply the
Assimaki et al. [9] method of inverting for the attenuation and
velocity structure. For stations where the main source of error is
the form of the constitutive model, a more flexible and realistic
model should be sought. For example, if the velocity and attenua-
tion structure is accurate but SHAKE cannot account for the
nonlinear behavior, then a fully nonlinear code should be used.
For stations where the main source of error is the influence of
lateral heterogeneities, a three-dimensional nonlinear code must
be used to overcome these errors. The taxonomic rules that we
propose in this paper are intended to distinguish between the
different potential sources of error. The goal is to avoid confound-
ing errors, such as calibrating a one-dimensional constitutive
model against ground motions that are significantly influenced
by three-dimensional effects. Using 100 Kiban–Kyoshin network
(KiK-net) surface–downhole pairs in Japan, we develop taxonomic
rules that separate downhole seismic arrays into four categories
based on inter-event variability and the complexity of the wave
propagation model required to match ground motions from small
events. This classification scheme does not require strong
motions, and therefore is widely applicable to stations that have
yet to experience strong shaking.

The most challenging class of soil response to model are those
sites where the response varies significantly between events. Thus,
the first step of the classification is to quantify the inter-event
variability with a single parameter. Additionally, we quantify how
well the response matches the linear one-dimensional response
predicted by the in situ soil properties.

We investigate two stations in greater detail to validate the
appropriateness of the taxonomy classes: at the first station, our
taxonomy suggests the assumption of laterally constant layering
is valid, but not at the second station. We test this interpretation
of our classification by visiting these two sites and measuring the
velocity profile at four locations in the vicinity of each (augment-
ing the existing profiles at each site). These data show that the
lateral variations of the velocities are substantially larger at the
site where the classification scheme suggests that the assumption
of laterally constant layers is violated. For this site pair, we then
demonstrate that these three-dimensional effects can result in
significant overestimation of the site response amplifications for
ground motions where nonlinear effects are negligible and that
the effect of soil heterogeneity can be confounded with soil
nonlinearity effects for strong shaking.
2. Data

Data from the KiK-net strong-motion network in Japan provides
numerous surface–downhole station pairs that have recorded
earthquakes over a wide range of magnitudes and peak ground
accelerations [10]. KiK-net also provides the seismic velocity
structure for each station, derived from surface-source downhole-
receiver logging.

We analyze data from KiK-net stations that recorded a surface
acceleration larger than 0.3g. The ground motion data include
4862 records from 1573 earthquakes at 104 different stations.
Although we want to identify sites that have both linear and
nonlinear motions to help constrain site response models, we
only use linear motions in the classification scheme. Thus, the
classification scheme can be applied to a site before strong
motions have been recorded.

We filter this database with a number of data quality criteria.
We keep only the records where the minimum signal-to-noise
ratio is greater than five for the 0.5–20 Hz passband, reducing the
number of records to 3714. We keep only the stations for which
we have 10 or more linear records with the previously described
signal strength criteria, where ‘‘linear’’ is defined as records for
which the peak ground acceleration at the surface is less than
0.1g; Beresnev and Wen [11] showed that nonlinearity only
becomes perceptible at peak ground accelerations of about 0.1–
0.2g or greater. Three sites (IBUH03, RMIH05, and SZOH33) do not
fulfill this criteria. Additionally, there is no published velocity
profile for site NIGH01; so we do not include it in our analysis.
This results in 100 surface–downhole pairs that meet the above
basic data requirements.
3. Methods

Site response is generally represented as a ratio of a frequency-
dependent measure of ground motion intensity between two
locations x1 and x2. The intensity is typically either the response
spectrum or the Fourier amplitude spectrum. At location x, let
gðt,xÞ denote a ground motion function and Gðf ,xÞ denote its
amplitude spectrum, where t is time and f is frequency. In terms
of the amplitude spectrum, the site response at location x1

relative to x2 is

aðf Þ ¼
Gðf ,x1Þ

Gðf ,x2Þ
: ð1Þ

The ground motion at x2 is referred to as the reference location,
and its location relative to x1 must be considered carefully.
A common scenario is for both locations to be at the free surface:
x1 seated on soft sediments and x2 seated on rock. In this paper,
however, we model surface–downhole seismic arrays, and so x2 is
located some depth below x1. Given this definition, there is still
an ambiguity in how gðt,x2Þ is defined. It can be either the
upgoing incident wavefield from the nonattenuating halfspace,
or the full wavefield at x2, including both the upgoing wave and
the downgoing wave that is reflected off of the free surface. When
using recorded ground motions from downhole depths of the
order of 100–200 m, as in this paper, it is nearly impossible to
separate the upgoing and downgoing waves. Thus, we include
both the upgoing and downgoing waves in the definition of
gðt,x2Þ. We refer the interested reader to the more thorough
discussions of the downgoing-wave effect in Shearer and Orcutt
[12] and Thompson et al. [2]. If a(f) is estimated from recorded
ground motions, then we refer to it as the empirical transfer
function (ETF) and if it is computed from a model, then we refer to
it as a theoretical transfer function (TTF).
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3.1. Theoretical transfer function

We evaluate the accuracy of site response models by compar-
ing TTFs to ETFs. The most common assumptions for computing a
TTF include: (1) the medium is assumed to consist of laterally
constant layers overlying a nonattenuating halfspace; (2) wave-
fronts are assumed to be planar; (3) only the horizontally
polarized component of the S wave (the SH wave) is modeled;
(4) damping is assumed to be frequency-independent, and is
quantified in this paper by the quality factor (Q). We refer to these
collective assumptions as the SH1D site response model.

In geotechnical engineering applications energy dissipation is
typically expressed by the equivalent viscous damping ratio
(x¼ 1=2=Q) for a single-degree-of-freedom system with a viscous
dashpot, known as a Kelvin–Voigt solid with viscosity Z (which is
proportional to the rate of shear strain). Frequency-independent
damping is achieved by defining the viscosity as Z¼ Gx=p=f ,
where G is the shear modulus [13]. This viscoelastic model of
soil damping is also used by SHAKE [6].

We compute the SH1D TTF with the Thomson–Haskell matrix
method [14,15] as implemented by the program Nrattle, which is
distributed with the Boore [16] ground motion simulation pro-
gram SMSIM. This code gives identical results to SHAKE for
constant modulus and damping values. In this paper, we assume
vertical incidence unless otherwise noted. The input parameters
of Nrattle include S-wave velocity (VS), density (r), and the
intrinsic attenuation of S waves (iQ�1

s ). Since we do not have
in situ estimates of r, we use the procedure recommended by
Boore [17] for estimating r from P-wave velocity (VP), where VP is
reported by the surface-source downhole-receiver survey. We set
VS and r of the nonattenuating halfspace equal to the same values
of the deepest measured layer to avoid spurious amplifications
from an arbitrary impedance contrast at the bottom of the
borehole.

We do not have site-specific estimates of iQs. So we choose a
value of iQs with a grid search. We consider values of iQs from
2.5 to 35 at intervals of 2.5 and choose the value with the lowest
mean squared error (MSE), where the error is the difference
between median ETF (defined in the next subsection) and the
SH1D amplification for the assumed iQs for the f ¼ 0.5–20 Hz
passband. We evaluated the MSE from 0.5 to 20 Hz in 200
logarithmically spaced samples. The resulting values of iQs range
from 5 to 35 with a median of 12.5 for the 100 sites in this study.

There is a long history of research on whether or not damping
in soils is frequency dependent or independent (e.g., [18,19]).
Although damping is typically assumed to be frequency indepen-
dent, recent lab test results have quantified the frequency
dependence of Q (e.g., [20–22]). Similarly, many researchers have
observed frequency-dependent Q in the surface–downhole trans-
fer function (e.g., [23–27]). Seismic scattering is clearly frequency
dependent and contributes to the observed (total) damping
[2,28]. Also, Kokusho and Mantani [29] showed that frequency-
independent damping can result in unrealistically large accelera-
tions in the base motion.

Kausel and Assimaki [30] pointed out that even when the
material parameters are selected to be strain-compatible (SHAKE’s
equivalent linear approach), the damping at high frequencies is
over-estimated and confining pressure effects are not modeled.
Thus, they developed a SHAKE-like approach that fits a two-
parameter function to the strain spectrum within each layer
to account for the frequency-dependent viscoelastic parameters.
Similarly, Yoshida et al. [31] noted that the equivalent-linear
method both over-estimates damping at high frequencies and
over-estimates the maximum shear strength. They demonstrate
that these limitations can be at least partially overcome with
frequency-dependent viscoelastic parameters, as implemented in
the program FDEL. Other recent efforts to improve upon the
equivalent-linear method with frequency-independent damping
include Meng [32], who developed a method to incorporate
frequency-dependent soil properties, but did not include strain-
dependent effects. Park and Hashash [33] modified the equivalent-
linear approach to account for frequency-dependent soil properties,
thus providing a procedure to account for both frequency- and
strain-dependent modulus and damping.

Since one of the main goals of this paper is to assess the
accuracy of the most common site response modeling assump-
tions, we use the simple frequency-independent damping formula-
tion because it is the most widely used approach. It should be
kept in mind that we identify many sites with poor fit to
these assumptions, and the damping formulation is one possible
approach to improve the accuracy of the site response model. We
would like to emphasize here that our data screening criteria
removes large-strain records, as discussed in Section 2. Thus, misfit
between theory and observation with these data should be mainly
attributed to violations of the linear wave propagation theory
assumed in the SH1D model (e.g., a one-dimensional medium, or
frequency-independent damping).
3.2. Empirical transfer function

We assume that a(f) follows a lognormal distribution, where
mln is the mean of ln½aðf Þ�. Thus, the median of a(f) is given by

âðf Þ ¼ exp½mln�: ð2Þ

A maximum likelihood estimate for âðf Þ is

âðf Þ ¼ exp
1

n

Xn

i ¼ 1

ln½aiðf Þ�

 !
, ð3Þ

where ai(f) is the a(f) for the i¼1,y,n ground motions.
A maximum likelihood estimate for the standard deviation is

slnðf Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i ¼ 1

ðln½aiðf Þ��ln½âðf Þ�Þ2

vuut : ð4Þ

Rather than attempting to window the S wave, we compute
the spectra of the surface and downhole recordings from the
entire ground motion record. Although this contaminates our
analysis with other arrivals, we prefer this method for our paper
due to the large number of recordings that we include in our
analysis. We compute the surface and downhole spectra from the
two-dimensional (2D) complex time-series of the two orthogonal
horizontal time histories following Steidl et al. [34] after applying
a 5% cosine taper to the records. We then smooth the spectra with
a 0.5 Hz triangular weighting function.
3.3. Response spectra

Response spectra are a convenient method for describing a
ground motion in a form that is more meaningful from an
engineering perspective. The response spectra Sa at oscillator
period T is the maximum acceleration of a single-degree-of-
freedom system with damping ratio x, to a base excitation [13].
All response spectra in this paper assume x¼ 5%, and we assume
that the base excitation is gðt,x1Þ (the surface ground motion).
To combine the two orthogonal horizontal components of the
recorded ground motion, we compute an orientation-indepen-
dent response spectra termed GMRotI50 by Boore et al. [35],
which is easily computed with the Boore [36] Fortran programs.
GMRotI50 is derived from the set of geometric means of the two
horizontal components rotated to all possible orthogonal rotation
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angles [35]. The Sa residuals are given by

Sr
aðTÞ ¼ ln½So

aðTÞ��ln½Sp
aðTÞ�, ð5Þ

where So
aðTÞ is the observed and Sp

aðTÞ is the predicted Sa(T). Thus,
negative values of Sr

aðTÞ indicate overpredictions while positive
values indicate underpredictions. So

aðTÞ is the response spectra
computed from the recorded gðt,x1Þ (surface ground motion).
Sp

aðTÞ is the response spectra computed from the predicted ground
motion at the surface [ĝ ðt,x1Þ]. We compute ĝ ðt,x1Þ from the
inverse Fourier transform of

Ĝðf ,x1Þ ¼ anðf Þ � Gðf ,x2Þ, ð6Þ

where Ĝðf ,x1Þ is the predicted amplitude spectrum at the surface,
anðf Þ is the SH1D TTF, and Gðf ,x2Þ is the amplitude spectrum of the
downhole record.

3.4. Velocity characterization by surface waves

The S-wave velocity (VS) profile measurements that we have
collected include multiple spectral analysis of surface waves
(SASW) [37] profiles at each site. SASW is a noninvasive method
of measuring the VS profile. The procedure measures the phase
velocity of Rayleigh waves at a wide range of wavelengths, which
is related to the VS profile through a nonlinear and nonunique
geophysical inversion. Thus, the most direct observations for the
SASW test are the dispersion curves (a plot of Rayleigh wave
phase velocity vs wavelength or frequency). The Rayleigh waves
are generated by an electromechanical shaker that vertically loads
the ground surface at discrete frequencies. We employ the Lai and
Rix [38] Fortran subroutines to solve the nonlinear SASW inverse
problem. This method uses the Hisada [39] algorithm to compute
the Rayleigh wave phase velocity from the one-dimensional VS

profile (i.e., the forward problem), and the Constable et al. [40]
inversion algorithm to select the smoothest VS profile that
accurately reproduces the empirical dispersion curve.

We use the SASW method to characterize the VS profiles
because the cost of multiple downhole surveys, which can achieve
better resolution and precision, is prohibitive. Note that blind
prediction site characterization studies have shown that SASW
characterizations are reliable and sufficiently accurate for site
response studies [41,42].

The goal for each SASW survey that we present in this paper is
to measure the Rayleigh wave phase velocity at wavelengths that
would characterize the VS of the upper 40–50 m of the subsurface.
Although the deeper VS structure is important for site response
analysis, we did not attempt to maximize the depth of exploration
because of the inherent lateral averaging of the SASW procedure.
Fig. 1. The ETF at two stations: (a) SMNH01 is characteristic of a site with a large de

inter-event variability.
Larger depths are sampled by longer wavelengths, which sample
an increasingly large horizontal radius of the subsurface. This
attribute may be advantageous in many circumstances where a
site-wide average estimate of the VS profile is desirable. But the
purpose of these data is to identify lateral variations in the VS

structure, so the lateral averaging of the SASW method obscures
our ability to resolve these fluctuations.
4. Site response taxonomy

We have developed a site response taxonomy that can be
applied to linear ground motions recorded at downhole seismic
arrays. This taxonomy is designed to separate sites that require a
complex site response analysis from those where the standard
assumptions are sufficient.

4.1. Inter-event variability

The first criteria that we propose is based on the inter-event
variability of the ETF for linear motions. The variability in the ETF
within a suite of small-strain motions represents uncertainties in
the site response analysis that are independent of the nonlinear
constitutive model. This variability could arise because the site
effects may not be independent of the source and path effects. For
example, this could occur where shallow earthquakes produce
substantial surface waves while deep earthquakes do not. If a
large amount of variability in the ETF is observed from one linear
event to the next, then the site requires a three-dimensional
nonlinear model that can handle a spatial domain large enough to
encompass the site and source. Thus, such sites are the most
challenging class of downhole arrays to model.

Fig. 1 plots the ETF at two sites to illustrate the range of inter-
event variability. Site SMNH01 in Fig. 1(a) has a relatively large
degree of variation from one event to the next, while IWTH05 in
Fig. 1(b) is relatively consistent from one event to the next. The
distinguishing characteristic is the width of the confidence inter-
val. Thus, we use an average value of s to quantify the inter-event
variability.

Unfortunately, the specific criteria used to estimate the inter-
event variability is necessarily arbitrary. We view our proposed
criteria as only one potential method, and hope that future
refinements will be suggested and subsequently adopted by the
research community. In this paper we quantify the inter-event
variability of the ETF as the median sln (Eq. (4)) of the ETF
between the first and fourth peaks of the SH1D transfer function
(si). The calculation of si does not extend to frequencies above
gree of inter-event variability and (b) IWTH05 is characteristic of a site with low
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20 Hz, even if the fourth peak is greater than 20 Hz. As it relates to
Fig. 1, si ¼ 0:50 for SMNH01 and si ¼ 0:28 for IWTH05. We
classify all sites as either ‘‘high si’’ (si40:35) or ‘‘low si’’
(sio0:35). The exact cutoff value is debatable, but we feel that
0.35 is reasonable. Of the 100 stations in our database that fulfill
the data quality criteria, 31 are classified as high si.

4.2. Goodness-of-fit between SH1D and ETF

The second criteria that we propose is a goodness-of-fit metric
between the SH1D and the ETF for linear ground motions. This is a
measure of the validity of the SH1D assumptions, which are
shared by most currently available nonlinear codes. The misfit
between the ETF and the SH1D computation could arise from
errors in the one-dimensional material properties [9] or from
three-dimensional fluctuations of the material properties in
space [2]. Fig. 2 gives two example sites to illustrate the range
in goodness-of-fit between the SH1D and ETF. Site IBRH13 in
Fig. 2(a) is a site where SH1D model accurately predicts the ETF,
while site IWTH12 in Fig. 2(b) is a site where the SH1D does not
match the ETF. The inter-event variability classification in the
previous subsection labels both stations in Fig. 2 as low si

(si ¼ 0:32 for IBRH13; si ¼ 0:26 for IWTH12). Fig. 3 is an analo-
gous figure, except that the two sites are classified as high si: site
Fig. 2. The ETF and SH1D model at two stations: (a) IBRH13 is characteristic of a site w

of a site where the SH1D model poorly predicts the ETF. The goodness-of-fit statistics

Fig. 3. The ETF and SH1D model at two stations where the inter-event variability of th

model accurately predicts the ETF and (b) HRSH03 is characteristic of a site where the

each site, as described in the text.
IWTH04 in Fig. 3(a) is a site where the SH1D model accurately
predicts the ETF, while site HRSH03 in Fig. 3(b) is a site where the
SH1D does not match the ETF. Note that si ¼ 0:354 for IWTH04,
which is very close to the high/low threshold.

Choosing an appropriate goodness-of-fit statistic requires
consideration of what the different options measure. The mean-
squared-error and the closely related coefficient of efficiency [43]
are two commonly used measures of how close a model’s
predictions match observations. However, in this situation, we
are less concerned with such measures of goodness of fit because
they are fundamentally based on the square of the differences
between the observed and predicted values. Here, we are con-
cerned with the alignment of the resonances. The amplitude of
the resonance peaks may not match because of the uncertainty of
estimating the material damping. Thus, we choose to use Pear-
son’s sample correlation coefficient r because it primarily mea-
sures whether or not the peaks are aligned.

Initial results using either arithmetically or logarithmically
spaced samples from 0 to 20 Hz indicated that the r is strongly
influenced by the average velocity of the site. The reason for this
is that stiffer sites (with large VS30 values) have resonance peaks
at higher frequencies. Thus, as VS30 increases, so does the
percentage of the 0–20 Hz passband below the first peak in the
transfer function. Frequencies below the first peak are
here the SH1D model accurately predicts the ETF and (b) IWTH12 is characteristic

r is reported for each site, as described in the text.

e transfer function is large: (a) IWTH04 is characteristic of a site where the SH1D

SH1D model poorly predicts the ETF. The goodness-of-fit statistics r is reported for



Table 1
Summary of the 100 KiK-net stations included in this study.

Station VS30,

m/s

Zmax,

m

nlin Class Station VS30,

m/s

Zmax,

m

nlin Class

AKTH04 459 100 17 HP EHMH02 489 110 24 LP

EHMH04 254 200 13 LP EHMH05 362 134 30 HP

FKSH08 562 105 65 LP FKSH09 585 200 50 HP

FKSH10 487 200 58 LP FKSH11 240 115 33 LG

FKSH12 449 105 40 HP FKSH14 237 147 43 LG

FKSH16 532 300 47 LP FKSH18 307 100 63 LP

FKSH19 338 100 52 LP FKSH21 365 200 32 HP

GIFH12 667 106 21 HP GIFH22 807 100 18 LP
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characterized by a gradual monotonic increase in amplitude, and
are not sensitive to the model input parameters. This results in an
artificial dependence of r on VS30. Thus, we feel that it is
appropriate to exclude frequencies below the first peak from
the computation of r. So we compute r for 200 logarithmically
spaced frequencies between the first and fourth peaks in the
SH1D transfer function. Through visual inspection of the SH1D
and ETF curves along with the computed values of r, we choose to
use a threshold value of r40:6 for sites classified as a ‘‘good fit to
SH1D,’’ and the remaining sites we classify as ‘‘poor fit to SH1D.’’
Of the 100 stations in our database that fulfill the data quality
criteria, 18 are classified as having a good fit to SH1D.
HRSH01 403 205 29 HP HRSH02 391 100 24 HP

HRSH03 487 200 18 HP HRSH07 461 102 24 HP

HYGH07 506 100 23 HP IBRH10 144 900 61 LG

IBRH11 242 103 74 HP IBRH12 486 200 54 LP

IBRH13 335 100 45 LG IBRH14 829 100 62 HP

IBRH15 450 107 56 HP IBRH16 626 300 65 LP

IBRH17 301 510 59 LG IBRH18 559 504 50 LP

ISKH01 345 200 10 LP ISKH02 721 102 15 LP

ISKH05 681 105 18 HP ISKH09 636 106 29 HP

IWTH01 438 200 25 LP IWTH02 390 102 15 LG

IWTH03 733 100 24 HP IWTH04 456 106 21 HG

IWTH05 429 100 12 LP IWTH07 396 120 31 LP
4.3. Taxonomy notation

To clearly and succinctly communicate the classification of a
site, we use a two letter scheme. The first letter indicates the
inter-event variability class (H for ‘‘high’’ and L for ‘‘low’’) while
the second letter indicates the fit to SH1D (G for ‘‘good’’ and P for
‘‘poor’’). Thus, all sites are separated into four distinct categories:
IWTH08 305 100 15 LG IWTH09 967 100 16 HP

IWTH12 368 100 26 LP IWTH14 816 100 19 LP
�

IWTH15 337 122 23 LP IWTH17 1270 103 38 LP

IWTH18 892 100 18 LP IWTH19 482 101 14 LP
LG sites have low si and a good fit to SH1D. These sites are ideal
for calibration and validation of one-dimensional constitutive
models.
IWTH20 289 156 15 LP IWTH21 521 100 15 HP

�

IWTH22 532 100 44 LP IWTH23 923 103 14 LP

IWTH24 486 150 19 LG IWTH25 506 260 50 HP

IWTH26 371 108 14 LP IWTH27 670 100 17 LG

KOCH05 1072 100 13 HP KSRH02 219 105 16 LP
LP sites have low si and a poor fit to SH1D. These sites are
appropriate for nonlinear modeling but care must be taken to
identify the source of the misfit (e.g., soil heterogeneity, profile
recalibration/optimization).
KSRH03 250 107 12 LP KSRH04 189 240 84 LP
�

KSRH05 389 330 30 LP KSRH06 326 237 24 LG

KSRH07 204 222 18 LG KSRH09 230 100 22 LP

KSRH10 213 255 21 LG MIEH05 590 100 10 HP
HP sites have high si, and thus they are not likely to be
informative for nonlinear constitutive models unless path and
source effects can be accounted for.
MIEH10 422 197 21 LP MYGH02 399 203 25 LP
�

MYGH03 934 117 17 HP MYGH04 850 100 21 LP

MYGH05 305 337 22 LP MYGH07 366 142 18 LP

MYGH09 358 100 42 LP MYGH10 348 205 25 LP

MYGH11 859 207 15 HG NGNH18 379 100 21 HP

NGNH29 465 110 19 LP NIGH06 336 100 52 HP

NIGH09 463 100 11 LP NIGH11 375 205 14 LG

NIGH12 553 110 50 LP NIGH14 438 387 14 LP

NMRH02 315 103 12 LP NMRH04 168 216 18 LG

NMRH05 209 220 12 LP OKYH14 710 100 14 LP

SMNH01 464 101 18 HP SMNH02 503 101 15 HP

SZOH39 377 103 17 HP SZOH42 153 203 18 LP

TCGH10 371 132 79 LP TCGH11 329 200 64 LP

TCGH12 344 120 50 LG TCGH13 574 140 67 LP

TCGH15 423 300 66 LP TCGH16 213 112 50 LP

TKCH05 337 100 26 LP TKCH07 140 100 23 LP

TKCH08 353 100 26 LG TTRH02 310 100 20 HP
HG sites are difficult to interpret because we would expect
that if the inter-event variability is large, the fit to SH1D
should be poor.

Fig. 4 plots si and r as a function of VS30 and labels the respective
cutoff values and the site response classifications. Fig. 4 shows that
there are 16 LG sites with VS30 ranging from 144 m/s to 670 m/s
and there are 53 LP sites that span an even wider range of VS30.
Table 1 summarizes the 100 sites that we use in this study,
including the VS30, the maximum depth of the velocity profile
(Zmax; also the install depth of the downhole seismometer),
the total number of linear events used to compute the ETF that
meet our data quality criteria (nlin), and the classification label for
each site.
Fig. 4. (a) The inter-event variability (si) and (b) the fit to SH1D (r) as a function of VS30 for the KiK-net sites.
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5. Interpretation of taxonomy classes

We select a subset of the LG and LP sites as illustrative examples.
Fig. 5 shows the ETF and SH1D amplifications for (a) TKCH08,
(b) ISKH02, and (c) TKCH05. Site TKCH08 is a typical example of
an LG site, with a narrow ETF confidence interval and the SH1D
peaks closely aligned with the peaks observed in the ETF. The
interpretation of the LG sites is the most straightforward: the
standard modeling assumptions are appropriate. The interpretation
of the LP sites (ISKH02 and TKCH05 in Fig. 5) requires more care.

Both of the LP sites in Fig. 5 have relatively narrow ETF
confidence intervals and do not exhibit a good fit to the SH1D
Fig. 5. The ETF and SH1D amplifications at sites (a) TKCH08, (b) ISKH02, and (c) TKCH

reported for each site. (a) VS30 = 353 m/sec, (b) VS30 = 721 m/sec and (c) VS30 = 337 m

Fig. 6. ETF and SH1D amplifications at site ISKH02: The SH1D solution in (a) uses the

waves, (b) increases the velocity of the bottom layer from 530 m/s to 1200 m/s and a

structure chosen to match the ETF as accurately as possible, assuming vertical inciden
calculation. Note, however, that the nature of the misfit in sites
ISKH02 and TKCH05 is distinctly different. The overall shape of
the ETF at ISKH02 is similar to SH1D, but the first peak in the
SH1D TTF is at a lower frequency than the first peak in the ETF.
Thus, it is likely that a good fit of the SH1D model to the ETF could
be achieved by increasing the velocities of the assumed horizontal
layers or applying the Assimaki et al. [9] downhole seismogram
inversion method. In contrast, the SH1D TTF and the ETF at
TKCH05 are so dissimilar that no adjustment to the velocity
profile will result in a satisfactory fit.

We first discuss possible explanations for the misfit at ISKH02,
where we suspect that the one-dimensional model is still valid
05. The goodness-of-fit statistics r and the inter-event variability parameter si are

/sec.

downhole velocity structure with an incidence angle of 311 for the incoming SH

ssumes vertically incident incoming waves, and (c) uses a more detailed velocity

ce.



E.M. Thompson et al. / Soil Dynamics and Earthquake Engineering 41 (2012) 32–43 39
even though it is classified as an LP site. Multiple SH1D solutions
offer substantial improvement over the SH1D solution with the
measured downhole velocity structure at ISKH02, and we provide
a few examples in Fig. 6. Subfigures (a)–(c) compare alternative
SH1D solutions to the ETF and subfigure (d) gives the VS profiles
associated with each of these solutions. In Fig. 6(a), we use the
original downhole velocity structure but increase the incidence
angle from 01 (vertical) to 311 to match the frequency of the first
peak to the ETF. This shifts all the peaks to higher frequencies and
decreases the amplitudes. To match the amplitude of the first
peak, we also increase iQs from 7.5 (for Fig. 5) to 10. Though we
have improved the fit of the first peak, the other peaks to not
match well. This is a ‘‘complex’’ model because nonvertical
incidence is not typically considered in site response analysis.
But a consistent incidence angle of 311 for many different events
is unlikely and so this is not a satisfying solution.

An alternative solution strategy is to modify the layered
velocity model. The velocities available at the KiK-net arrays are
derived from surface-source downhole-receiver logging, and thus
the velocities are based on travel time measurements, which are
not typically associated with a large degree of uncertainty. To
adjust the velocity profile, we must assume that these measure-
ments or their interpretation is inaccurate. Ideally, we would
inspect the recordings from which the travel time picks were
taken. However, these data are not generally available. Here, we
Fig. 7. Vicinity maps of KiK-net stations (a) TKCH08 and (b) TKCH05; and boring logs

orientation of the SASW surveys (red arrows) relative to the downhole arrays (blue trian

and the seismometer transect extends in the direction of the arrow. The length of

are modified from those available from the KiK-net website and include litholog

(For interpretation of the references to color in this figure caption, the reader is referr
follow this approach to illustrate the multiple interpretations of
the misfit between the ETF and SH1D at the site.

The uncertainty of the in situ velocity measurements increases
with depth because the signal of the surface-source generally
becomes more difficult to detect. Thus, we first attempt to
increase the velocity of the bottom layer from 530 m/s (reported
in the downhole profile) to 1200 m/s and assume iQs ¼ 5. The
resulting amplifications are given in Fig. 6(b), and the VS profile is
displayed in Fig. 6(d) along with the original VS profile reported by
KiK-net. As with the SH1D result with increased incidence angle,
the first peak matches the ETF, but the higher frequencies peaks
are not aligned.

A third solution, represented in Fig. 6(c), has more layers
(shown in Fig. 6d), and the velocities are adjusted so that the
misfit between the ETF and SH1D is minimized. The velocities are
optimized with a genetic algorithm [44]. The higher mode peaks
match the ETF better than in the solutions in Fig. 6(a) and (b),
though some accuracy of the first peak must be sacrificed to
achieve the improvement at higher frequencies. The finer resolu-
tion profile also exhibits large fluctuations of the velocities that
are not present in the original velocity profile. It is possible that
these fluctuations have been averaged out by the coarse layering
assumed in the downhole profile, and thus this ‘‘optimized’’
profile may be closer to the true properties of the soil. As we
have demonstrated, the misfit could be due to a combination of
at stations (c) TKCH08 and (d) TKCH05. The vicinity maps show the location and

gles). The base of the red arrow identifies the location of the SASW seismic source,

the arrow indicates the distance to the furthest seismometer. The boring logs

ic descriptions and the surface-source downhole-receiver velocity estimates.

ed to the web version of this article.)
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various simplifications or errors in the site response model,
including (1) the assumption of vertical incidence, (2) bias in
the VS measurements, and (3) the limited resolution of the VS

profile.
In contrast to site ISKH02, no reasonable adjustment to the

velocity profile at site TKCH05 (Fig. 5(c)) provides a satisfactory fit
of the SH1D model to the ETF. The fundamental problem is that
the ETF does not exhibit the destructive interference between the
upgoing and downgoing waves that is predicted by the SH1D
model (i.e., the downgoing-wave effect). Thus, we hypothesize
that the source of the misfit at TKCH05 is due to lateral variations
in the subsurface velocities that scatter the seismic waves and
thus diminish the downgoing wave effect, as discussed by
Thompson et al. [2] for site OKYH07.
6. Three dimension site effects

6.1. Identification of three-dimensional complexity at LP sites

Through comparisons of the two LP sites in Fig. 5, we have
identified two different important sources of complexity in the
site response analysis. Previously, we demonstrated that ISHK02
can still be explained with one-dimensional wave propagation;
here we demonstrate that the misfit at TKCH05 arises because the
one-dimensional assumption does not hold. To test the hypoth-
esis that the main source of the misfit at site TKCH05 is due to
three-dimensional wave propagation effects, we conduct four
SASW surveys in the vicinity of both sites TKCH08 and TKCH05.
If we are correct that the main source of the error at TKCH05 is
lateral velocity variability, then we should see distinctly larger
Fig. 8. Empirical (points) and theoretical (lines) dispersi

Fig. 9. Downhole and SASW VS profiles near K
variability in the four SASW surveys in the vicinity of TKCH05
than TKCH08.

The vicinity maps and boring logs (including the lithologic
descriptions and velocity estimates) for both stations are shown
in Fig. 7. TKCH05 is in the town of Honbetsu while TKCH08 is
located on a relatively isolated ridge. There are more potential
testing locations at TKCH05, while access is limited to a single
road at TKCH08. The spacing between the four different SASW
surveys varied from 159 to 616 m at THCH08, and from 227 to
578 m at TKCH05. The red arrows indicate the layout of the SASW
surveys in Fig. 7. The base of the arrow identifies the location of
the electromechanical seismic source, and the length of the arrow
approximates the distance that the receiver array extend away
from the source.

The KiK-net downhole arrays are located at the blue triangles
in Fig. 7(a) and (b). The descriptions of the lithology provided by
the KiK-net website (Fig. 7(c) and (d)) provide preliminary
evidence that TKCH05 may be more heterogeneous than TKCH08.
The lithology at TKCH08 is relatively simple, consisting of 78 m of
Quaternary sandy gravel over Cretaceous sandstone. In contrast,
the top 80 m of TKCH05 consists of eight layers of Neogene
deposits including fill, sandy gravel, sandstone, silt, and gravel-
stone. The stratigraphy below 80 m is mostly gravelstone and
sandstone with thin interbeds of siltstone. The large velocities of
the layers at TKCH05 indicate that the layers labeled silt are
almost certainly siltstone (the discrepancy is easily attributed to
the translation from Japanese to English).

The empirical and theoretical dispersion curves for each SASW
survey at sites TKCH08 and TKCH05 are given in Fig. 8. The
theoretical dispersion curves in Fig. 8 correspond to the inverted
VS profiles in Fig. 9. Fig. 9 also shows the KiK-net downhole
on curves near KiK-net (a) TKCH08 and (b) TKCH05.

iK-net sites (a) TKCH08 and (b) TKCH05.
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profiles and the K-net profile at HKD090 because it is installed
adjacent to TKCH05. Note that HKD090 is about 4 m from TKCH05,
and so both stations are covered by the blue triangle in Fig. 7(b).
The increased lateral variability of the in situ VS profiles in the
vicinity of the TKCH05 relative to TKCH08 supports our hypothesis
that the misfit observed at TKCH05 in Fig. 5(c) is caused by three-
dimensional spatial variability of the subsurface properties.

6.2. Evaluation of three-dimensional site response effects

Plots of the predicted and observed time histories are the most
direct and intuitive method for assessing the performance of a
ground motion model. However, such comparisons can be mis-
leading because there is generally only space for a small subset of
the ground motions in a single article and thus it is impossible to
provide a comprehensive representation of the site behavior.
Nevertheless, Fig. 10 illustrates the goodness-of-fit of the SH1D
model for the East–West (EW) and North–South (NS) time
histories at sites TKCH08 ((a) and (b)) and TKCH05 ((c) and (d))
for small amplitude ground motions.

As expected for small amplitude ground motions, the SH1D
model predicts the surface motion relatively accurately at
TKCH08 in Fig. 5 while a similarly small amplitude motion is
substantially overpredicted at TKCH05. The overprediction at
Fig. 10. Recorded and predicted surface EW and NS components of the ground motions

computed from the downhole recording by applying the SH1D transfer function based

Fig. 11. Site response residuals at (a) TKCH08 and (b) TKCH05. The gray shaded region

line gives the residuals for the nonlinear event at each station.
TKCH05 results because the SH1D model is compensating for
the expected interference between the upgoing and downgoing
waves at TKCH05, while the interference is not present in the
observed ground motions. This demonstrates how the misfit in
the transfer function (as displayed in prior figures) translates to
the time histories that are easier to interpret from an earthquake
hazards analysis perspective.

It is important to include both components and all of the
ground motions when comparing predictions to observations
because the goodness-of-fit varies substantially from one recording
to the next and between the different components of the same
recording. Thus, the data in Fig. 10 are for schematic demonstra-
tion, but general conclusions should not rely on a single observa-
tion such as this. Fig. 11 summarizes the performance of the SH1D
model in terms of a Sr

aðTÞ for sites TKCH08 and TKCH05. The shaded
gray area is the 95% confidence interval of Sr

aðTÞ for the linear
events at each station. The black line is the Sr

aðTÞ for the strong
motion record at each site. It is interesting to note that at short
periods (To0:1 s), the Sr

aðTÞ have a similar pattern at the two sites
in Fig. 11: the SH1D model generally underpredicts the ETF.
However, at longer periods (0.5 s and greater), THKCH08 is gen-
erally unbiased, while the SH1D model for TKCH05 substantially
overpredicts the ETF at the periods where the downgoing wave
effect is expected by the SH1D TTF.
at sites TKCH08 (a and b) and TKCH05 (c and d). The predicted surface records are

on the downhole velocity structure. (a) TKCH08: EW and (b) TKCH08: NS.

is the 95% confidence interval of the residuals for linear events, and the solid black
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7. Nonlinear effects

In the prior section, we discussed the differences in the Sr
aðTÞ

for TKCH08 and TKCH05 in Fig. 11 for linear events. Additionally,
we see similar trends in the nonlinear effects for the strong
motion that was recorded at these sites. Note that these compar-
isons are to show the level of misfit when we apply the
viscoelastic SH1D model to motions that we expect to exhibit
significant nonlinear effects. The strong motion at both sites are
from the M 8.0 2003 Tokachi-Oki Earthquake. For this event, the
peak acceleration at TKCH08 is 0.51g and at TKCH05 it is 0.41g.
The residuals for the strong motion decrease at short periods
relative to the linear events, indicating that Sa

o decreases because
Sa

p remains constant for SH1D. Also, there is an increase in the
residuals at intermediate periods (near 0.3 s) relative to the linear
events, indicating that Sa

o increases. The differences between the
residuals of the mainshock and the linear events, however, are
generally smaller than the largest linear residuals at TKCH05. This
indicates that complex linear wave propagation effects can be at
least as important as nonlinear effects, at least for the sites and
records that we consider here.

Reliable calibration and validation of constitutive models
requires many case studies, and these case studies should ideally
sample a realistic range of model input parameters. However,
only a few extensively studied downhole arrays are commonly
used for calibration and validation of nonlinear models, such as
the large-scale seismic test (LSST) site in Lotung, Taiwan [45–50].
Thus, there is a critical need to increase the number of sites that
are commonly used for nonlinear calibration and validation of
dynamic soil constitutive models. In this paper, we suggest that
the 16 LG sites in Table 1 are ideal for such studies.
8. Summary

We propose a site response classification scheme for surface–
downhole strong motion arrays. This taxonomy is designed to
identify those sites that require more complex analysis than the
standard site response assumptions. This classification scheme is
the key to expand the number of sites where nonlinear site
response models are calibrated and validated.

Of the four categories that we propose, the most difficult to
interpret is the HG class. Only two of the 100 sites in Table 1 are
HG, one of which is IWTH04 in Fig. 3(a). The HG sites have a large
amount of inter-event variability, but the median ETF matches the
SH1D TTF relatively well. These sites are difficult to interpret
because it seems unlikely that a site where the inter-event
variability is large may produce a good overall fit.

We have identified 16 LG sites (low inter-event variability and
good fit to SH1D) that are appropriate for calibration and valida-
tion of nonlinear site response models using standard SH1D
assumptions. These sites range from deep soil sites to weathered
rock sites, and will therefore provide an appropriate range of
conditions for calibrating and validating soil constitutive models.

We have identified 53 LP sites that can be used for calibration
and validation of more complex site response models. Such
models should address issues such as nonvertical incidence,
optimization of the soil profile, soil heterogeneity, earthquake
source parameters, and full source-to-site waveform modeling.
The KiK-net database is ideal for nonlinear site response studies
because of the large number of stations that cover Japan, and the
large earthquakes that this network has recorded. We find that
many of the KiK-net sites are characterized by a large amount of
inter-event variability that cannot be accounted for by currently
available site-response modeling techniques. This underscores
the need for the development of new methods that can relax
some of the standard modeling assumptions.
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