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 Proteins dance; the atoms of a protein move through time in our cellular aqueous  
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environment, and each atom is important in this process. The dance of a protein is unique 

to that protein, and alone controls how that protein functions. In this way, our cells are a 

world unto their own, and as the proteins of a cell dance along, they orchestrate life. In 

this thesis, I discuss the dance, or dynamics, of five different proteins: the ankyrin repeat 

and SOCS box protein 9 (ASB9), creatine kinase (CK), the L99A mutant of T4 

lysozyme, the Inhibitor of κB kinase 2 (IKK2), and the NFκB essential modulator 

(NEMO). Each of these proteins have unique sizes, shapes, dynamics, and roles in the 

cell. To study these proteins, I chose to use the computational microscope, performing 

molecular dynamics simulations at the atomic level. Through the solving of theoretical 

models of the bonds between atoms, iterated over and over again through time, a dance 

unfolded for each of these proteins, illuminating how these proteins perform their duties 

in our cells and in our test tubes. I demonstrate that ASB9 and CK interact through a 

highly disordered interface, uncover the dynamics which guide both excited state 

transitioning and benzene release in the L99A mutant of T4 lysozyme, and present a 

hypothesis for how NEMO appends itself to the IKK2 hexamer.  
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INTRODUCTION 
	
Section 1: Synopsis 
 
 In this thesis concepts surrounding protein dynamics are explored with 

computational techniques, specifically molecular dynamics and network models. As an 

introduction into this thesis, a background on proteins in general and on the theory and 

application of various computational techniques are discussed. Following these topics, 

specific introductions on three different protein systems are reviewed.  

 For the background on proteins, in section 1.2 the timescale and dimensions of the 

world of proteins is noted. This is meant to introduce the reader to the world of proteins 

inside of our cells. In section 1.3, a brief background on protein structure is presented 

which reviews most of what is discussed in an undergraduate biochemistry course but 

diverts from this in exploring intrinsically disordered proteins. In section 1.4, the theory 

of how the small world of proteins sums up to thermodynamic quantities in the 

macroscopic world is reviewed through the standpoint of statistical mechanics.   

 This thesis focuses on how proteins move in solution at the atomic level and how 

proteins interact with one another, or protein dynamics and protein-protein interactions 

respectively. As a background on protein dynamics, section 1.5 provides a brief overview 

of the experimental techniques used and model systems for investigating protein 

dynamics. Section 1.6 provides a history of protein-protein interactions, and a brief 

overview of experimental and computational methods for studying such interactions.   

 To define protein motions, the work herein mostly concerns molecular dynamics 

simulations and aligning these simulations with experiment. Section 1.7 reviews the  
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theory of molecular dynamics, or MD. Section 1.8 explores the various methods for 

directly comparing simulation with experiment. Section 1.9 completes the introduction by 

providing a brief description of the three protein systems described in this these: the 

L99A mutant of T4 lysozyme, the ankyrin repeat and SOCS box protein 9 (ASB9) and its 

interaction with creatine kinase (CK), and the inhibitor of κB kinase beta (IKK2). 
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Section 2: A note on timescales and dimensions of the world inside our cells 

 

 Our cells are like little worlds. And in these little worlds, proteins are the worker 

bees; they make sure the work gets done. Just as each human being on earth has a job or a 

role in the world, each protein performs a different and critical function to the health of 

the whole cell. Each protein is a different shape and size, and finds home in different 

parts of the cell: some proteins reside in the cellular membranes, or the nuclear 

membranes, while others prefer to localize to cellular compartments in the cytoplasm or 

nucleus. The timescales of this world are much quicker that the timescales of our world. 

While it may take us thirty minutes just to get to work (depending on the traffic), most 

proteins are able to perform their functions on the microsecond timescale, or 0.000001 

seconds. The spatial dimensions of this world are similarly much smaller than ours, with  

 

Figure 1.1: A dashing scientist and her computational nanoscope. Through 
the computational nanoscope it is now possible to watch the dynamics of 
proteins on the nanometer length scale and nanosecond to microsecond 
timescales.  
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the cell itself spanning on average only twenty-five micrometers (µm) and most proteins 

are within 10-30 nanometers (nm). Yet, perhaps the greatest distinction between this 

world and the one that we inhabit is that proteins are not surrounded by air as we are. 

Instead, proteins exist in an aqueous solution of salts and other proteins, much like 

triathletes at the beginning of a race. And once the race starts, so begins life, with 

proteins swimming somewhat aimlessly, or more accurately in an entropically favorable 

way, until they can achieve their purpose. Rather quickly compared to our timescales, the 

life of a protein ends, and proteins are recycled back into their building blocks so that 

they may be rebuilt into a new protein. Here we will learn about how different proteins 

achieve their purpose through the lens of the computation nanoscope. 
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Section 3: Protein Structure 
 
 Biochemistry courses introduce protein structure by breaking down the structure 

into four different categories: primary, secondary, tertiary, and quaternary. Here we 

review these principles and then introduce rationale to demonstrate how these principles 

are inherently flawed.  

 Primary structure is often described as a sequence of amino acids but it refers to 

much more than that: it is the basic atomic-level chemical structure of the amino acids 

that form a long peptide chain. The secondary structure of a protein purports how the 

amino acids of a protein fold locally. Tertiary structure describes the overall fold of a 

single protein peptide chain, and this fold is generally accomplished by burying 

hydrophobic side chains into the cavity of a protein, away from the aqueous salt solution 

that proteins float in. Quaternary structure designates how many proteins are found 

together in complexes so stable that the interactions are thought to be irreversible.  

 This protein structure code is an imperfect one. Secondary structures are more 

complex than to be easily categorized into bins of either alpha helices or beta sheets. The 

line between secondary structures and tertiary structures is often drawn in the sand, as is 

the division between tertiary and quaternary structures. Delineating quaternary structure 

can be confusing because most proteins associate with one either transiently or with some 

degree of separation. Moreover, expressing proteins as having an absolute primary, 

secondary, tertiary, or quaternary structure overlooks known scientific phenomenon such 

as mutants, protein quaking, protein dynamics, and protein signaling pathways. Here 

these oversights are explored. 
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 Generally, in introductory biochemistry courses, two of the major secondary 

structural elements are introduced: alpha helices and beta sheets. But there are so many 

other structures that small sequences of amino acid within a large peptide chain can 

adopt, including but not limited to beta turns, coils, 310 helices, and bends. What most 

obviously distinguishes these secondary structures from one another is how the 

backbones of the local peptide sequence form hydrogen bonds from one amino acid to 

another. Yet, these hydrogen bonds should not be confused as the force behind the folds 

of these secondary structures. Instead it is the hydrophobic-hydrophobic attraction and 

hydrophobic-water repulsion that induce the formation of these secondary structures. The 

 

Figure 1.2: Two-dimensional depictions of free energy landscapes for 
stable, well folded proteins (left) and intrinsically disordered proteins 
(right). Ground states of a protein (blue dot) and excited states of a protein 
(orange dot) demonstrate how different protein conformations have 
different energies. A hypothetical folding pathway is also depicted to 
show how a protein samples multiple states as it folds (green arrow). 
 

energy landscape (Figure 2) that is associated with these forces on the atoms and amino 

acids of a protein chain are typically depicted by a folding funnel, with the protein 

Stable Protein 
Conformations

Intrinsically Disordered 
Protein Conformations

Energy
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dropping from one basin to another until it falls into the lowest energy structure, the 

folded structure. However, not all proteins fold or exist in this sort of energy landscape. 

 

Figure 1.3: An image of the intrinsically 
disordered region of a protein in blue (arrow), 
which is important in protein interaction. 
 

 One such class of proteins whose energetic landscape cannot be explained 

through a folding funnel is the intrinsically disordered protein (IDP, see example in 

Figure 3 above). These proteins have flat energy landscapes with multiple small basins 

where different conformations with relatively equal energies are explored or sampled 

(Figure 2). In other words, these proteins have many different possible structures. This 

conformational heterogeneity (Figure 3) makes these proteins difficult to study with 

conventional structural biology methods, a point that is discussed later in the thesis. This 

characteristic also confers many unique characteristics to these proteins. For one, IDPs 

are highly gregarious proteins in that they interact with many other protein partners. They 
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are also more strictly regulated for this reason, because as can be imagined, this dynamic 

nature could result in misfolding and aggregation.1 In fact, many misregulated IDPs are 

the root cause of malignancies and diseases.2,3  

 Most proteins do not perform their necessary cellular tasks in isolation. Instead, 

they interact through complexes of identical protein partners or through interactions with 

other proteins that have unique amino acids sequences, a point returned to more 

extensively in Section 1.7. While many higher order protein complexes do form stably in 

the cell and are energetically found at the bottom of a large energy funnel, other proteins 

interact transiently in a signaling pathway and only in certain chemical environments. 

 The energy of protein-protein interactions can be explain in terms of an enthalpy 

component (ΔH), the energy released due to stabilization of through space interactions of 

the electrostatic or van der Waals varieties, and an entropic component (ΔS), the 

randomness or heterogeneity of a protein’s energy landscape. The total energy (ΔG) in a 

protein-protein interaction can be explain as a linear combination of these two 

terms: 

ΔG = ΔH – TΔS 

However, the energy can also be written in terms of an equilibrium constant, which 

describes the concentrations of the proteins, say protein 1 and protein 2 (P1, P2), in 

complex versus the proteins alone in solution:  

 

P1 + P2 → P1P2 

ΔG = -RT•ln(Keq)  

(2) 

(1) 

(3) 
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Keq = !!!!
!! !!

 

This equilibrium constant is also related to the ratio between the rates of the reverse and 

forward reaction in going from monomers of two proteins to a protein-protein complex:  

Keq = 
𝓀!""
𝓀!"

 

Determining these rates of binding and release can thus help us understand not just how 

quickly or slowly two proteins interact in solution but these rates can also be used to 

calculate the energies of interaction between two proteins. I will return to the theory and 

history of protein-protein interactions later in the introduction. 

 The last point that will be mentioned here is concerned with the difference 

between the cellular environment and the model shown in equation (2) above where one 

protein interacts with another protein. In the aqueous milieu of our cells, a single protein 

is not interacting with just another protein. Proteins are constantly bumping into one 

another due to the tight packing of proteins within our cells. Moreover, different types of 

proteins have been found to localize to different parts of the cell in a process called phase 

separation.4 This processes has just recently begun to be attributed to IDPs in creation of 

phase-separated microenvironments within our cells. These microenvironments will 

ultimately also affect the rates and thus equilibriums of protein-protein interactions and 

should be considered when describing protein interactions in a cell versus protein 

interaction in vitro or in silico. In this thesis, the in vitro and in silico properties are 

studied in the hopes that these might provide a good starting point for understanding how 

these proteins move and function within our cells.  

 
 

(4) 

(5) 
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Section 4: Statistical Mechanics of Proteins 

 .  

 The connection between the atomic level motions of proteins and experimental 

observables can be described through a language, the language of statistical mechanics. 

Statistical mechanics is predicated on the notion that we can derive thermodynamic and 

kinetic quantities observed experimentally from probabilities and population averages of 

microscopic, or even nanoscopic, worlds, conditions, or events. In this section, this 

language is explored. First, terms ensemble, phase space, a priori probability, and 

Ergodic hypothesis are defined. Them from probability theory, the equation for entropy is 

derived. Finally, this section ends with discussion of the microcanonical ensemble 

(NVE), the canonical ensemble (NVT), and the constant pressure (isobaric-isothermal) 

ensemble (NPT).  

 Proteins do not exist alone in solution, and typically the properties of a protein 

that we measure from experiment consist of a population of an identical protein. The 

values obtained from these experiments are not absolutes, but rather averages. A group of 

conformational states, often termed microstates, with specific properties like number of 

particles N, volume V, temperature T, and energy E, is defined to be an ensemble.5 

Explained differently, an ensemble is a collection of a very large number of nanoscopic 

or microscopic things, with all replicas contributing to the thermodynamic properties of a 

macroscopic system.6 To continue with the analogy begun in Chapter 1.2, the world is an 

ensemble of people at any given instance. At that instance, the world has a specific 

number of people, N, a specific volume, and a specific energy E. However, over time, 

that ensemble of people changes, which leads to the idea of phase space.  
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 Phase space is an N-dimensional space, first coined and conceived by Gibbs, 

which encompasses all of the possible configurations of a given ensemble of N things. 

For the purposes of this thesis, these “things,” are proteins. Thus, in the classical N-body 

or N-protein system at any time the ensemble can be completely describe by a single 

point in phase space.6 Thus the state of people in the world right,… now, is only a single 

point in the phase space that is life on earth, assuming that the same number of people are 

always on planet earth. Yes, this is false assumption but it suits these purposes in 

explaining phase space here and is the same assumption made for describing proteins in a 

cell. 

 As will be explain in Chapter 1.7, investigations of the dynamics of proteins at the 

nanoscopic length scale can use techniques like molecular dynamics, which only 

investigate the motions of one protein through time. How then can this information be 

used to extrapolate thermodynamics properties of a protein ensemble? The answer comes 

in the form of the Ergodic hypothesis: 

“For a stationary random process, a large number of observations made on 
a single system at M arbitrary instants of time have the same statistical 
properties as observing M arbitrarily chosen systems at the same time 
from an ensemble of similar systems.” – McQuarrie, D. Statistical 
Mechanics 
 

Thus the snapshots of the world seen through the computational nanoscope are equivalent 

to observing an infinite amount of replicates of that world at a single point in time. These 

infinite replicates are what is observed through experimental techniques like X-ray 

crystallography, NMR spectroscopy, Isothermal titration calorimetry, HDXMS, and 

more. Thus it is possible to directly compare the results from the computational 

nanoscope with experimental observables.  
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 There are a multitude of specific properties that can characterize an ensemble 

including by not limited to number of things or protein), volume of actual space, 

temperature, energy, pressure, and chemical potential. Here three different ensembles are 

addressed: the NVT ensemble or the canonical ensemble, the NVE ensemble or the 

microcanonical ensemble, and the NPT ensemble or the constant pressure ensemble, as 

these are most relatable to the world simulated in molecular dynamics simulations.  

 The canonical ensemble describes a set of systems that are not isolated, as the 

energies in the different systems can vary, but all have the same number of particles, 

volume, and temperature. The average energy and entropy of the canonical ensemble 

depends upon the temperature, number of particles, and volume by 

𝐸 = 𝐸 𝑁,𝑉,𝛽 =  !! !,! !!!!!(!,!)!

!!!!!(!,!)!
 

𝑆 = 𝑘 ln𝑄 + 𝑘𝑇 (
𝜕𝑙𝑛𝑄
𝑑𝑇 )!,! 

where 𝛽 is 1/kT, where k is the Boltzman constant and T is the temperature. If we let the 

denominator be Q, then Q(N, V, 𝛽) can be used to describe the values for an array of 

other thermodynamic values including S and p. This Q is known as the canonical 

ensemble partition function.6 Most molecular dynamics simulations are performed in this 

ensemble.  

 In the microcanonical ensemble, the energy, number of particles, and volume is 

held constant, and so is classically is known as an isolated system. Unlike in the 

canonical ensemble, the entropy of a microcanonical ensemble is unique in that it is 

proportional to the logarithm of the number of states that the system can occupy: 

𝑆 = 𝑘 𝑙𝑛Ω(𝑁,𝑉,𝐸) 

(6) 

(8) 

(7) 
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This ensemble is rarely simulated as the conformational states of different energies in 

proteins are often important biologically and desirable for sampling. 

 Finally, the isobaric-isothermal ensemble, or constant pressure ensemble, is also 

commonly used to perform molecular dynamics simulations as it mirrors biologically 

relevant conditions rather well. In this ensemble, the partition function is written in terms 

of number of particles, temperature and pressure, and the entropy of the system is 

typically written as: 

𝑆 = 𝑘 𝑙𝑛Δ+ 𝑘𝑇(
𝜕𝑙𝑛∆
𝜕𝑇 )!,! 

 The partition functions for the canonical (Q), microcanonical (Ω), and isobaric-

isothermal (∆) ensembles are all logarithmically related to different thermodynamic 

variables. As can be seen in equation 8, the microcanonical partition function is 

logarithmic to the entropy of a microcanonical ensemble. The canonical partition function 

is logarithmic to the Helmholtz free energy, denoted A in most texts. Finally, the 

isobaric-isothermal partition function is logarithmic to the Gibbs free energy, and thus 

relates very nicely to many quantitatively measureable variables for an experimental 

ensemble. For a deeper look into statistical mechanics theory, please see McQuarrie’s 

text “Statistcal Mechanics” referenced in section 1.8.  

 

  

(9) 
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Section 5: Protein dynamics 
 

 The concept of proteins as dynamic, non-static systems was born in 1959 through 

hydrogen exchange experiments, not long after the discovery of secondary structural 

elements like α helices and β sheets,.7,8 These results demonstrated that proteins 

“breathe” to allow solvent into buried protein interiors.7 The conceptual leap from 

proteins as dynamic to conformational ensembles astoundingly followed shortly after in 

1963.9 The role of these conformational ensembles in ligand binding and other reaction 

mechanisms is a concept that the protein science community is still grappling with.10,11  

 What are conformational ensembles? Returning to the earth and people analogy, 

imagine that each person had identical genetic makeup, a world full of many copies of the 

same person. This earth then contains an ensemble of people, all moving differently, 

some with their hands raised, some walking, some speaking etc. Our cells, contain 

ensembles of proteins that are also in different physical states, or conformations. 

Experiments often deal with measuring averages over an ensemble of identical protein 

copies, where as simulations calculate the structures of a single protein copy through 

multiple time steps of a trajectory. It is possible to relate these two data sets because of 

the Ergodic hypothesis, a point discussed in chapter 1.4.  

 Historically, protein dynamics was a field that followed first from 

crystallography, which cannot resolve long-timescale dynamic motions and is limited 

mostly to solvent exposed side chain torsions or backbone coil and turn fluctuations. 

Today, protein dynamics is more commonly discerned experimentally with NMR and 

SAXS as well as fluorescence based techniques.12,13 Complementing results from 
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experiment, the application of molecular dynamics and other simulations now allow 

scientists to align atomic level motions on the nanosecond to millisecond timescales with 

ensemble averages from experiment. In this thesis, the focus is on aligning results from 

molecular dynamics simulations with NMR and SAXS results and using these methods to 

reveal the dynamic personalities of proteins.14 

 Nuclear magnetic resonance (NMR) spectroscopy can measure both internal 

distances between atoms in a protein and the motions of atoms in a protein. These 

measurements are possible due the fact that some nuclei have nuclear spin magnetic 

moments, specifically the nuclei of 1H, 13C, and 15N.  

 In a typical NMR experiment, these atomic nuclear spins in a protein align with 

an external magnetic field (B1) and then become disturbed away from their equilibrium 

aligned position through the application of a radio frequency pulse in a plane normal or 

perpendicular to the external magnetic field. After the pulse, the nuclei spins then precess 

about the axis of B1 at a very specific frequency. This frequency is dependent upon the 

strength of magnetic field witnessed by the nuclei. Each nuclei is affected by a different 

field strength because each nuclei exists in a unique chemical environment, with varying 

degrees of effective magnetic field shielding of the nuclei. This frequency is known as 

the Larmor precession frequency (v).  

 The measured output from an NMR experiment without any mathematical 

treatment is free induction decay (FID), or the sums of all the induced nuclear moments 

over time along the axis of radio frequency pulse. This FID is then Fourier transformed to 

result in a plot in the frequency domain, so that each individual nuclei can be teased out 
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from the data. This mathematical treatment results in three primary measurements from 

NMR spectroscopy: chemical shift, intensity, and linewidth.  

 The three major methods for measuring protein dynamics through NMR 

spectroscopy are through the measurement of order parameters (ps-ns), chemical shift 

changes calculated from relaxation dispersion (µs-ms), and hydrogen-deuterium 

exchange chemical shift effects (seconds to days). Order parameters are calculated from 

orientation correlation functions C(t), or the dot product of a bond vector at some time 

t=0 and the bond vector at some future time, and these values quantify the amplitude of 

internal motions in a model free way. To study motions on the microsecond to 

millisecond regime, Carr-Purcell-Meiboom-Gill (CPMG) relaxation dispersion is used, as 

are other relaxation techniques, which will not be reviewed here.  

 

Figure 1.4: Schematic of how CPMG spin echo pulses can be used to 
derive Rex between two protein states that exchange on slower timescales. 
Adapted from Palmer et al.15 
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 With CPMG relaxation dispersion, a spin echo pulse is used to refocus 

magnetization vectors, however, if a nuclei samples two different chemical shifts in two 

consecutive spin echos, then line broadening will occur (Figure 4). These line-broadened 

spectra can be fit with various models to solve for the chemical shift difference, rates of 

interconversion, and populations of each chemical shift. Finally, hydrogen-deuterium 

exchange places a protein with 1H into a deuterium solution (or vice versa), and measures 

the disappearance (or appearance) of chemical shifts over time due to local unfolding 

events, breathing and quaking that commonly happens in proteins on the millisecond to 

hours timescales.  

 In this thesis, we compare directly with the second kind of motions in the 

microsecond to millisecond regime through the use of back-calculated chemical shifts 

from simulations. See below for an explanation of how chemical shifts are back 

calculated from structures sampled in molecular dynamics simulations. In this thesis, 

structures from MD simulation are also compared to scattering experiments, a method for 

understanding the dynamic ensemble of a protein at a lower resolution than is achieved 

with NMR. 

 Small-angle X-ray scattering (SAXS) makes use of the scattering angle of protein 

or macromolecules in solution to understand the solution and thus dynamic properties of 

proteins that cannot be seen through in constrained crystal structures. The data reported 

from SAXS is the population of scattered X-rays of a given wavelength (λ) at a given 

angle (θ) from the sample based on the electron density of the protein itself as well as the 

first hydration shell. This shape of the curve at low angles q values, where q = (4π sinθ/λ) 

can be fit to determine the radius of gyration through the Debye-Scattering curve. This 
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scattering curve can also be used to roughly back-calculate the electron density of a 

protein structure, a point to which we will return later in the introduction.  

 In the past twenty years it has become increasingly popular to study protein 

dynamics through the computational nanoscope, more specifically through the direct 

application of molecular dynamics simulations (see chapter 1.7) While an array of 

different techniques is available for performing conventional molecular dynamics 

simulations, it is generally difficult to achieve dynamics on the order of microseconds to 

milliseconds for an average sized protein (~ 30 kDa, or 300 residues). Thus many 

methodologies have arisen in the past few decades to gain access to these slower 

timescales. These include temperature enhanced molecular dynamics, replica exchange, 

metadynamics, accelerated molecular dynamics, Gaussian molecular dynamics and more. 

Additionally, advances in computational hardware have also enabled the accelerated 

sampling of longer timescales, through the advent of GPU computing, and in a very 

specific case, through the engineering of an application specific integrated circuit (ASIC) 

geared towards the calculations in a molecular dynamics trajectory. This later case was 

used in the construction of the Anton supercomputer, which is harnessed in this thesis for 

simulations of the L99A mutant of T4 lysozyme. Other techniques outside of molecular 

dynamics have also been applied to the study of long-timescale simulations, including 

anisotropic and elastic network models which is applied in this thesis for long-timescale 

dynamics of rather large protein complexes.  

 Computational biophysicists did not begin investigating protein dynamics by 

performing simulations on huge protein complexes. Instead initial study was focused on 

aligning simulations for smaller protein dynamic model systems to experimental results. 
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 Myoglobin, bovine pancreatic trypsin inhibitor (BPTI), and T4 lysozyme are 

classic protein model systems for studying protein dynamics. Investigations of the 

timescale of fluctuations, or the kinetics, as well as the conformational pathways of these 

proteins have set the stage for studies of larger and more dynamic proteins today.13 These 

proteins were the first to be examined because of their stabilities in solution and their 

ease of extraction in large quantities, as these investigations began before the advent of 

current molecular biology approaches.   

 Myoglobin is one of the most well-studied proteins in biology, and the first 

protein structure solved through X-ray crystallography.16 It is well studied because it is 

plentiful and easily extracted from blood samples and it is important for oxygen transport 

in the body. The dynamic motions of myoglobin were initially probed through the 

method of flash photolysis to measure the rates of carbon monoxide and oxygen binding 

as a function of temperature and ligand concentration.17  
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Figure 1.5: Myoglobin’s structure and hydrophobic residues. 
This figure shows the backbone structure of myoglobin as well as 
the hydrophobic residues found in the backbone. The number of 
hydrophobic residues buried demonstrates how and why this 
protein was the first protein to be crystallized.  
 

 Bovine pancreatic trypsin inhibitor (BPTI) was the first protein system to be 

simulated with molecular dynamics.18 Since then it has continued to be a model system in 

studying protein dynamics through the computational nanoscope. Simulations performed 

on the Anton supercomputer19 recently explored the accuracy of accelerated molecular 

dynamics methodologies.20 Aligning the results of long-timescale simulations of BPTI 

with experimental observables 21–25 continues to be an area of research and has revealed 

importantly that a single long trajectory predicts faster rates than seen experimentally.22 
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 T4 lysozyme has become a model system for investigating the role of each amino 

acid in protein structure, with over 300 mutants studied for the effects on structure, 

function, stability, and dynamics.26 These results mostly demonstrated that T4 lysozyme 

is resilient to amino acid changes, and provided the framework to explore these changes 

in other protein systems.26 Additionally, cavity mutants in the T4 lysozyme provided the 

first example of engineering buried pockets capable of binding small molecules and 

conferring unique dynamics to a protein ensemble.27–30 Here we investigate the L99A 

mutant of T4 lysozyme, a engineered protein than has come to be known as the model 

system for testing in silico ligand binding methods,31–34 for investigating excited states in 

proteins,35–42 and for determining how ligands bind to buried cavities.27,43–45   

  Following the motions of proteins at the atomic level is not a trivial task. 

Multiple different unique approaches to elucidating the “dynamic personality”14 of 

proteins have been pursued in just the last decade, let alone the last century. The analysis 

of protein dynamics through the computational nanoscope presents an unparalleled 

avenue for discovery. Defining these motions is critical to our understanding of how 

proteins perform a range of biological functions, from catalysis to signal transduction 

through protein-protein interactions. 
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Section 6: Protein-Protein interactions 
 
 
 Here the importance of protein-protein interactions is reviewed in the context of 

signal transduction pathways. Once the function of protein-protein interactions is 

established, the methods for examining protein-protein interactions experimentally and 

computationally are considered. 

 Protein interactions are important in sending messages between the cell 

membrane to the nucleus through a domino chain of proteins: one protein tags another, 

which tags another, in signal transduction pathways which are like cellular equivalent of 

freeze tag. Sometimes, proteins interact with one another so that one may phosphorylate 

the other, as with kinases, and thereby alter the dynamics of the protein acted upon. Other 

times, proteins interact with one another tightly, with one inhibiting the other from 

performing its activity in the cell. Still further, some proteins interact with others to allow 

or block passage into different cellular compartments like the nucleus. In all of these 

processes, it is common for proteins to steer conformational changes by employing a 

protein artifice, allostery.  

 Allostery is a common feature of protein conformational changes, whereby an 

alteration at one surface dissipates to a different protein surface, and changes that 

protein’s activity in some way. Thus, characterizing protein-protein interactions is of the 

utmost importance in understanding how our cells work. Scientists have developed a 

milieu of experimental and simulation techniques to investigate these processes, which 

are reviewed briefly in here. But first, presented here is a brief history of the study of 

protein-protein interactions. 
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 The first demonstration of protein-protein complex interactions came from studies 

of antibodies and antigens in 1891, with the plant toxin ricin.46 Paul Ehrlich injected non-

toxic doses of ricin into mice, and then demonstrated that blood from the immunized 

mouse to a naïve mouse, which was then immune to ricin. The explanation for this 

phenomenon was that the mouse’s body produced anti-ricin. However, at this time it was 

still not clear that ricin was a protein or that the antibodies were also proteins. Another 

early discovery of a protein-protein interaction, and certainly the first inhibitor complex, 

came in 1906 through a kinetic study of albumin in blood and its inhibition by trypsin.47 

It would take almost another 30 years until these enzymes were realized to be proteins.48 

In the 1920s, Svedberg with the ultracentrifuge demonstrated absolutely that proteins 

form complexes that can be separated out at low pH, and thus small subunits aggregate 

into larger complexes; the first example of quaternary structure.48  

 Today, protein-protein interactions are now studied by an array of techniques and 

can be isolated because of the major advancements during the molecular biology 

revolution of the 20th century. The optimization of cell culture, development of SDS gel 

electrophoresis, and discovery of polymerase chain reactions are just a few of the 

advancements that now allow scientists to isolate a single protein, purify it, and use an 

array of experimental techniques, from pull-down assays to surface Plasmon resonance 

spectroscopy to cell-based fluorescence assays, to characterize how, what, and when 

proteins interact with one another.  

 In this thesis, the focus will be on in vitro biophysical techniques for investigating 

protein-protein interactions and using the computational nanoscope to integrate this data 

into an atomic blueprint. The in vitro techniques reviewed include kinetic, pull-down, and 
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gel-based assays, isothermal titration calorimetry (ITC), surface plasmon resonance 

spectroscopy (SPR), nuclear magnetic resonance, and hydrogen deuterium exchange 

mass spectrometry. The in silico techniques used include protein-protein docking, 

molecular dynamics, Adaptive Poisson Boltzmann Solver,49–51 protein-protein interaction 

predictors, and anisotropic network model analyses.  

 Some tools for investigating protein-protein interactions require very little 

instrumentation; simply a test tube and a column are enough to gain incredible insight. 

Upon purification, a single protein partner can be chemically linked and interact with a 

column much like the one it was purified from. The protein binding partner can then be 

run on the column and pulled-down. The resulting complex can be eluted and run on a 

gel compared to the two input purified proteins. From these sort of gel-based assays, 

qualification of the amount of protein interacting can be performed. Additionally, protein 

interactions can be measured through assays if one protein partner is known to inhibit the 

other. The effect of various concentrations of the inhibitor partner on an enzyme can 

provide give information on stoichiometry and relative binding rates. However, both the 

kinetic assays and pull-down methods are not exact and cannot report with absolute 

certainty what is happening at the molecular level, and so more advanced techniques like 

ITC, SPR and NMR are used to obtain this deeper level of insight. For an extensive look 

into these methodologies, please reference work by Phizicky and Fields.52 

 Isothermal titration calorimetry (ITC) is a technique that takes advantage of the 

fact that the heat capacity of a protein (∆Cp) changes when complexed with another 

protein.53 This makes sense in the context of the chemical environments of protein-

protein interactions: often times a protein-protein interaction interface buries a significant 
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hydrophobic surface that would otherwise interact unfavorably with an aqueous 

environment.  

 In an ITC instrument there are two cells. One cell is a reference and one cell is the 

sample cell, with a volume Vo of one protein (Video 1: https://youtu.be/wHo_Zdnl3M8). 

The experiment consists of another protein, or small molecule ligand, injected 

periodically into this sample cell. The temperatures of the sample and reference cells are 

kept identical throughout the experiment, allowing calculation of heat emitted or 

absorbed upon complex formation between the sample protein and the injected protein. If 

the interaction is exothermic, the heat released by the interaction will increase the 

temperature of the sample cell relative to the reference cell. The instrument will sense the 

change in temperature, and reduces the input of heat to the sample cell relative to the 

reference cell to return the temperatures of the sample cell to the temperature of the 

reference cell.  

 As mentioned above, when the protein in the cell (Pc) interacts with the injected 

protein (Pi), heat may be dissipated into the solution. The heat (Q) evolved can be 

represented as: 

Q = Vo∆Hb[Pc]tKa [Pi]/(1 + Ka[Pi]  

Thus, if the enthalpy of binding (∆Hb) is known, the association constant (Ka) can be 

calculated. After repetitive injections, a binding isotherm is measured from the changes in 

heat input to the sample cell relative to the reference cell. Injections continue well after 

saturation of Pc by Pi so that a baseline for the background heat of dissolving Pi can be 

measured. The integrated heats of these binding isotherms are the enthalpies of 

interaction, and this value can be incorporated into the equation above to solve for Ka. 

(10) 



	 26 

Finally, this experiment can be performed over a range of temperatures to determine the 

temperature dependence of the enthalpy of interaction, which is simply the heat capacity 

(∆Cp).  

 While ITC can measure the enthalpies, binding constants, and heat capacities for 

most protein-protein interactions, this technique is limited in its ability to measure 

protein-protein interaction kinetics when the timescales are too quick or the dissociation 

constant (KD) is too small. This is where Surface Plasmon resonance spectroscopy is 

often adopted in biophysical chemistry. Surface Plasmon resonance, or SPR, is an optical 

technique that harnesses the ability of evanescent waves to report on the changes in 

refractive indices close to a sensor surface. In fact, evanescent waves are sensitive 

enough to measure changes in refractive indices due to an increase in molecular weight, 

which allows real-time measurements of protein-protein interactions at a Plasmon 

surface.54–56 This relatively new technique came about in the early 1990s and has since 

revolutionized the measurements of kinetics of biomolecular interactions. 54,57 SPR 

harnesses the high affinity between the protein streptavidin and the biologically relevant 

small molecule biotin to link proteins of interest to a sensor surface. 

 There are three experimental steps of an SPR experiment: (1) coating the 

streptavidin embedded surface of a small gold chip with protein binding partner A that is 

biotinylated, (2) flowing free protein binding partner B in solution passed the linked 

protein binding partner A, (3) stripping the binding partner B from partner A with time or 

via chemical means like low pH solution. Step 2 and 3 result in association and 

dissociation curves respectively, and can be fit to Langmuir binding models to solve for 

the kon and koff. While SPR can be used for an array of other biophysical 
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characterizations, it is not within the scope of this thesis to review these here and the 

interested reader is referred the Biacore manual for a more extensive review.57 

 While ITC and SPR are able to provide quantitative measures of the entire protein 

ensembles interaction energies and kinetics, these methods are not capable of elucidating 

the interaction mechanism at the atomic level. For this type of investigation, biophysicists 

often turn to nuclear magnetic resonance (NMR) spectroscopy. For protein-protein 

interactions, it is common to label one of the protein interacting partners at a time, and 

obtain NMR spectra for the proteins alone in solution and then the proteins in complex. 

The differences in the spectra then allow the quantification of chemical environment 

changes for exact amino acids side chain and backbone atoms, as well as measure rates 

and thermodynamic quantities. This method was reviewed in greater detail in Section 1.6 

and interested readers are referred to Cavanagh’s text.58 

 

Figure 1.6: The Process of Hydrogen Deuterium Exchange. This schematic 
shows the different kinetic processes involved in hydrogen deuterium exchange 
including the role of protein unfolding, and the difference between EX1 and 
EX2 exchange regimes.   
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 Finally, one of the best current tools for probing a protein-protein interface at the 

secondary structure level without also sampling local conformational changes comes 

from hydrogen deuterium exchange mass spectrometry (HDXMS).59 This method works 

by measuring mass shifts due to incorporation of deuterium from solution into the 

backbone amide position of an amino acid. Amide protons are able to exchange with 

solution only when solvent exposed. Two different kinds of exchange processes are seen 

in these experiments. The first is known as EX1, and describes a hydrogen deuterium 

exchange process where the rate of local refolding (from an transiently unfolded 

structure) is less than the rate of hydrogen exchange. This exchange results in two mass 

peak populations in the spectrum (Figure 6). The second is known as EX2, and describes 

a hydrogen deuterium exchange process were the rate of local refolding is greater than 

the rate of hydrogen exchange, and so results in a single population shifting during 

exchange or incorporation of the deuterium. From HDXMS experiments, protection 

factors can be elucidated to determine which residue backbones are solvent exposed and 

on what timescale. Additionally, titration reactions can be used to elucidate equilibrium 

constants. For a more extensive review of HDXMS please see Percy et al.60 

 Computational methods for studying protein-protein interaction have become of 

great interest in recent year, especially with the rise of the CAPRI competition. Here we 

will discuss the methods used in this thesis to study protein-protein interactions 

computationally, which include protein-protein docking, protein interface prediction 

algorithms, and the Adaptive Poisson Boltzmann Solver (APBS). However, it is worth 

noting that there are many other methods including Monte-Carlo based61 as well as other 



	 29 

docking methodologies62,63 that will not be covered here and the interested reader is 

directed to other resources. 

 Rigid-body protein docking is limited by the dynamics of the proteins involved. 

However, protein docking requires relatively low computational power and so multiple 

conformations of a single protein structure can be docking iteratively. Here, this method 

was employed in both the ASB9-CK project and the IKK2-NEMO project. The ZDOCK 

and ClusPro2.0 protein-docking servers were used to dock an array of models of each 

protein set into one another. The ZDOCK algorithm uses shape-complementarity, 

electrostatics, and desolvation energies in the scoring function, and poses are created 

using a fast Fourier transform (FFT) correlation technqiue.64 The ClusPro2.0 server 

makes use of the FFT correlation technique in the ZDOCK algorithm but then filters the 

output based only on a linear combination of desolvation and electrostatic energies. Then 

the ClusPro2.0 algorithm clusters the resulting docked complexes into various 

microstates, and based on statistical mechanic theory, presupposes that the most 

populated cluster is likely to be nearest to the native binding site. Input for both of these 

servers came from structures resulting from molecular dynamics simulations in the case 

of ASB9 and CK, and from anisotropic network models in the case of the IKK2-NEMO 

interaction.  

 Protein interface prediction algorithms make use of biophysical theories behind 

protein-protein interactions. For example, it is common to find large buried apolar surface 

areas in protein-protein interfaces, since the enthalpic contribution here to the protein 

complex is highly negative for proteins in aqueous environments. The methods used 

primarily in this thesis were server-based methods including metaPPISP (meta Protein-
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protein Interaction Site Predictor) and SPPIDER (Solvent accessibility based Protein-

Protein Interface iDEntification and Recognition).   
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Section 7: Molecular Dynamics simulations 
 
  

 Molecular dynamics simulations step the atoms of a protein through time through 

the use of empirical force fields, or force fields that are based on principles of molecular 

mechanics. In molecular mechanics, the atoms of a protein are treated as points in space, 

attached by strings to other points in space, with each point having an associated mass, 

charge, and volume. Several assumptions are implicated in the construction of molecular 

mechanics models. The first is known at the Born-Oppenheimer approximation, which 

states that, the motion of the nuclei and electrons of an atom can be separated and 

considered independently. This allows computational chemists to simplify the calculation 

of molecular motion from quantum mechanical, to a linear combination of spring forces 

through bonds and electrostatics or van der Waals forces through space.  

 The typical MD simulation utilizes a force field similar to the equation below as 

well as force field models for simulating water, the solvent for biological systems, where   

 

V(r) is the potential function for a molecular mechanic system. For the through bond 

summations including bonds, angles and dihedrals, Kr and Kθ are spring constants, 

between bonds and angles respectively, and Vn is a weighting factor for dihedral angles 

(φ) away from an equilibrium value (γ). The last two summations in equation (7) are the 

(11) 
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van der Waals potential, which is inversely proportional to the distance to the twelfth 

power between the atoms i and j and weighted by experimentally determined values Aij 

and Bij, and the electrostatic potential, which is proportional to the charges of the two 

atoms (q), and inversely proportional to the distance (Rij).  

 While most force fields take the form of equation 7, there are a multitude of 

different available force fields with slightly different constants and weightings derived 

from different experimental values.65,66 The main force fields currently under use are 

AMBER and CHARMM force fields.67,68 Each has their own set of releases, starting in 

the 90s and continuing into the present day with Amberff12SB69 and others. Details are 

still being worked out in the literature as to whether one force field biases towards a 

different secondary structure or which force fields are best for simulating a variety of 

proteins from stable proteins to intrinsically disordered proteins.25,66,67,70–73 There are also 

many different water models afforded to each of these force fields, each representing the 

unique properties of water, especially the nonbonding orbitals of oxygen, in different 

ways. For example TIP3P waters create a pseudo bond between the two hydrogen atoms 

to keep the bond angle near experimentally determined 107.4o.74,75 Another force field 

model, TIP4P, adds a dummy atom at 120o from the hydrogen atoms to maintain 

similarity to natural water.76 Each water model comes with its own weaknesses and 

strengths, and in this thesis both the TIP3P and TIP4P water models are used. 

 Aside from explicit water models, there has been a recent increase in the use of 

implicit solvent methods for two reasons: decrease in computational load of the 

simulations and increase in dynamic conformational space sampled by a protein. Lower 

viscosity that is characteristic of implicit solvent models lends itself to accelerate protein 
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dynamics.77,78 In the past few years, implicit solvent methods have improved and 

complementary force fields have been identified for performing implicit solvent MD.79–81 

Thus implicit solvent methods are a good option for exploring long-timescale dynamics 

of non-globular proteins and elongated structures; explicit simulations waste computing 

resources calculating the positions of water with protein models that do not accurately 

recapitulate experimental measurements of water anyways.  

 The greatest issue facing molecular dynamics simulations is recapitulating 

experimental observables, which is an issue due to the sampling limit, restricting 

conformational observations to a single part of phase space.20,82 To overcome these 

challenges, scientists have adopted methods to speed up calculations and have designed 

computational hardware capable of increasing rates of simulation a thousand times over.  

 Two central approximations often used by computational chemists are the 

periodic boundary conditions and the particle mesh Ewald method. Periodic boundary 

conditions use the same principles that were found in the 1990’s cell phone game, snake. 

When a molecule leaves through one surface, it enters directly back in through the 

surface 180o in the opposite direction.83 This approximation allows the reduction of total 

number of molecules simulations in an all-atom system. Particle mesh Ewald method 

speeds up the calculation by introducing an approximation in the through bond 

calculations, the most computationally expensive part of a force field calculation.84 After 

a certain distance cutoff, approximately 10 Å, the electrostatics calculations are no longer 

explicitly calculated but instead are treated via a fast Fourier transform, which speeds up 

the calculation from an order of N2 the calculation is an N•log(N) method.84 



	 34 

 Multiple accelerated simulation methodologies also exist including accelerated 

molecular dynamics, metadynamics, temperature enhanced molecular dynamics, replica 

exchange molecular dynamics and more. Here we utilize the accelerated molecular 

dynamics method, and explain the details herein. For a more extensive review of 

accelerated simulation methodologies, please refer to Adcock et al.23 

 The design of computational hardware for speeding up simulations is perhaps the 

most effective means to date of increasing the sampling limit of MD simulations and 

consists of moving away from performing simulations on unparalleled central processing 

units (CPUs). The work in this thesis was performed both on Graphics Processing Units 

(GPUs), highly parallelized CPUs in supercomputers, and application specialized 

integrated circuit (ASIC) as part of the Anton supercomputer.  

 The computational speed-up from GPUs is a result of both higher computational 

power and high memory bandwidth needed for storing force, velocity and positive values 

for each atom in a trajectory. In contrast, the Anton supercomputer is made up of ASICs 

that were specifically designed to perform molecular dynamics simulations, with a torus  
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Figure 1.7: Anton’s Application Specific Integrated Circuit (ASIC). This is a 
graphical representation of the ASIC in Anton with the flexible subsystem 
that performs the integration and through bond force calculations and the 
high throughput interaction subsystem (HTIS) that performs the through 
space force calculations. On the top left is showing the torus architecture, 
which the Anton supercomputer adopts for all 512 ASICs.  

  
architecture and large local memory storage on each ASIC.85,86 Though this machine is 

more closely related to a smart phone rather than to a typical computer, it is able to 

perform computational simulations that are more than two orders of magnitude faster 

than any other supercomputer composed of CPUs or GPUs. 
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Section 8: Methods for aligning simulation with experiment 
 
  

 Results from computational simulation are incredibly powerful and provide 

exquisitely detailed models for molecular processes. However, these results are just 

models and interpretation must be done in the context of how well these results align with 

experiment. In recent years, there has been a call-to-arms for scientists to keep creating 

tools for directly comparing experimental observables with all-atom details, and multiple 

tools have already been created.87 Here, I review methods for aligning simulation with 

HDXMS, NMR, SAXS, and ITC or mutagenesis results. 

 Determining levels of solvent exposure in a protein backbone can reveal which 

domains of a protein are more prone to local unfolding. Uniting molecular dynamics 

simulations with HDXMS experiments can permit an understanding at the atomic level of 

how these solvent exposure events occur. Multiple methods have been employed in the 

literature for comparing results from HDXMS and computational simulations. Craig et al 

calculated predicted protection factors from protein folding simulation results using a 

coarse-grained Gö model.88 These protection factors were calculated based on the number 

of native contacts and the distance between H-bonded residues found in the native state. 

Another approach for comparing simulation results with HDXMS protection factors is to 

compare solvent accessible surface areas (SASA) over the simulation for particular 

residues.89 Others still have measured the internal distances between β sheet center of 

masses or other secondary structural changes on a molecular level.90,91 In this thesis, 

instead of looking at the molecular level, hydrogen bonds with water are measured 

directly at the atomic level to understand the probabilities of various backbone amides for 
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interacting with water’s nucleophile, oxygen.92 While this analysis is the most detailed in 

the literature, it suffers from the lower timescales sampled compared to the other 

simulation methods used.  

 Compared to HDXMS, NMR observables provide multiple avenues for 

comparing directly to simulation results. NMR measurements like order parameters, 

RDCs and chemical shifts can be back calculated from simulation results.89,93–98 

Alternatively, kinetic and thermodynamic values calculated from NMR observables can 

also be compared to these same values calculated from MD simulations. In this thesis, the 

focus is on back calculating NMR chemical shifts and chemical shift differences that are 

realized from CPMG relaxation dispersion experiments, and so the focus here is on the 

multiple methodologies for back-calculating chemical shifts.36  

 Typical protein chemical shift prediction programs fall in to one of three 

categories: calculations based on sequence similarity through the use of chemical shift 

databases,99,100 calculations based internal distances and atomic coordinates,101 and a 

combination of the two.99,102  Here, the combination method is used as this methodology 

has the best agreement with experiment to date.99 However, calculation of chemical shifts 

from protein structures is still a heavy area of research and much improvement in these 

methodologies must occur before these practices become commonplace.103–105  

 Where as NMR has been utilized for decades to understand protein dynamical 

ensembles, SAXS is a relatively new method, and so fewer means exist for aligning 

experimental observables with computational models. However, an excellent tool from 

the Sali laboratory known as the fast open-source X-ray scattering (FOXS) allows the 

community to quickly calculate theoretical Debye scattering profiles based on atomic 
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level models and then compares these models to the actual SAXS profile.106 This 

methodology has been integrated into other computational approaches such as in protein-

protein docking methodologies107 as well as metadynamics simulations.108 Here we use 

the results to align solution structure scattering profiles of the ASB9-CK hetero-trimer 

with an ensemble of structures obtained from all-atom molecular dynamics simulations. 

 

Figure 1.8: The Fast Open-Source X-ray Scattering 
(FOXS) server. This figure shows how the FOXS data is 
output upon solving the Debye scattering formula for a 
protein. 
 

 Finally, aligning simulation results with ITC and mutagenesis results can provide 

unique insight into the relationship between the thermodynamics and stabilities of a 

protein system and the conformational structure that underlie these energetic fluctuations. 

Dynamic effects of mutations on things like protein-protein interactions or enzymatic 

activity can be illuminated through computational simulations of wild-type proteins and 

mutants. Additionally, computational alanine scanning methods applied through 

Molecular Mechanics/Poisson-Boltzmann Surface Area (MM-PBSA) or through the 

computational more expensive thermodynamic integration (TI) methodologies can also 

be used to compare with experimental alanine scanning observables.103 Similar 
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methodologies can also be used to estimate the binding energies from ITC results, 

however, these results are still plagued by systematic errors and future research must 

improve these methodologies.104,105 
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Section 9: A brief introduction to three very different protein systems  
 

 
 
Figure 1.9: Mobile Defects in Engineered Protein Cavities. 
This image of the L99A mutant of T4 lysozyme shows the 
buried cavities that are present in the ground state (cyan) 
and the excited state (orange). 

 
 Often times, proteins perform biological or engineered functions on the 

microsecond timescale. When this is the case, these functions typically come about 

because of concerted backbone and side chain motions.12,14,24 Sometimes, these concerted 

motions guide transitions from a ground state structure or ensemble, to an excited state 

structure.22,35,36,40,109 These high-energy states are defined by low populations in the 

protein ensemble at standard temperature and pressure. These excited states are therefore 

difficult to resolve through experimental ensemble based methods. However, methods 

have been developed to determine populations, energy, and rates of exchange between 
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these high energy states.97,110,111 These methods include NMR spectroscopy, and CPMG 

spin relaxation measurements, which have been previously discussed in section 5 of 

chapter 1. 

 Herein, results from computational simulations on the L99A mutant of T4 

lysozyme, a model system for protein high-energy “invisible” states, are presented. The 

L99A mutant is a small protein composed of just one hundred and sixty-four 

residues.28,35–38,42 This work reveals a previously unseen connection between excited state 

transitioning and egress of ligands bound to a buried cavity in the C-terminal domain of 

L99A. Additionally, these results add to a body of data which investigates the role of 

water in mobile defects in engineered protein cavities.112,113 For further introduction into 

wild type T4 lysozyme structure, L99A structure and dynamics, and pioneering work in 

the fields of NMR spectroscopy and computational simulations please see chapters 2 and 

3.  

 Proteins interact with one another on a variety of timescales, and these 

interactions can pass on critical information from one protein to the next. Here, work on a 

tight protein-protein interaction between ASB9 and CK is presented in chapters 4 and 

5.114  

 The ankyrin repeat protein is a multi-domain protein composed of two hundred 

and ninety-four residues,115–118 while creatine kinase forms a dimer in the 

cytoplasm,119,120 and each monomer is composed of three hundred and eight-one residues. 

While ASB9 and CK interact on the microsecond timescale, their rates of dissociation 

from one another are too slow to measure experimentally,114 suggesting that these 

proteins are found bonded inside our cells. The critical information in our cells in this 
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interaction is passed from CK through ASB9 to the rest of a huge protein complex that 

these two proteins are found in: E3 ligases.121 E3 ligases are responsible for targeting 

proteins for 

 

Figure 1.10: A Hetero-trimeric Protein Complex Critical for Energy 
Regulation in Our Cells. This image illuminates the structure of creatine 
kinase (CK, brown and green) in complex with the ankyrin repeat and 
SOCS box protein 9 (ASB9, blue). ASB9 has seven ankyrin repeat motifs 
and interacts with creatine kinase through its intrinsically disordered N-
terminal domain and through ankyrin repeats 1 and 2.  
 

degradation, as a control mechanism over cellular protein levels. As such, these protein 

complexes are incredibly important to cellular health,122–125 and misregulation could lead 

to malignancies.126–128 Work here is the first in the literature to provide a possible 
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mechanism for how Cullin-RING (CRL) E3 ligases are able to target proteins, like CK, 

for ubiquitin mediate degradation in our cells. To learn more about ASB9, CK, and E3 

ligases, please see chapters 5 and 6.  

 

Figure 1.11: The Hexameric Structure of the IKK2/1 
Signalasome. The red structures show the IKK1 monomers 
and the blue structures show the IKK2 monomers. These 
protein heterodimers interact with one another through the 
kinase domains 
 

 Finally, some proteins are quite large, and can serve as docking sites for other 

proteins to attract these proteins the same vicinity in the interior of a cell. For the IKK2 

protein complex, or signalasome, these events can be difficult to study and occur 

transiently that measuring the timescales is still an area of investigation. IKK2 is a seven 

hundred and fifty-six residue protein that is found primarily as a dimer in cells.129–134 

However, recent unpublished work suggests that these proteins can transiently associate 

as hexamers in the cell to act like cellular aircraft carriers, with various other proteins 

docking onto to them and leaving when they have performed their tasks.  
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 IKK2 is a kinase that can both phosphorylate other IKK2 molecules, in a process 

called autophosphorylation,129 and phosphorylate proteins to activate them or target them 

for ubiquitin mediate degradation, like IκBs.128,129,132,135 The ability of IKK2 to 

phosphorylate IκBs is dependent upon the interaction of IKK2 first with another protein, 

NEMO.136,137 Here, protein-protein docking methods, anisotropic network models, and an 

array of other computational techniques are used to provide a preliminary model for the 

IKK2-NEMO interaction and the effect of this interaction on IKK2 dynamics. For more 

information on all proteins involved in this complex signal transduction pathway, please 

see chapter 7.    
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CHAPTER 2 

 

Capturing Invisible Motions in the Transition from Ground to Excited States in T4 

Lysozyme L99A 
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Supplementary Figures 
 

Figure S1 | Characterizing the structures of the T4 lysozyme L99A excited state from MD 

simulations with SHIFTX2 and secondary structure calculations. (a) The SHIFTX2 average back-

calculated chemical shifts of residues in the C-terminal domain (residues 75-155) from the excited state 

simulated with Anton (x axis) are compared to the chemical shifts determined by relaxation dispersion 

NMR spectroscopy (y axis) of the excited state (orange). The fits to the experimental ground state 

chemical shifts are shown for comparison (cyan). (b) Plot that is the same as (a) but looking closer at 

residues in the I helix. Error bars are showing the standard deviation of the back-calculated chemical 

shifts of the excited state from the simulation. (c/d) Secondary structures calculated from frames of the 

ground state and excited states from MD simulation including the alpha helices (red), turns (blue), and 

bended structures (green). (e) Location of F114 in the buried pocket in the ground (G) and excited (E) 

states shown in the context of the buried ground state cavity (grey mesh). (f) Same as (e) but showing 

the location of F114 in the previously published Rosetta model (grey). (g) View of the ground and the 

excited state structures of the L99A mutant from simulation from the back face of the C-terminal 

domain to highlight the change in pitch of the A helix in the excited state (orange). 
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Figure S2 |  Root-mean-squared deviation (RMSD) of the backbone atoms in the C-D, F-G, and I 

helices and in the side chain atoms (residues M102, F114, L133, W138, F153) of the buried 

hydrophobic residues from the Anton trajectory compared to the excited state mimic mutant and to the 

ground state crystal structure.   



 

	

71 

 

3	

	

	

Figure S3 | The χ  and ψ  angle changes in the Anton trajectory of buried hydrophobic and I helix 

residues are also witnessed in simulations initiated from the previously published Rosetta model. 

Residues I100, I78, and W138 all neighbor the buried cavity of the L99A mutant. In the Anton 

trajectory, these residues sample different χ  angles in the excited state in the ground state, which were 

not previously seen in the Rosetta model. However, simulations initiated from this Rosetta model also 

sample these same excited state χ1 angles in at least one of the triplicate simulations (2LC9_1, 2LC9_2, 

2LC9_3). Residues Y139, N140, and T142 also sample unique ψ  angles early on in the Anton 

trajectory. In at least one, if not more, of the triplicate Rosetta model simulations, these same ψ  angles 

are also sampled.   
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Figure S4 | Average RMSD measurements from simulations of in-silico re-mutated 

(A113G/P119R) triple mutant model of the L99A excited state (PDB: 2LC9). Each row represents 

RMSD measurements made during the simulations initiated from a different starting structure, but each 
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were a member of the 2LC9 PDB (10 structures in total). RMSD time plots are showing the RMSD of 

the simulated structures to the MD Anton excited state average structure (orange), to the excited state 

model starting structure (gray, 2LC9), and to the ground state crystal structure of L99A (teal) and are 

reported as an average over three parallel simulations. The first column is showing the RMSD time 

plots of buried residues (trace of V78, L87, M102, V103, V111, F114, L133, W138, F153). The second 

column is showing the RMSD time plots of the backbone of the C/D helix residues (residue 75-90). 

The third column is showing the RMSD time plots of backbone of the F/G helix residues (residue 108-

122). The fourth column is showing the RMSD time plots of the backbone of the I helix residues 

(residue 135-145).  
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Figure S5 | Analysis of simulations initiated from previous model of the excited state. (A) Distance 

between F114 phenyl ring and amide nitrogen of V103, (B) back-calculated chemical shift of the 13Cα 

of F114, (C/D) and ψ and χ1 angle plots for F114 during the three simulations initiated from the first 

structure of the previous published NMR excited state model (PDB 2LC9). The population histograms 

are also shown on the right of each plot.  

 

  

 
 
 
 
 
 
 
 
 
 



 

	

75 

 

  

 

7	

 
Figure S6 | Principal component (PC) analysis of Anton Trajectory from ground to excited state. 

Principal component changes over the simulation times for PC1, PC2, and PC3. PC1 identifies all of 

the metastates and has a slight difference between the IS and E states. PC2 and PC3 identify more 

clearly the difference between intermediate and excited states. PC1, PC2, and PC3 are accompanied 

with movies S2-S4 respectively.  
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Main Points 
 

• Benzene exits the buried cavity of L99A through the excited state. 

• Benzene exits and enters through different surface openings in L99A. 

• Benzene egress and ground to excited state transitioning pass through the same 

intermediate state. . 

• The L99A mutation exaggerates dynamic motions witnessed in aMD simulations 

of the wild type T4 lysozyme implicating the existing WT* cavity in lysozyme 

functionally-related mobile defects.   
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Abstract 
 
The atomic level elucidation of mechanisms for protein-ligand dissociation is the next 

frontier in biophysical characterization of enzyme catalysis and pharmaceutical drug 

design.  Although experimental kinetics methods can suggest that a “conformational 

change” is required for ligand release, the precise motions that ultimately coordinate 

release are only known for a handful of proteins. Even for the historically well-studied T4 

lysozyme L99A cavity mutant, atomic-level mechanisms of ligand release are just 

beginning to surface. Here, we add to this growing body of data, and report the 

mechanism of benzene dissociation from L99A through the application of accelerated 

molecular dynamics simulations. We observe benzene dissociation in a multistep process 

through cooperativity of core residue side-chain rotamers. These concerted motions also 

occur in transition to the experimentally characterized high-energy state. Thus, benzene 

dissociates through the high energy state of L99A, providing an explanation for the 

similarities in experimentally determined rates of these two dynamic phenomonen. 

 
Introduction 

 While receptor flexibility has been acknowledged as important for ligand binding 

and molecular recognition,1–3 its importance is less emphasized in studies of ligand 

release, largely due to the difficulty in studying ligand release and the lack of atomic-

level information on these processes. Currently, only a few examples in the literature 

exist of such simulation studies, and typically ligand egress is simulated either through 

temperature acceleration or through steered or biased simulations.4–9 There are concerns 

with both of these methods.10,11 With temperature accelerated MD, there is the concern 
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that the protein of interest may be sampling along the unfolding pathway and be 

illuminating a dynamical pathway not observed at standard temperatures. With steered or 

biased MD, MD is setup along a predetermined reaction pathway, and thus the quality of 

the simulated dynamic model is limited by the quality of information available about a 

given reaction pathway.  Thus, there remains a need to establish an atomic framework for 

the mechanism of small molecule release in proteins and enzymes through simulation 

while still preserving the underlying free energy landscape.  

L99A has been an attractive model system for studying ligand exchange with 

buried protein cavities because the cavity is hydrophobic and seemingly empty under 

standard temperatures and pressures. 12–21 L99A contains an engineered >100 Å3 cavity 

that is buried >5Å from the protein surface, and has an enigmatic ligand exchange path.22 

Despite this large vacant cavity, the crystal structure of L99A is identical to the wild-type 

protein (Figure 1). This similarity proved to be misleading, as this buried cavity is 

associated with two experimentally-detected dynamic motions not witnessed in the wild-

type protein: the formation of a sparsely populated excited state23–25 and the binding of 

ligands to the buried cavity despite the absence of a clear path from solvent in the crystal 

structure.12,13,15,21,26–32 Both of these findings pointed to unique dynamics that could not be 

realized through crystallography or NMR spectroscopy alone. As in other non-rigid 

condensed system, stochastic fluctuations elicit small structural changes in proteins while 

large structural changes occur through of concerted fluctuations.2 Over the past two 

decades experimentalists have sought to discover which types of structural changes 

sampled by the L99A mutant; large and concerted or small and stochastic.  
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Pioneering NMR studies revealed initial insight into the dynamics of this protein 

model system. In studies published over two decades ago demonstrated that ligands enter 

into the cavity rapidly with bimolecular rate constants of ~106-107 M-1s-1, suggestive of  a 

low activation barrier to binding. These studies also calculated a much slower egress rate 

of ~ms-1 at 30 oC.27 Seminal work with Carr-Purcell-Meiboom-Gill (CPMG) relaxation 

dispersion NMR spectroscopy revealed that a low populated (3%, 25oC) excited state was 

just 2.0 kcal/mol higher in energy than the ground state. This work also pointed to 

residues in the E, F, and I helices as undergoing the largest structural changes, with other 

residues surrounding the buried cavity also seeing shifts in their chemical environments 

over a broad timescale range.24,33,34 More recently, through the use of a chemical shift-

based triple mutant model for the excited state, it was shown that benzene does not bind 

to the excited state.25 This result was further confirmed through Gaussian-accelerated 

molecular dynamics studies, showing benzene egress through the ground state between 

the D, F, and G helices.35  

All atom simulations have continued to lend perspective on the underlying free 

energy landscape and conformational dynamics of L99A. Our most recent work describes 

a long-timescale trajectory performed on the Anton supercomputer with conventional 

unbiased MD, which captured a transition from ground to the “invisible” excited state of 

L99A.36 This simulation also shows that a pocket opens up between the F, H and I helices 

large enough to permit benzene release only once the transition to the excited state has 

occurred. Mobile defects create pockets between an array of other helices occur in a state 

independent manner, and were also observed in simulations of O2 ingress and egress.37 

Pocket openings between the D, F and G helices occur in the ground state structure, 
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which further supports previous findings that benzene binds to the ground state ensemble 

through this surface (Figure 1).  

 Recent metadynamics simulations of the L99A mutant have witnessed the 

transition from ground to excited state as well as the path of benzene egress.7 These 

ground to excited state simulations were biased towards sampling between the 

crystallographic ground state and a previously published Rosetta model.25 However, as 

we demonstrated in our most recent results,36 this Rosetta model is limited by the 

constraints set in the model building process, and MD simulations from these models 

relaxed into the excited conformational state we sampled through long-timescale 

simulation on the Anton supercomputer.36 Additionally, the adiabatic biased MD 

(ABMD) simulations of benzene egress witnessed benzene egress through a ‘ratcheting 

potential’ that selects for fluctuations to a ligand-free state. This method therefore biases 

along a pathway that may or may not recapitulate the underlying conformational states of 

the free energy landscape of L99A.  

Here we perform accelerated MD simulations of the L99A mutant T4 lysozyme 

with benzene bound and through an atomic-level mechanistic approach we witness 

benzene release through the same surface as the ABMD simulations.7 Additionally, we  

show that benzene exits through the high-energy state of L99A, uniting decades of 

disparate data on this historically well-studied protein into an atomic framework. In 

accelerated molecular dynamics (aMD) a biasing potential accelerates the crossing of 

high-energy barriers without modifying the underlying conformational landscape, and 

thus does not require any prior knowledge of the landscape.38 This method has been 

shown to recapitulate relaxation dispersion NMR spectroscopy results, providing us with 
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confidence in application of this method towards to study of benzene egress.39 Results 

from these aMD simulations also agree with unbiased adiabatic MD of L99A performed 

on the Anton Supercomputer.36 However, as with all accelerated or exchange simulation 

methods, there is always concern about how well the perturbed landscaped may 

recapitulate the conformational states of the native free energy landscape. For this reason, 

here we compare the results from aMD with results from conventional molecular 

dynamics and relaxation-dispersion NMR spectroscopy and show that aMD is able to 

recapitulate results from both computational and experimental methods without any 

preset bias towards these results. We witness the same transient packing defects and ring 

rotations during the egress of benzene in our aMD simulations were also seen in the 

excited state transitioning with conventional MD.36 Thus, as chemical shift calculations 

and rotamer measurements confirm,40 benzene ultimately dissociates from L99A through 

the NMR-characterized excited state. Finally, our simulations demonstrate that the 

motions associated with excited state transitioning and benzene release are similar to 

those seen in wild type. These results provide an answer to a decades old question of 

whether cavity-creating mutants significantly alter the dynamic nature of the wild-type 

core,27 demonstrating here that dynamics associated with cavity mutations are simply 

exaggerating wild type motions.  

 
 
Results 
 
Benzene leaves through a transient surface opening in the L99A excited state 

 The time constant for benzene exchange with the L99A cavity mutant is ~1 

millisecond,27,28,33,41 a timescale beyond the reach of conventional MD simulation.  In 
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order to sample slower conformational changes of L99A we used accelerated molecular 

dynamics (aMD); a methodology that has recently been shown to accurately recapitulate 

experimentally measured long-lived conformational phenomena such as torsional 

populations and water-protein exchange.39,42 Here we perform aMD simulations of the 

L99A cavity mutant (apo),43 of benzene bound to the L99A cavity mutant (holo),16 and of 

WT* T4 lysozyme as a control simulation.44 

 In one of three triplicate simulations initially set up to explore benzene – L99A 

lysozyme conformational states we observed that benzene unbinds from the protein 

through a transient surface opening between the F/G, H, and I helices, (FGH surface, 

Movie S1). The distance between the location of benzene at FGH surface and of benzene 

in the L99A crystallized is on average 9.3 Å throughout the aMD simulation. In the 

L99A-benzene bound crystal, benzene is less than 6 Å from the solvent through the D 

and G helices (DG surface). How and why does benzene move from its ground state 

position in its path of egress? 

 Further analysis of the protein conformation from which benzene leaves reveals a 

structure more consistent with the experimentally characterized excited state 

conformation (refs) than the ground state used to initiate the simulations.  The excited 

state of the L99A cavity mutant has a number of structural hallmarks determined 

experimentally and confirmed through previous simulations.7,25,36,45 Most notably, the 

helices F and G refold into a single helix and sidechain of F114 locates from the ground 

state surface exposed position to one with the side-chain buried in the cavity formed by 

the L99A mutation.7,25,36,45 Benzene egress coincides with the transition of the L99A 

protein from the ground to excited state,  and leaves the protein in a series of two steps. 
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The transition from S1 to S2 occurs at 2.2 x 105 aMD timesteps, and the transition from 

S2 to S3 occurs at 2.5 x 105 aMD timesteps.  The latter transition coexists with the 

transition of the two helices F and G to a single helix, specifically a decrease in i to i+4 

aminde to carbonyl distances for residues G113 – S117, V111 - T115 and the F114 

torsional angle changes.  For comparison, back-calculated chemical shifts from the aMD 

trajectories S3 state recapitulate chemical shift differences from the Anton-simulated 

excited state and chemical shift based model of the excited state25,36 (Figure 2). Thus 

benzene leaves through the NMR-characterized high energy state. 

 Benzene passes through the same states that the aromatic ring of F114 travels in 

the transition from ground to excited state, albeit in opposite directions (Figure 3). 

Internal distances between F114 or benzene and residues that surround the buried cavity 

demonstrate the similarity in the paths of egress by benzene and of excited state 

transitioning by the aromatic ring of F114 (Figure 3). The crystal structure of benzene in 

the S1 state is identical to the position of the F114 aromatic ring in the excited state.  The 

position of benzene in the S2 state is the same position of the F114 aromatic ring in the 

intermediate state.36 Finally, the position of benzene in the S3 state is the same position of 

the F114 aromatic ring in the ground state, crystal apo structure of L99A.  

 Benzene is simulated to leave only once through the FHI surface, yet multiple 

other pocket openings occur in our simulations, as we similarly seen in the transition to 

the excited state.36 For example, mobile defects between the DG, HJ, and at the helix 

termini of the D, E, G, H and J helices from the buried cavity occur. All of these surfaces 

have been previously simulated to allow other ligands to ingress and egress into the 

buried cavity, but these events are not witnessed here for benzene.   
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 To understanding the preferences of cavity openings for benzene release, we 

performed pocket volume and shape measurements with POVME2.0.46,47 These results 

illuminate pocket openings at the DG surface large enough to allow benzene egress 

(Supplementary figure #). However, benzene does not leave from this surface even when 

completely solvent exposed. The pocket opening at the FHI pocket is narrower than the 

opening at the DG surface, and yet benzene leaves through the FHI pocket.  

 Cavity volume and mobile defects alone cannot account for the preference of 

benzene to egress through the FHI pocket. We next turned to the Adaptive Poisson-

Boltzman Solver (APBS)48,49 to calculate the electrostatics surrounding the cavity 

openings simulated to both bind benzene (DG) and release it (FHI) in the hopes that these 

calculations might reveal a role of electrostatics in benzene release. Indeed, we find that 

the FHI cavity is more polar than the DG cavity. The polarity of the FHI pocket is due to 

local helix unwinding that exposes backbone amides at the pocket surface. It is of interest 

therefore, that the mere opening of a path between the core and surface is not sufficient 

for egress, contrary to what is observed for ingress.35  

  

Dynamic motions surrounding the buried cavity result in productive and non-productive 

excursions from the ground state   

 Of interest is that the mere opening of a path between the core and surface are not 

sufficient for egress, contrary to what is observed for ingress.  Both productive 

excursions, in which benzene egresses, and non-productive excursions, in which benzene 

remains in the buried L99A cavity, are seen in the aMD simulations of holo L99A 

(Figure 2). Throughout the simulation for apo and benzene bound L99A, N-terminal 
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residues of the F-helix are observed to unwind and rewind. This unwinding is consistent 

with an array of experimental observables: low NMR order parameters,50 lower hydrogen 

exchange protection factors relative to WT51,52 high crystallographic B-factors,53 

propensity to deform with local point mutations and deformability upon ligand binding to 

the nearby cavity,15,16,54 especially most recently to a congeneric series of ligands.21 The 

difference between these two conformational shifts lies in the degree of concerted 

motions for both backbone and side chain torsion angles. 

 There are cases where benzene moves around in the buried cavity but does not 

leave during our aMD trajectories. In these non-productive excursions (column 1, Figure 

2), two instances of rotamer shifts are witness, at 3,000 aMD timesteps and at 13,000 

aMD timsteps. The first non-productive excursion results from shifting of both F114 and 

F153 χ1 rotamer flips, but are unaccompanied by any backbone conformational changes 

or motion of benzene. The second non-productive excursion results from F114 χ1 rotamer 

flips as well as folding of the F and G helices into a single helix, as witnessed in the 

reduction in distance between backbone nitrogen of G113 and the backbone carbonyl 

oxygen of S117, and is accompanied by benzene shifting to an S2-like state. However, in 

this second excursion, F153 and L133 χ1 rotamer flips do not accompany the transition, 

and benzene returns back to its crystallographic position. Interestingly, for the second 

excursion, when F114 χ1 and ψ rotamer flips occur in unison, it also results in shifts in 

the back-calculated chemical shifts40 of F114 and V103. 

 The productive dissociation of benzene from the L99A cavity occurs via a series 

of concerted side-chain and backbone rotations for the F and G helices that were also 
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seen in the transition to the excited state (Figure 2). In the simulated productive excursion 

that permits benzene release, unwinding of the F-helix leads to N-terminal extension of 

the G-helix through hydrogen bonds between G110-F114, A112-N116, and G113-S117 

(Figure 2, Supplementary Figure 2) as well as χ1 rotamer flips for hydrophobic core 

residues V103, V111, F114, L121, L133, and F153 (Figure 2, Supplementary Figure 3). 

The concerted motions that allow benzene to shift out of its ground state are identical to 

those seen in the excited state transition. 

 Snapshots of the benzene locations in the buried cavity demonstrate that in our 

simulation, benzene leaves through a stochastic series of three states (S1, S2, and S3 in 

Figure 5A). Transitions between these states occur due to the concerted motions 

described above. As the F/G helix rewinds, L121, L133 and F153 undergo rotamer 

changes opening up an adjacent cavity, the second state benzene samples in its exit 

pathway (S2 in Figure 5). Concurrently with benzene movement, the F114 ring relaxes 

into a more buried position in the L99A pocket, just as it does in the excited state. 

Benzene remains in this pocket for ~25 ns before the F153 side chain rotates back to its 

original angle, and benzene moves towards the protein surface to a position occupied by 

the F114 phenyl group in the ground state, what we refer to here as the S3 state (Figure 

5).   

 Incredibly, prior to benzene passage from S1 to S2, an enormous and hydrophobic 

cavity opens to solution between the D, F, and G helices. This opening completely 

exposes benzene and the surrounding hydrophobic residues to aqueous solution (Figure 

6A). This same cavity opening occurs preceding F114 side chain flipping into the buried 

cavity on the path to the excited state in the Anton trajectory (Figure 6B). This identical 
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exposure of a large surface area of hydrophobic residues (Supplementary Fig. 1) thus 

occurs prior to concerted motions in benzene leaving or excited state transitioning, 

implying that this energetically unfavorable mobile defect could play a role in both 

processes.  

 

Wild-type T4 lysozyme samples similar yet attenuated plasticity relative to the cavity-

expanded mutant 

 Acclerated MD simulations on WT* lysozyme (PDB = 1L63) were conducted for 

comparison to long timescale simulation on apo L99A and benzene bound L99A.  

Concerted motions seen in WT T4 lysozyme simulations are reminiscent of those seen 

for the benzene-L99A complex (Figure 7A/B). The difference between the fluctuations 

seen with WT and those seen in both the apo and holo simulations of L99A, are that these 

motions do not result in a stable conformation, and relaxation back into a “ground” state 

proceeds within a few 100 ns of aMD simulation. In contrast, once these concerted 

motions occur in the cavity mutant in both the holo and apo states the protein moves into 

the excited state because there is available space in the buried cavity for F114 to reside. 

In wild-type, these concerted motions of internal and backbone dihedral angles serve to 

open up the groove between the F-G, H, and I helices, the groove which binds the peptide 

portion of the peptidoglycan substrate of T4 lysozyme. (Figure 7C/D). In fact, this motion 

is important for the threading of the peptide portion of peptidoglycan out of the active site 

cleft as part of the mechanism of processivity of T4 lysozyme.  
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Discussion  

 The rates of benzene leaving and excited state transitioning are experimentally 

identical (~1 ms-1). Here we show that these phenomenon occur through the same atomic 

level mechanism, explaining their similarities in rates for the first time.27,55 Interestingly, 

previous simulations have not identified that benzene leaves through the excited state of 

L99A.7 Interestingly, the concerted rotations of L133 and F114 have been previously 

implicated as important and assigned as collective variables in the conformational 

transition from ground to excited state,7 but F153 and L121 rotations have not. This 

observation suggests that our aMD simulation reveals a greater level of cooperativity 

between more residues neighboring the buried cavity than previously realized.45 

Additionally, Metadynamics simulations did not account for other collective variables, 

like the G113-S117 backbone distances, that we show here to be of importance to the 

concerted motions leading to the excited state, and thus benzene release. Our results also 

suggest that the off pathway requires a greater degree of cooperativity than the on 

pathway as witnessed from Gaussian accelerated MD (gaMD).35 

 Taken together, the results from this aMD simulation, the Anton trajectory,36 and 

the Markov State Model (MSM)45 of the high temperature triple mutant simulations 

reveal that these rates are so similar because these events pass through the same transition 

state. The MSM of the triple mutant45 identified an intermediate state that was both the 

most populated as well as the state through which the highest flux was measured from 

ground to excited state (state 12). Both the S2 state of benzene in our aMD and the 

intermediate state from the Anton trajectory recapitulate this state’s backbone structure 

and chi angles of buried F114.  Thus, here, we confidently rename this state as a 
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transition state in the path from ground to excited state, and thus we sample this transition 

state in both benzene egress and excited state transitioning. These results imply that this 

transition state is the rate-limiting step resulting from identical concerted motions, mobile 

defects, and ring flips in the buried cavity in both ligand egress and excited state 

transitioning.  

 Cavity volume fluctuation and concerted motions between states and as part of 

ground, transition, and excited states demonstrate that the idea of rigid and discrete 

"sites" of buried cavities37 is not reality. Even in the ground state ensemble of our aMD 

and long-timescale cMD simulations the buried cavity samples a range of cavity volumes 

and shapes, opening up paths between the buried cavity and solvent through an array of 

different helices (Figure 3, 4). Not only the dynamics or the kinetics, but also the shape, 

size, and electrostatics of buried cavities in proteins cannot exclusively be defined 

through crystallography alone, as crystallography is selecting for a single ground state 

conformation. These fluctuations in cavity volumes and electrostatics have vast 

implications for the role of dynamics of buried cavities in drug binding and release, and 

thus is an important consideration in drug discovery efforts.    

 The location of mobile defects and the surrounding surface electrostatics and sizes 

may guide different ligands to bind through different conformations of the same protein 

state(i.e. ground, excited, intermediate). For example, in the ground state ensemble from 

our simulations, the FHI surface is highly charged, perhaps explaining why this surface is 

not the location for benzene ingress but a strong candidate for benzene egress (Figure 4B, 

Supplemental figure 1). A pocket through this surface to the buried cavity has been 

previously observed in a several instances: in the crystal structure of the L99G mutant,62 
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in crystal structure of L99A bound to a congeneric series of ligands,21 in the L99A 

excited state from long-timescale simulations performed on the Anton supercomputer,36 

and in adiabatic-biased MD simulations of benzene dissociation.7 Interestingly, the L99G 

mutant shifts the F and G helices closer to the D helix. The shifted F/G helices open up a 

pocket between the F, H and I helices which accommodates five water molecules in the 

crystal structure, further suggesting that this pocket is polar.  

 Initial crystal structures of the L99A mutant revealed that this mutation expands 

the 40 Å3 cavity to ~150 Å3. Without this knowledge, it is likely that this mutant would 

not continue to be studied today. However, the exact effects of these expansions on the 

dynamic atomic-level motions are just beginning to be realized through in silico 

exploration.7,35–37,45,56,57 Here, we contribute to this body of in silico work, and answer the 

decades old question of whether a single mutant can manifest an entirely new dynamic 

motion.27 Our results show that the L99A mutant does not illicit a completely unique set 

of dynamics, but rather exaggerates the breathing and quaking motions58 intrinsic to wild-

type T4 lysozyme. These results have broad implication for how to design new proteins 

from wild-type proteins, to engineer exaggerated motions in protein interiors.  

 Over the past few years, a wealth of simulation data has arisen for the L99A 

mutant dynamics, each providing another piece in solving the dynamic puzzle. The 

results herein could not stand without the multitude of other simulation techniques used, 

and even then caution should be taken in analyzing the results of any of these methods in 

isolation. For our results presented here, as well as other recent work,35 aMD and gaMD 

alter the underlying energy landscape and thus may produce unnatural conformation 

states. For our recently published simulations on Anton, as well as simulations of O2 
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ingress and egress,37 long timescale cMD has been shown to sample unnatural states in a 

force-field dependent manner.59–61 In Hamiltonian replica exchange MD,26 sampling along 

predefined Hamiltonians can miss underlying conformational changes in the structure of 

the protein. Temperature enhanced MD and metadynamics also suffer from their own 

biases and inaccuracies.7,45 However, when results from all six of these simulation 

methods are taken together and agreements between the simulations are seen, we can be 

more confident about each individual result. Collectively, these simulations have reveled 

paths of ligand ingress and egress, key transition states in the pathway from ground to 

excited state, and the conformational changes, kinetics, thermodynamics, and 

electrostatics of the underlying energy landscape of this once enigmatic protein. What 

remains to be answered are questions of the role of water in dynamics and further 

exploration and characterization of the free energy landscape in terms of unique 

collective variables like buried cavity shapes and electrostatics.  
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Methods 

For all POVME, SHIFTX2 chemical shift measurements, dihedral angle measurements, 
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internal distance measurements, and simulation details of the Anton trajectory please 

reference our previous work.36 

 

aMD simulation setup  

Three systems were set up for accelerated molecular dynamics simulations using 

identical methods described previously42 with the following exceptions; PDB codes 

1L63.pdb (pH = 5.3), 1L90.pdb, and 181L.pdb were used for the WT*,44 L99A apo 

mutant63 and L99A benzene bound mutant lysozyme,54 respectively, 30 Cl- an 21 Na+ 

ions. A 10-Å cutoff radius was used for range-limited interactions, with Particle Mesh 

Ewald electrostatics64 for long-range interactions, simulations run at 300K.  Run on GPUs 

using AMBER 11 SANDER 2010.65,66  181L.pdb system run on AMBER 12 SANDER 

2012.  ~1.5us of simulation for each system (WT*, L99A, L99ABNZ). 

The benzene for 181L.pdb was parameterized using Jaguar v. X, Schrodinger, Inc., for 

geometry optimization and charge calculations, then incorporated into the starting 

structure MD parameter file using GAFF and XLeap.   

To calculate boost potentials, 50 ns of conventional molecular dynamics was used as a 

reference and as the starting point for the accelerated simulation, as described 

previously.42  Boost potentials for the three systems were calculated as follows: 

164 amino acids,  

alpha (dihedral) = (1/5) ( 4kcal/mol/aminoacid * 164) = 132 

4 kcal/mol/aminoacid * 164 = 656 

E(dih-boost) = E(dih) + (4*164)  

1L63: 
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alpha(dih) = 132 

E(dih-boost) = 1879 +656 = 2535 kcal/mol 

Alpha(PE) = 33543*0.175 = 5870 

E(PE-boost) = -95797 + 5970 = -89887 kcal/mol 

1L90: 

alpha(dih) = 132 

E(dih-boost) = 1884 kcal/mol * 656 = 2540 kcal/mol 

33512 atoms, 164 amino acids, EPtot = -95693 

alpha(PE) = 33512 * 0.175 = 5865 

E(PE-boost) = -95693+5865 = -89829 kcal/mol 

181L: 

alpha(dih) = same 

E(dih-boost) = 1775 +656 = 2431 kcal/mol 

Alpha(PE) = 34738*0.175 = 6079 

E(PE-boost) = -96676 + 6079 = -90597 kcal/mol 

 

APBS calculations 

The PDB2PQR49 automated pipeline was used to investigate the electrostatics of buried 

cavities and pocket openings from the aMD trajectories. A pH of 5.5 was chosen to align 

with the pH from multiple NMR studies28,34 and our simulations.36 The PARSE force field 

was chosen for the calculation.67  
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Figures and Figure legends 

 

Figure 3.1: Crystallographic comparison of T4 lysozyme WT* and L99A benzene 
bound mutant illustrate few differences apart from C-terminal domain cavity 
expansion.  The backbone atom superposition of wild-type T4 lysozyme (PDB: 1L63, 
gray) and the backbone structure of the L99A cavity forming mutant (PDB: 181L, cyan) 
C-terminal domain have RMSD less than crystallographic error.   The cavity formed by 
the L99A mutant expands the buried internal wild type ~ 30 Å3 cavity (grey mesh) to ~ 
150 Å3 cavity (green mesh) with no obvious solvent to internal cavity pathways. The 
L99A mutant cavity can accommodate substituted benzenes16,21 (benzene depicted as 
orange ball and stick) and multiple atoms of noble gases.31,68 The WT* binds 1 atom of 
noble gas. 

D 

G 

H 

F 

C 



	 104 

 

Figure 3.2:  Productive and non-productive excursions in aMD simulations of the 
L99A cavity mutant of T4 Lysozyme. (a) Benzene samples three different states in the 
aMD trajectory where it escapes from the buried cavity. The S1 state is the location of 
benzene in the ground state crystal structure. Following the S1 state, benzene travels to 
S2 and then to S3 befor being released between the F, H and I helices. (b) Rotamer 
changes, hydrogen bond distances, and chemical shifts are shown over aMD simulation 
trajectories for apo L99A simulation where no excursions are seen from the ground state, 
holo L99A simulation where non-productive excursions result in benzene staying in the 
buried cavity, and holo L99A simulation where benzene egresses at ~ 22,000 aMD 
timesteps (or ~150 ns). Additionally, the long-timescale cMD Anton trajectory is 
showing the transition from ground to excited state which takes place at ~ 18 µs as we 
previously described. For all plots, histograms on the side of each figure are showing the 
relative populations of each state over the given trajectory. The circles above each of the 
populations identify the experimentally-determined excited state (orange) and the 
experimentally-determined ground state (cyan). 
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Figure 3.3: The concerted motions of benzene leaving and excited state transitioning. 
(b,c) Internal distances between the center of mass between the aromatic ring of F114 (b) 
or the aromatic ring of benzene (c) and the beta carbon of A99 (red), the beta carbon of 
V87 (blue), and the center of mass of the four helix bundle (black). (d,e) The locations of 
A99 (red), V87 (blue), F114 (cyan) and the four helix bundle (black) are shown for 
reference. The location of the buried cavity is also shown in purple (e) with the C-
terminal domain of L99A from ground state apo crystal structure (PDB: 4W51). (f) The 
conformation of L99A when benzene samples the S2 state for comparison with the 
highest populated intermediate structure sampled with high temperature MSMs.45 
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Figure 3.4: Wild type T4 lysozyme transition from ground state to a high energy-like 
state. (a) Conformational changes that occur in the wild-type aMD simulations mirror 
what occurs in the L99A (holo) simulations, with concerted motions and backbone 
breakages occuring at around 17000 aMD timesteps or ~75 ns. For all plots, histograms 
on the side of each figure are showing the relative populations of each state over the 
given trajectory. (b) Showing the relative motions possible from the crystal structure 
(green) to the high energy-like state (cyan) for F114, L133, F153, and V111. (c) Helices 
F and G transiently form a more continuous single helix with the G110 carbonyl - F114 
amine and V111 carbonyl – T115 amine distances averaging 2.8 – 3.2 Å. (d) Helices F, 
G, H and I depicted in the ground state (cyan) and high energy-like state (orange) with 
the peptidoglycan substrate superimposed to demonstrate the importance of this cleft 
between the F/G and H/I helices for processivity of T4 lysozyme.  
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Supplementary Figures 

 

Figure 3.S1: Transient pocket openings where benzene is known to bind in the L99A 
cavity mutant of T4 lysozyme. (A/B) the pocket between the D, F, and G helices opens to 
solution throughout the simulation revealing a large enough defect to allow benzene 
release. (C/D) Other mobile defects leave to solvent exposure of the buried cavity 
through the C and D helices (C) and through the H and J helices (D). 
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Figure 3.S2: A buried cavity between the F and H helices becomes solvent exposed upon 
transitioning to the L99A excited state. (A) the buried volume changes throughout the 
trajectory but it also unstable within each state varying on the order of 50 Å within a 
single state. Upon transitioning to the excited state at ~ 25,000 aMD timesteps, an 
enormous cavity opens exposing benzene in S2 to solvent. (B) This excited state cavity 
defect is positively charged as determined through APBS calculations.  
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Figure 3.S3: A large mobile defect occurs prior to excited state transitioning in both the 
benzene bound aMD simulations (A) and the excited state Anton trajectory (B). This 
mobile defect is so large that it completely exposes benzene in the aMD trajectory and 
F114 in the Anton trajectory.  
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Figure 3.S4: Electrostatics of mobile defects in ground and excited states of the L99A 
mutant from simulation. (top) Mobile defect through the D, F and G helices in the ground 
state forms a cavity opening with hydrophobic surfaces. (bottom) Contrastingly, the 
mobile defect through the F and H helices in the excited state is highly polar.  
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Figure 3.S5: Polarity of buried cavities present in excited-like states of T4 lysozyme. (A) 
The L99A Benzene leaving state contains a mobile defect with a positively charge cavity 
surface. (B) The processive state seen in our aMD trajectories of the WT T4 lysozyme 
reveal a similarly positively charged buried cavity. (C) The cavity opening between the F 
and H helices seen in the L99G T4 lysozyme mutant is negatively charged and 
accomodated 5 water molecules in the crystal structure.  
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Figure 3.S6: Dihedral angle, backbone distances, and back-calculated chemical shift 
differences measured over three different condition trajectories of the L99A cavity 
mutant. The column to the left is showing these values for L99A bound to benzene where 
benzene is maintained in the buried cavity. The middle column is showing the values for 
the trajectory where benzene leaves. The last column is showing the results from the 
Anton trajecotry of apo L99A in the transition from ground to excited state.  
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Figure 3.S7:  Principal component analysis results for both the Anton trajectory (black) 
and the aMD Benzene leaving trajectory (mauve). The first principal componenet is on 
the x axis and the second is on the y axis. The location in phase space of the excited state 
triple mutant model and Rosetta model are shown in orange and grey circles at the top 
left corner respectively. The crystal structures of WT and L99A ground state are shwon 
in purple triangle (PDB: 1L91), blue diamond (PDB: 1L90), and puple squares (PDB: 
3DMV) respectively. The most recent crystal structure of the L99A mutant is shown in 
cyan triangle (PDB: 4W51).  
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Figure 3.S8: Dihedral angle changes for multiple side chains of the L99A mutant during 
the holo (Benzene leaving) simulation.  
 

 
Figure 3.S9: Internal distances and dihedral changes in non-productive excursions of the 
L99A holo simulations.  
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Supplemental Material 
 

 
Supplementary Figure 1, related to Figure 5 | The distance between I45 in ASB9 and P86 
in CK over three separate simulations starting from the ZDOCK2 structure. These 
residues interact very tightly in the ZDOCK1 pose. 
 
Movie 1, related to Figure 5 | The ZDOCK2 pose for ASB9 is shown in purple, the two 
creatine kinase dimers are depicted in cyan with the active site loops in yellow and the 
HDX-MS residues is red. Within a few nanoseconds, the interfaces of the ZDOCK2 pose 
moves towards the ZDOCK1 pose (orange). 
 
 

 
 
Figure S2, related to Figure 7 | Dynamic motion of ankyrin repeats 4-6 in simulations of 
ASB9-CK shown with cluster centroids from ASB9(1-252)-CK simulations.  
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Figure S3 related to Figure 7 | Key fluctuating residues in the slow motions of the full E3 
Ligase model that permit ubiquitin (orange) transfer from E2 (yellow) to creatine kinase 
(cyan).  
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 CKBB (open/closed) CKBB (open/open) 

 Docking 
Rank and 

Score 
χ2 1-252 χ2 19-252 Rg(Å) 

Binding to 
CK cleft 

with D32 in 
active site? 

Docking 
Rank and 

Score 
χ2 1-252 χ2 19-252 Rg(Å) 

Binding to 
CK cleft with 
D32 in active 

site? 

 (ZDOCK) 

1 - 1405 2.40 7.78 31.61 yes 1 - 1778 1.21 1.79 32.38 yes 

2 - 1370 2.95 11.70 32.39 yes 2 - 1425 1.21 7.34 31.9 yes 

3 - 1290 4.08 63.68 31.81 NO 3 - 1415 1.58 5.86 32.68 yes 

4 - 1191 3.92 23.91 31.17 NO 4 - 1409 17.22 140.89 32.37 NO 

5 - 1168 2.85 11.09 32.39 yes 5 - 1387 6.86 84.09 33.65 NO 

6 - 1163 2.53 9.42 31.54 yes 6 - 1361 4.49 53.14 31.94 NO 

7 - 1137 5.43 10.82 31.22 NO 7 - 1350 1.69 6.81 32.44 yes 

8 - 1123 12.74 59.90 30.57 NO 8 - 1317 1.66 5.24 32.75 yes 

9 - 1114 2.95 25.40 31.86 yes 9 - 1274 2.66 4.16 31.72 yes 

10 - 1113 5.95 49.98 35.09 NO 10 - 1230 1.77 6.76 32.62 yes 
 

Table S1, related to Figure 3: This table summarizes docking scores, χ2 values to the 

ASB9(1-252)-CK complex and ASB9(19-252)-CK complex, the Debye scattering 

calculated radius of gyration (Rg(Å)), and whether ASB9 docks into the cleft between the 

two CK monomers with the residue D32 of ASB9 in the active site of one CK monomer 

for each of the four docking protocols that have been previously described (12) with the 

ZDOCK 3.0.2 algorithm  (15). The χ2 values and the Rg values were determined with the 

FOXS SAXS server (20).  
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Docking 
Rank and 

Score 
χ2 19-252 Rg(Å) 

Binding to 
CK cleft 
with D32 
in active 

site? 

ASB9 
Elongated N-

Terminus 

-936.852 20.3401 32.67 yes 

-936.102 121.4404 35.3 NO 

-935.34 129.2769 36.78 NO 

-935.254 113.6356 36.78 NO 

-935.226 68.3929 37.59 NO 

-934.934 95.4529 36.07 NO 

-934.835 163.0729 36.93 NO 

-934.712 134.7921 36.61 NO 

-934.664 124.5456 37.63 NO 

-934.662 64.9636 37.2 NO 

Table S2, related to Figure 3: This table summarizes docking scores, χ2 

values to the ASB9(1-252)-CK complex and ASB9(19-252)-CK complex, 

the Debye scattering calculated radius of gyration (Rg(Å)), and whether 

ASB9 docks into the cleft between the two CK monomers with the residue 

D32 of ASB9 in the active site of one CK monomer for ASB9 with a 

compact and elongated N-terminus docked into the CK open/open dimer 

with the RosettaDOCK algorithm (16). Both docking protocols were 

initiated from the top ranked docked poses from the ZDOCK protocol 

above. The χ2 values and the Rg values were determined with the FOXS 

SAXS server (20).  
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Energy 19-

252 χ2 19-252 Rg(Å) 

Binding to 
CK cleft with 
D32 in active 

site? 

FOXSDock 

-1962.2 2.65 32.88 yes 

-1864.1 2.09 32.51 yes 

-1802.1 4.08 32.56 yes 

-1739.7 4.71 31.69 yes 

-1687.6 5.00 32.33 yes 

-1784.7 7.39 32.41 yes 

-1555.9 4.01 32.41 yes 

-1504.5 4.07 32.49 no - D32 

-1407.8 2.63 31.89 no - D32 

-1499.7 5.18 32.4 yes 

Table S3, related to Figure 3: This table summarizes docking energy 

scores, χ2 values to the ASB9(1-252)-CK complex and ASB9(19-252)-CK 

complex, the Debye scattering calculated radius of gyration (Rg(Å)), and 

whether ASB9 docks into the cleft between the two CK monomers with 

the residue D32 of ASB9 in the active site of one CK monomer for ASB9 

with a elongated N-terminus docked into the CK open/open dimer with the 

FOXSdock algorithm (16).  
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 χ2 19-252 Rg(Å) 

Binding to 
CK cleft with 
D32 in active 

site? 

ClusPro2.0 

18.49 30.97 yes 

4.33 32.09 yes 

10.43 31.18 yes 

23.91 31.63 NO 

36.60 30.86 yes 

4.04 32 yes 

3.31 31.58 yes 

13.40 30.99 yes 

47.75 31.27 yes 

62.88 32.55 NO 

 

Table S4, related to Figure 3: This table summarizes the χ2 values to the 

ASB9(1-252)-CK complex and ASB9(19-252)-CK complex, the Debye 

scattering calculated radius of gyration (Rg(Å)), and whether ASB9 docks 

into the cleft between the two CK monomers with the residue D32 of 

ASB9 in the active site of one CK monomer for ASB9 with a elongated N-

terminus docked into the CK open/open dimer with the ClusPro2.0 

algorithm (16).  
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CHAPTER 6 

 

Uncovering Dynamic Motions at a Plausible NFκB Signalosome Interface 
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Introduction 

The NFκB pathway 

The Nuclear factor κB (NF-κB) pathway is central to the regulation of gene 

expression in cells, especially in pathways responsible for inflammatory response, 

proliferation, and differentiation. Protein phosphorylation events propagate the signals in 

this pathway from cell surface receptors to nuclear transcription. NF-κB proteins are the 

transcription factors of this pathway and are inhibited by inhibitors of κB kinases (IκBs). 

These IκBs are in turn regulated through an array of other kinases, the most important of 

which is the focus of this research. 

There are two major channels through the NF-κB pathway: the canonical and 

non-canonical pathways. The canonical pathway depends on the interaction between the 

NF-κB essential modulator (NEMO) and the inhibitor of κB kinase (IKK) for 

propagation of the signal from IKK to IκBs. The non-canonical pathway depends on 

phosphorylation by the NF-κB interacting kinase (NIK). Here we will focus our attention 

on the canonical pathway and the atomic-level details associated with the IKK-NEMO 

interaction.1,2 

The canonical signaling pathway arises due to inflammatory cytokines, radiation, 

stress signals and pathogenic assaults (Figure 1). Misregulation of this pathway can lead 

to disease states including cancer, chronic inflammation, and heart disease.1 In the 

canonical signaling pathway, IKK complex phosphorylates IκBs. IκBs are ankyrin repeat 

proteins with an intrinsically disordered C-termini.  
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Figure 6.1: The NFκB pathway connects signals at the cell surface to the 
transcription factor NFκB. The central signaling hub is the IKK1/2 or IKKα/β 
signalasome complex (blue). The signals are relayed from one kinase to another by 
phosphorylation (yellow).  
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Phosphorylation of IκBs strips it from NF-κBs (Figure 1).3,4 Once dissociated, NF-κB 

translocates to the nucleus, where it mediates transcription of genes in a context-

dependent manner. Thus, the IKK complex is a central regulatory complex in the NF-κB 

pathway. 

Well-resolved crystal structures the of α-helical scaffold/dimerization domain 

(SDD), ubiquitin-like domain (ULD) and kinase domain (KD) of IKKβ provide 2.8 Å 

resolution of the quaternary structure of the active IKKβ dimers.5–7 These structures also 

reveal the importance of phosphorylation on the activation of the kinase loops, a 

mechanism that is reminiscent of the phosphorylation dependent activity of the IKK-

related kinase TBK-1.6,8,9 However, these crystal structures are difficult to reconcile with 

initial size exclusion chromatography studies which identified a high molecular weigh 

kinase complex as responsible for IκB phosphorylation, approximately 700 kDa.10 Thus 

what is the quaternary structure of IKK2 in the full signalasome and what other proteins 

are involved?  

There are four solved structures of NEMO subdomain in complex with a variety 

of other proteins. One crystal structure consists of a dimer of the NEMO-binding domain 

(NBD) or IKK2 in complex with two molecules of residues 49 to 101 of NEMO.11 

NEMO also interacts with the viral protein vFLIP through NEMO residues 150 to 272.12 

Another NEMO structure includes residues 267 to 329 bound as a dimer to two 

molecules of diubiquitin.11,13–15 This structure implicates NEMO in the localization of 

signalasomes to ubiquitin chains near cellular membranes. 
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The IKK signalasome complex is likely composed of the catalytic subunits IKKα, 

IKKβ, and the regulatory subunit NEMO or IKKγ. NEMO has been shown to act as an 

IκB scaffold, directly recruiting IκB to IKKβ in the fully competent signalasome and thus 

permitting stimulus-specific signal transduction through the ubiquitious signaling 

complex of IKKβ.11 Studying these proteins alone as well as in complex has proven to be 

challenging due in large part to issues with purification of large quantities. However, the 

complex of IKKs/NEMO could account for the high molecular weight complex 

witnessed in initial biochemistry assays of the fully competent signalasome.  

The stoichiometry, precise complex structure, and interfaces of the full 

signalosome (IKK complex), which contains IKKβ, IKKα, and NEMO in a 1:1:1 ratio, 

are still a matter of debate. Recent work from the Ghosh lab has just uncovered that 

IKKα dimers arrange in a trimeric arrangement, or essentially for a hexamer of IKKα, 

through cryo-electron microscopy at a 4.5 Å resolution (Polley et al submitted). Here we 

aim to define the structure of the minimally competent IKK complex with the ultimate 

goal of providing key therapeutic insight for the treatments of arthritis, autoimmune 

disorders, and lymphoid malignancies. The new hexameric structure of IKKα and 

structures of the IKKβ and NEMO subdomains were used to create a model of the 

competent signalasome. Moreover, the dynamic composition and large size of this 

complex (~700 to 900 kDa) call for a novel and interdisciplinary approach in determining 

the stoichiometry, complex interfaces, and dynamic ensembles. Our integrative modeling 

approach combines information from crystallographic data, mutagenesis, and cryoEM 

data with computational modeling approaches like protein interface prediction and 
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protein-protein docking servers, anisotropic network models, and molecular dynamics 

simulations to uncover the dynamic motions of IKK2 on relevant timescales and produce 

a dynamic picture of experimentally validated interaction surfaces between IKK2 and 

NEMO.  
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Materials and Methods 

Computational protein structure preparation 

 We used Schrödinger PrepWizard modules16 to prepare the IKK2 structure for 

MD simulation. The IKK2 S117E/S181E crystal structures (PDB: 4E3C)7 with chains 

AF, chains BC, and chains DE forming the three dimers. Residues S177E and S181E 

were mutated back to serines using Schrödinger’s maestro. These systems were 

protonated at pH 7.4 with the pKa titratable residues determined using the Maestro 

integrated PROPKA.17 While E16 was protonated in some of the crystal structures, for 

consistency we deprotonated E16 for all systems and all monomers. Missing residues and 

side chains were added with PRIME.18 The total numbers of atoms in all three dimer 

systems were 21160 atoms, and an unperturbed charge of the unit of -10.00. The box 

dimensions for the AF, BC, and DE dimers were (141.87, 141.0, 112.6), (136.4, 146.2, 

96.96), and (148.4, 141.9, and 75.51) respectively, demonstrating the differences in 

volume occupied by these three dimers.  

 The hexameric model of the IKK2/IKK1 signalasome were built starting from the 

IKK1 hexameric model from cryoelectron microscopy.19 The IKK2 sequence was thread 

through the various monomers of the IKK1 hexamer using SWISS-MODEL server.20 The 

various monomer structures had different scores for the IKK2 threaded sequences (Table 

1). The IKK1 hexameric model as well as the various NEMO structures, described below 

in Protein-Protein docking, were the same way as the IKK2 dimers with the same use of 

PROPKA and PRIME at the same pH value.  
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Table 6.1: Scores from SWISS-MODEL for threading the IKK2 sequence through the 
IKK1 monomers solved in the IKK1 hexameric structure.  
Protein-protein interaction prediction 
 

  Chain A Chain B Chain C Chain D Chain E Chain F 

Qmean4 -4.14 -5.42 -4.26 -3.95 -4.14 -4.43 

Qmean6 -3.07 -3.80 -3.07 -2.83 -3.07 -3.27 

All_atom -1.065 -1.35 -0.35 -0.64 -0.71 -0.78 

Cbeta -0.717 -0.84 0.007 0.10 -0.56 -0.96 

Solvation 0.60 0.12 0.55 0.46 0.56 0.29 

Torsion -3.91 -5.03 -4.16 -3.84 -3.96 -4.12 
  

 Protein-protein interactions were predicted using the metaPPISP21 and SPPIDER22 

servers on the maestro fixed structures of the dimer and hexameric IKK2 models. Results 

were converted using in-house python scripts into the B-factor columns of IKK2 PDB 

files for visualization with VMD. These predictions were also performed for every tenth 

frame of the fifty frame PDB file created as output from anisotropic network model 

(ANM) performed with ProDy (see below).23 

Anisotropic Network Models 

 The ProDy23 integrated VMD interface was used to determine long-range motions 

of the various IKK2 dimers from PDB 4E3C. All atoms were used in the anisotropic 

network model calculation, with 10 modes output, a distance cutoff of 15 Å and a force 

constant of 1.0. These same parameters were used to model the dynamics of the full 

IKK1/2 hexameric structure, except that all-atom models were not possible for this larger 

structure. Instead, all Calpha , Cbeta, and N atoms were used to construct the model.   
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APBS electrostatics 

 Surface electrostatics were calculated using the PDB2PQR24 and the APBS25,26 

webservers. These calculations were performed on the maestro prepared IKK2 dimer 

chains (PDB: 4E3C), on the IKK1/2 signalasome complex modeled as described above, 

and on intermediate states witnessed through anisotropic network models. These 

calculations were performed at pH 7.4 using the PARSE force field, with an internal 

naming scheme, optimized hydrogen bonds, inserting white spaces between coordinates, 

and using PROPKA17 to assign protonation states.  

 

Protein-protein docking 

 The ClusPro2.0 server27 was used to dock models of the dimeric and hexameric 

IKK2 models with various NEMO structures.11,13–15 These structures included the 

complex between NEMO and the NEMO-binding domain (NBD) or IKK2 (PDB: 

3BRV),11 the complex between NEMO and diubiquitin (PDB: 2ZVO),13 and just the 

NEMO CC2-LZ domain in complex with itself (PDB: 4BWN, 3FX0).14 All of these 

NEMO structures were prepared with Maestro as described above.  

Principal Component Analysis 

 The PCA method included in Gromacs was used to perform PCA analysis on the 

Calpha and Cbeta atoms of the IKK2 dimers from the implicit solvent simulations. The 

various structures obtained from ANM were projected onto the first and second principal 

components to show the space simulated.  

Solvent accessible surface area 
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 Solvent accessible surface area was calculated from crystal, cryoEM, ANM, and 

MD implicit solvent simulations for the entire protein, and for residues L456, V542, and 

Q545.  These calculations were performed through VMD using the Tk console with the 

following script: 

> set outfile [open my_protein.txt w] 
> set nf [molinfo top get numframes] 
> set all [atomselect top "resid 54 to 103"] 
> for {set i 0} {$i<$nf} {incr i} { 
> $all frame $i 
> $all update 
> set sasa [measure sasa 1.4 $all] 
> puts $outfile "Frame $i, SASA $sasa"  
> } 
> close $outfile 
 

 

Molecular dynamics minimization and equilibration 

 Implicit solvent molecular dynamics simulations were performed for all three 

dimers found in the PDB 4E3C. Structure from maestro were used to build prmtop and 

inpcrd files using Leap module of AmberTools17. The structures were built using 

ff14SBonlysc force field with mbondii3 bond lengths, and implicit generalized born 

solvent models,28 as was prescribed in Nguyen et al.29 The protein systems were then 

minimized and equilibrated in four stages: one heating from 0 K to 100 K for 4 ps 

followed by three 250 ps stages. The first 250 ps stage was heating from 100 K to 310 K 

with heavy atom positional restraints of 10 kcal/molÅ2. The second 250 ps equilibration 

stage was at 310 K with heavy atom restraints reduced down to 1 kcal/molÅ2. The final 

250 ps equilibration stage was at 310 K with heavy atom restrained reduced down to 0.1 

kcal/molÅ2. Production runs were performed in triplicate using constant temperature, 
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with an implicit salt concentration of 150 mM using a modified generalized Born theory 

based on the Debye Hückel limiting law for ion screening of interactions, and a cutoff 

distance of 16 for the effective Born radii. Bonds involving hydrogens were constrained 

by the SHAKE algorithm30 with a tolerance of 0.00001. Temperature was controlled with 

a Langevin thermostat31 with a collision frequency of γ = 1.0 ps-1.  

 

Rosetta Model building 

 The NEMO structures were built using the Robetta model generation based on the 

sequence of NEMO. Two domains were identified and models were built for both 

domains based on sequence homology. 
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Results 
 

The experimentally measured molecular weight for the IKK signalasome suggests 

that the competent complex consists of a trimer of IKK1/2 dimers with three NEMO 

dimers. Based on this, here we integrate computational protein-protein docking of 

crystallized subdomain of IKK proteins and anisotropic and Gaussian network models 

with experimental validation of our models.  

We used both dimer IKK2 models from crystallography and a model structure of 

the IKK1/IKK2 hexameric complex to understand potential NEMO binding sites, long-

timescale dynamics, and the effect of dynamics on atomic level properties of the 

complexes. The model of the IKK1/IKK2 hexameric model was created from cryoEM 

structures of IKK1 hexamer (unpublished) and homology models of IKK2 sequence into 

this hexamer.  

Two crystal structures of IKK2 dimer were used, one is the dimer structure of an 

inhibited IKK2 structure (PDB: 4KIK) and the other are three dimer structures of the 

IKK2 S177E/S181E constitutively active dimers (chain BC) (PDB 4E3C). These 

constitutively active dimers are unique from one other by the angle in the SDD domains 

of the dimer. Chains AF of this crystal structure have the largest angle between the SDD 

domains (open) and chains BC of this crystal structure have the smallest angle between 

the SDD domains (closed) and thus the closest distance between the kinase domains 

(KD) of the dimer.  

 

Protein-Protein Docking to the IKK2 dimers and IKK1/IKK2 hexamer 
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We have used the MetaPPISP protein interface prediction server and the 

ClusPro2.0 docking server to propose a first-generation model (Figure 2) for the 

interaction between NEMO (PDB 3BRV, 4BWN, 3CL3) and the IKK2 dimers (PDB 

4KIK). The MetaPPISP method predicted that residues on the IKK2 dimer protein 

surface in the kinase domain (KD) are likely areas of protein-protein interaction (Figure 

2). As a positive control for the MetaPPISP method, these are the same residues in the 

trimeric interface of the IKK1 hexamer determined from cryoEM.  

 

Figure 6.2: Protein-protein interface prediction and protein-protein 
docking point to a similar interface for the interaction between IKK2 
and NEMO in both the IKK2 dimer (left) and IKK1(cyan)/IKK2(blue) 
hexamer (right). On the left, the IKK2 dimer is colored based on the 
score from the metaPPISP server, with red highlighting regions likely 
to be involved in a protein-protein interface from PDB:4KIK, and blue 
highlighting regions less likely to be in a protein-protein interface. The 
NEMO structure in complex with the NEMO binding domain (NBD) 
of IKK2 are shown in cartoon in both images.  
 
 
The MetaPPISP and SSPIDER method, another protein-protein interface 

prediction server, both predicted that residues L456, V542, and Q545 of the SDD domain 
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(from here referred to as the LVQ patch) of the IKK2 dimer are likely to be involved in a 

protein-protein interaction (Figure 2). Other surfaces that were highlighted as likely to 

form protein-protein interactions included the active loop and areas around the active site, 

as well as the intrinsically disordered N-terminus of both dimers. This disordered N-

terminus was modeled into the structures of IKK2 dimer using maestro. 

Additionally, these same IKK2 residues from the SDD domain stated above are 

also predicted to interact with the N-terminal domain of NEMO (PDB 3BRV) in eight of 

the top ten binding protein-protein docking poses determined with the ClusPro2.0 server 

(Figure 2). These IKK2 residues were also predicted to be in the interface between IKK2 

and the CC1-LZ domain of NEMO (PDB 4BWN) from docking with ClusPro2.0. 

However, the IKK2NBD sequence, which the N-terminus of NEMO interacts with, is 

within 40 amino acids of the end of the SDD domain and this tethering may lend itself to 

facilitate further protein-protein interactions with the SDD of IKK2 as predicted here. 

NEMO has over 400 residues and has not been crystalized in full. Instead, small 

segments of NEMO have been crystallized, like NEMO bound to the NBD of IKK2 

(PDB: 3BRV, IKK2NBD) or NEMO bound to di-ubiquitin (PDB: 4BWN). Size exclusion 

chromatography results measure a 700 kDa complex for NEMO alone, suggesting that 

the shape of NEMO alone is likely an extended. Here we use the crystallized structures of 

NEMO bound to the NBD of IKK2 as well as an extended model of full length IKK2 

built using the Rosetta model-building server.32 

The docked structures of the NEMO-IKK2NBD with the IKK2 dimer structures 

solved in the presence of an inhibitor Staurosporine analog K252a (PDB: 4KIK),33 were 

filtered based on where the known hexameric interface of IKK1 is, and the knowledge 
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that NEMO is known to recruit IκBs to the kinase domain of IKKs. The docking results 

from ClusPro2.0 are filtered into four major docking categories: balanced, electrostatics, 

hydrophobic, and van der Waals + electrostatics. Given than few hydrophobic residues 

are found to be solvent exposed in the NEMO structures, the hydrophobic method 

seemed less apropos, and indeed there was less consistency in the docking results from 

this method. We therefore inspected the balanced, electrostatic and van der Waals 

docking results. From these docking results, a small set of NEMO residues consistently 

docked at the complex interfaces between NEMO and the SDD domain of IKK2:  R66, 

Q67, N69, Q70, R73, E74, E77, H81, and E88.  

 Docking performed on the NEMO-IKK2NBD with the IKK1/IKK2 hexameric 

model resulted in similar binding interfaces as seen for the electrostatic and van der 

Waals docking results from the IKK2 dimer. However, unlike when docking was 

performed on the IKK2 dimer, the docking results with the IKK1/IKK2 hexamer resulted 

in consistent structures for all four docking methods afforded through ClusPro2.0: 

balanced, hydrophobic, Vdw/Elec and electrostatic dockings all had the NEMO-IKK2NBD 

docking into the SDD domain of one dimer and then threading through the center of the 

IKK1/IKK2 hexamer (Figure 2B). Additionally, in this docking experiment, the NEMO-

IKK2NBD preferentially docked into the IKK2 structures, with the NEMO residues noted 

above burying significant surface area in the SDD domain of an IKK molecule and 

interacting with the LVQ patch described above.  

 
APBS of the IKK2 dimer models reveals different electrostatic characteristics based on 

KD distances.  
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 Despite the fact that the dimers from the IKK2(S177E/S181E) contain the same 

residues, the electrostatics at the surfaces of each of the three dimer chains are drastically 

different (Figure 3). While the kinase domain of chains A and F are hydrophobic or 

positively charged (blue), the kinase domain of chains B and C are mostly positively 

charged in the active site and negatively charged on the outer face. The kinase domain of 

chains D and E are even more drastically different from the AF dimers, with very little 

positive charge in the active site but negative charged at the outer face.  

 

Figure 6.3: APBS electrostatics are mapped onto the dimer models from 
PDB: 4E3C with the AF chains having the greatest distances between the 
kinase domains and the BC chains having the least. The circle on each 
structure shows the plausible NEMO interaction interface and it drawing 
attention to the polarity of this interface in the BC chains in the center 
versus the more open IKK2 dimers. 
 

 Perhaps more interesting however in the context of our NEMO docking 

experiments, the interface of the BC dimer is highly positively charged along the SDD 

domain, especially where NEMO docks. This positively charged surface could explain 

A F

AF

B C

BC

D E

DE
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the cluster of three glutamic acid residues in NEMO often found in the docked interfaces, 

and the preference of the docked NEMO structures for one chain over the other.  

  

Effects of dynamics on electrostatics, solvent accessible surface area, and protein-protein  

 To investigate the role of dynamics in NEMO and IKK2 binding, we performed 

anisotropic network model (ANM) analysis on the four IKK2 dimer models that docking 

was performed on. Anisotropic network models calculate the long-timescale dynamics of 

proteins by calculating springs between one atom of a protein and any atom that is within 

one cutoff distance. We then analyzed the resulting structures from ANM by measuring 

solvent accessible surface area (SASA) changes and performing metaPPISP 

measurements on the intermediate structures in the ANM pathways.  

 

Figure 6.4: The ANM normal modes for the IKK2 dimers are shown with 
arrow looking down the dimer interface from two different angles. The first 
image on the left shows the first normal mode motions of flexing in the SDD 
domains for the AF and DE chains. The image on the right shows the first 
normal mode motions of rotation about the SDD domains of the KD domains 
viewed from the KD domain. The black arrays represent one direction of the 
normal modes and the grey represent the other direction. In orange on the right 
image is showing the inhibitor crystalized with IKK2 in the PDB 4KIK, a 
staurosporine analog K252a.33 In yellow is shown the active site residues of the 
kinase domain.  
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 The ANM results from the three IKK2 dimer constitutively active structures can 

be divided into two categories of motion. The first is the movement of the KD and ULD 

domain together and apart through flexing in the SDD domain (Figure 4A). The second is 

the rotation of the KD domain about an axis down the center of the SDD dimers with one 

KD rotating in and the other rotating out (Figure 4B). For the most open dimers, chains 

AF and DE, the first movement is the first normal mode, and the second movement is the 

second normal mode. For the more closed dimer, chain BC, the normal modes reverse, 

suggesting that on slower timescales, once the kinase domains have flexed close, they are 

more likely to stay closed. Thus we explored the changes in the surface area of the 

residues predicted to be involved in the protein-protein interface with NEMO to see how 

this slow motion effect NEMO binding.  

 The solvent accessible surface area in the anisotropic network modes for the three 

dimer crystal structures reveal distinct differences in the residues in the plausible protein-

protein interfaces as well as the full structural stability. While the SASA of the LVQ 

pocket found in the docking interface changes increases in the ANMs of chains AF and 

DE, the SASA stays fairly constant with the ANM of chain BC (Figure 5). However, the 

SASA of the LVQ pocket is greatest for the BC chains over the AF chains and DE 

chains. Interestingly, despite the fact that the SASA for the LVQ pocket does not change 

over the first normal mode of BC chains, the overall SASA does change dramatically 

over the first normal mode. Additionally, the metaPPISP measurements demonstrated 

that the likely protein-protein interfaces change as the conformations of the protein 

changes (Figures S1). 



	 163 

 

Figure 6.5: Changes in SASA over the first normal modes for each of the 
three dimer models from the S177E/S181E crystal structures (PDB: 
4E3C). The y-axis values on each plot show the SASA for the LVQ 
pocket (left column) and the full protein (right column). The x-axis values 
are the frames of each normal mode, with frame 25 being the crystal 
structures.  
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Discussion 

 Here we have built models of the IKK2-NEMO complexes and of the IKK1/2 

hexamer.  Model of the IKK2-NEMO complexes were built using protein-protein 

docking and the IKK1/2 hexamers were built using Robetta homology model building. 

These results demonstrated that NEMO is hypothesized to interact better with IKK2 

models with a smaller SDD dimer angle that brings the kinase domains closer together 

and increases the negative charge at the surface between the two monomers. 

Additionally, NEMO docks into the IKK2 monomers of the IKK1/IKK2 hexamers. 

Finally, structure-based dynamics of the IKK2 dimers demonstrate that the SASA of 

plausible NEMO interface changes with conformational changes. These results all 

demonstrate that conformational changes may be important in understanding how to best 

target the IKK signalasome for drug-based therapies for cancer and inflammation 

diseases. Future directions include mapping the details of conformational space for the 

IKK2 dimers and IKK1/IKK2 hexamers through implicit solvent molecular dynamics 

simulations.  
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