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Quantum measurements are a fundamental component of quantum computing. However, on present-
day quantum computers, measurements can be more error prone than quantum gates and are susceptible to
nonunital errors as well as nonlocal correlations due to measurement crosstalk. While readout errors can
be mitigated in postprocessing, this is inefficient in the number of qubits due to a combinatorially large
number of possible states that need to be characterized. In this work, we show that measurement errors can
be tailored into a simple stochastic error model using randomized compiling, enabling the efficient miti-
gation of readout errors via quasiprobability distributions reconstructed from the measurement of a single
preparation state in an exponentially large confusion matrix. We demonstrate the scalability and power of
this approach by correcting readout errors without matrix inversion on a large number of different prepa-
ration states applied to a register of eight superconducting transmon qubits. Moreover, we show that this
method can be extended to midcircuit measurements used for active feedback via quasiprobabilistic error
cancellation, and we demonstrate the correction of measurement errors on an ancilla qubit used to detect
and actively correct bit-flip errors on an entangled memory qubit. Our approach enables the correction of
readout errors on large numbers of qubits and offers a strategy for correcting readout errors in adaptive
circuits in which the results of midcircuit measurements are used to perform conditional operations on
nonlocal qubits in real time.

DOI: 10.1103/PRXQuantum.6.010307

I. INTRODUCTION

Measurement plays a foundational role in quantum
mechanics. It is the means by which we learn properties of
quantum systems and it is fundamentally linked with the
collapse of quantum wave functions. Measurement is also
essential to quantum computing. In gate-based quantum
computing, measurement is needed to translate quantum
bits (qubits) to classical bits at the end of a computation, it

*Contact author: ahashim@berkeley.edu
†These authors contributed equally to this work.

Published by the American Physical Society under the terms of
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author(s) and the published article’s title, journal citation, and
DOI.

is the central component in teleportation-based protocols
[1,2] and measurement-based quantum computing [3,4],
it can be utilized to generate long-range entanglement in
constant depth via adaptive quantum circuits [5,6], and
it is necessary for syndrome extraction in quantum error
correction [7–12]. However, measurements are inherently
noisy and the nature of errors can depend not only on the
quantum state prior to measurement but also contextually
on the state of other qubits. Moreover, measurements are
often slower and more error prone than the unitary gates
used to prepare quantum states, which places limits on the
speed and fidelity with which they can be used to perform
real-time corrections in the middle of quantum circuits.

A common assumption in quantum computing is that
readout errors are purely probabilistic—i.e., for a given
projective measurement of some finite duration, a qubit
has a defined probability of experiencing a bit flip during
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readout. However, this assumption is often violated in
systems with multiplexed readout, in which measurement
crosstalk can cause context-dependent coherent and corre-
lated readout errors [13–16]. Moreover, the probability of
a bit flip for a qubit in an excited state can vastly differ
from the probability of a bit flip while sitting in the ground
state due to nonunital processes such as energy relaxation
and T1 decay [17], leading to context-dependent errors that
depend on the state of a qubit prior to readout. However, by
twirling a process over a unitary 1-design, one can effec-
tively design stochastic channels [18]. One such strategy
for designing stochastic channels is randomized compil-
ing (RC) [19,20], which is a robust and efficient method
for tailoring arbitrary Markovian errors into Pauli channels
in gate-based quantum computing. While RC was origi-
nally designed for tailoring gate noise, it can be adapted to
tailor measurement noise [21] and it has been previously

shown to reduce worst-case error rates in state prepara-
tion and measurement (SPAM) [22,23]. In this work, we
experimentally deploy RC for quantum measurements on
an eight-qubit superconducting quantum processor [see
Fig. 1(a)]. We show that, under measurement RC (MRC),
quantum measurement noise can be accurately described
by a stochastic error model in which the probability of a bit
flip for any given qubit is independent of the preparation
state or the state of other qubits on the quantum processor,
thus enforcing common preexisting assumptions about the
stochasticity of measurement errors.

Because measurements translate quantum bits to clas-
sical bits, errors in terminating measurements can be
mitigated classically via postprocessing. One approach
requires preparing and measuring all possible combina-
tions of input basis states for n qubits, from which one
can construct a confusion matrix of the measured results.

(a) (b) (c)

(d) (e) (f)

FIG. 1. Randomized compiling for measurements. (a) An eight-qubit superconducting transmon processor. Qubits are labeled in
green, individual drive lines are labeled in blue, individual readout resonators (RO) are labeled in red, and the multiplexed readout bus
(MRB) is labeled in cyan. The qubits are coupled to nearest neighbors in a ring geometry via coupling resonators (CR, purple). (b)
The full confusion matrix measured for three qubits (Q3, Q4, and Q5). Strong state-dependent errors are observed. For example, when
|011〉 or |111〉 is prepared, |010〉 and |110〉 are measured approximately 11% of the time, respectively. (c) The confusion matrix in (b)
minus the identity matrix. Context-dependent errors—such as errors that depend on the state of a qubit prior to measurement—appear
as an asymmetry in the off-diagonal terms of the confusion matrix. (d) Top row: we can model the error in a measurement by a process
matrix � preceding the measurement. Second row: in theory, it is possible to twirl this process matrix via Pauli twirling, � �→ P†�P.
Third row: however, because this is a process matrix for a (nonunitary) measurement, the inversion operators must be implemented as
classical bit flips Xc conditioned on which Pauli P was sampled before the measurement. Bottom row: by averaging this measurement
many times over the full Pauli group, we obtain a twirled error process �̄ = 1

4

∑
P∈{I ,X ,Y,Z} P†�P, in which measurement errors have

been reduced to a stochastic bit-flip channel. (e) The full three-qubit confusion matrix measured using the scheme presented in (d) for
qubits Q3, Q4, and Q5. We observe that the diagonal entries of the confusion matrix are all approximately equal in magnitude, showing
that we have eliminated state-dependent readout errors. (f) The confusion matrix in (e) minus the identity matrix. All error probabilities
in the off-diagonal elements are (approximately) symmetric along the diagonal. This indicates that under MRC, the probability of a bit
flip for a given qubit is the same for all states.
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Applying the inverse of the confusion matrix on the result-
ing outcome distribution often mitigates measurement
errors. This strategy is limited to a subset of measurement
errors, since the confusion matrix does not capture the
effect of coherent measurement errors on quantum super-
positions. Another limitation of this approach is its poor
scalability: the size of this matrix grows exponentially in
the number of qubits, making both the characterization
and inversion steps intractable for large qubit numbers.
As a result, experimentalists often resort to performing
local readout correction [24], in which an individual confu-
sion matrix is measured and inverted for each qubit. While
this can correct individual readout errors, it cannot correct
correlated bit flips. Alternative strategies for improving
qubit readout include encoding qubits in a repetition code
prior to readout [25,26], which comes at the cost of addi-
tional ancilla qubits, or correcting readout errors based on
the results of detector tomography [15,16]. By tailoring
noise in measurements into a stochastic bit-flip channel,
we show that it is possible to correct readout errors for
any input state without matrix inversion, ancilla qubits,
or full tomography. To do so, it is sufficient to character-
ize readout errors on a single input state (e.g.,

∣
∣0⊗n

〉
for

n qubits) under MRC, from which a quasiprobability dis-
tribution can be constructed. Readout correction is then
performed by inverting the quasiprobability distribution
on the measured bit-string results. We compare full and
local readout correction to our quasiprobabilistic protocol
for a large number of structured and random input states
on eight qubits and show that our protocol improves the
results in over 90% of the circuits. Moreover, we show that
this scheme extends to midcircuit measurements (MCMs)
and we demonstrate the mitigation of readout errors used
to perform real-time feedback to correct for bit-flip errors
on an entangled qubit.

II. RANDOMIZED COMPILING FOR
MEASUREMENTS

Generalized measurements of quantum states are
described by positive operator-valued measures (POVMs),
which are a set of positive semidefinite Hermitian matri-
ces {Ei} in d-dimensional Hilbert space Hd that obey the
completeness relation:

∑

i

Ei = I. (1)

The probability of measuring an outcome i given a state ρ

is governed by Born’s rule,

p(i|ρ) = Tr[Eiρ]. (2)

For a given system containing n qubits, the POVM set
corresponding to computational-basis measurements con-
tains 2n elements, {Ei}2n

i=1, with each element indexed by

an n-qubit bit string i. For example, for a single qubit, the
POVM set is {E0, E1}, for two qubits, the POVM set is
{E00, E01, E10, E11}, etc. By preparing a system of n qubits
in all 2n possible combinations of basis states, represented
by the set of input states {ρj }, and measuring the result-
ing POVMs {Ei} for each basis state, one can construct a
2n × 2n confusion matrix M = 〈〈{Ei}|{ρj }〉〉, the elements

Mij = Tr[Eiρj ] (3)

of which represent the probability p(i|j ) of measuring the
outcome Ei given an input state ρj , where the double-
bra (-ket) notation 〈〈·| (|·〉〉) denotes the vectorization of
the POVM Ei (initial state ρj ) into a 1 × d2 row vector
(d2 × 1 column vector). Classically, the confusion matrix
is sufficient to predict the probability distribution of an
outcome given any input. However, in quantum comput-
ing, while the d × d confusion matrix is an experimentally
well-defined object [see Figs. 1(b)–1(f)], it generally only
provides one part of the picture. Indeed, while Eq. (3) cor-
rectly describes the probabilities of observing the outcome
i given the computational state j , it generally does not
correctly prescribe the probability distribution expected
for a quantum state involving quantum superpositions
[21]. Fortunately, there is a way to compile quantum cir-
cuits such that, statistically, confusion matrices fully pre-
scribe measurement errors as in the classical case. Such
a method, which we call measurement randomized com-
piling (MRC), has been introduced in Ref. [21] and is
described further below.

Let us consider the scenario in which the measurement
error is such that given an n-qubit confusion matrix M and
an ideal probability distribution p , the effect of measure-
ment noise on the ideal outcomes produces a noisy proba-
bility distribution q = Mp . In such a case, correcting the
effect of measurement noise on a probability distribution
reduces to inverting M given a measured distribution q:

p = M−1q. (4)

If M is known and if it correctly models measurement
errors, then in theory one can correct the effect of measure-
ment errors affecting the outcome of any quantum circuit.
However, because M scales exponentially in the number
of qubits n, in practice it is not feasible to construct a
full n-qubit confusion matrix, nor is it always necessary
if one can make reasonable assumptions about the locality
and nature of correlated measurement noise. An alternative
strategy is to assume that readout errors are uncorrelated
and that measurement noise can be modeled as a tensor
product of confusion matrices. In this case, it is sufficient to
reconstruct the individual confusion matrix for each qubit,
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such that M is given as

M =
n∏

i=1

⊗Mi, (5)

where Mi is the confusion matrix for the ith qubit. Now,
the inversion process [Eq. (4)] only corrects readout errors
on each qubit individually but cannot account for any
correlated readout errors.

While it is often assumed that readout errors are proba-
bilistic and locally independent, in which case measuring
individual confusion matrices for each qubit would be
sufficient to correct all readout errors, in practice this is
not the case. For example, in Fig. 1(b), we plot the full
confusion matrix for three qubits [Q3, Q4, and Q5; see
Fig. 1(a)]. We observe that for most preparation states,
the combined readout fidelity is between 93% and 98%.
However, for |011〉 and |111〉, we observe poor read-
out fidelities; these probabilities are inconsistent with an
assumption of independent bit-flip rates. Such errors could
be in part due to the fact that the readout frequencies of
Q3, Q4, and Q5 are close in frequency (see Appendix A)
resulting from fabrication inaccuracies, leading to readout
crosstalk [13,15], which can result in context-dependent
readout errors in which the error on a qubit depends on the
state of another qubit. Moreover, even for the preparation
states with higher readout fidelities, we generally observe
that excited states have worse readout fidelity than ground
states. This is due to nonunital errors such as T1 decay,
which results in state-dependent readout errors, placing
fundamental limits on excited-state fidelities for a given
readout time [17].

Fortunately, there is a way to drastically simplify the
situation, by statistically tailoring the measurement error
into a probability distribution over bit flips that remains
independent of the measured state. The idea is to twirl the
readout noise using compiling methods such as MRC [21].
To understand the principles behind MRC, let us express
a noisy measurement 〈〈Ẽi| as an ideal measurement 〈〈Ei|
preceded by a process matrix � that captures all mea-
surement errors: 〈〈Ẽi| = 〈〈Ei|� [see Fig. 1(d)]. The goal
of MRC is to twirl � into diagonal Pauli channels, i.e.,
� �→ 4−n∑

P∈Pn
P†�P, where Pn = {I , X , Y, Z}⊗n is the

n-qubit Pauli group. However, in reality, readout errors
occur concurrently with measurement; therefore, we can-
not simply conjugate � by Pauli gates. Rather, to twirl �,
we compile random Paulis into the final cycle of single-
qubit gates before measurement and perform classical bit
flips on the measured results conditional on the inserted
Pauli for each qubit. For example, if I or Z is inserted,
these will not change the results of measurements in the
computational basis; however, if X or Y is sampled, these
will flip the qubit state prior to measurement, necessitat-
ing classical bit flips after measurement. By repeating this

process many (K) times and recording the combined dis-
tribution of all results, we obtain an effective Pauli-twirled
process matrix

�̄K = 1
K

K∑

i=1
Pi∈RPn

P†
i �Pi, (6)

where R denotes that Pi is chosen at random from the
n-qubit Pauli group Pn each time. �̄K in Eq. (6) is a sam-
ple average and it converges quickly to the true average
�̄∞ =: 4−n∑

P∈Pn
P†�P, as shown in the theoretical anal-

ysis of RC [19,27,28]. More importantly, the convergence
of the sample average to the true average is almost inde-
pendent of the system size (just as the required sample size
of a poll is almost independent of the population size); this
property is what makes RC applicable to any system size
(i.e., number of qubits or Hilbert-space dimension) [29].
To demonstrate that MRC scales to more qubits in prac-
tice, we repeat the same analysis on all eight qubits on our
quantum processor (see Appendix E), showing indeed that
MRC tailors readout noise equally well on eight qubits as
on three.

The appeal of RC is that the true average error �̄∞
can provably be expressed as a probabilistic mixture of
Pauli gates (also known as a Pauli stochastic channel)
[19,27,28]:

�̄∞[ρ] =
∑

P∈Pn

p(P)P†ρP, (7)

where p(P) is the probability of the Pauli error P ∈ Pn.
In the case of measurement, the Z have no effect on
computational-basis states, and Y has the same effect as
X . Therefore, we get a classical stochastic error channel of
the form

�̄K [ρ] ≈ �̄∞[ρ] =
∑

x∈Z
⊗n
2

pxX xρX x, (8)

where x ∈ Z
⊗n
2 is the set of classical n-bit strings, {px}x∈Z

⊗n
2

is a probability distribution over bit flips X x, and where X x

is short for X x1X x2 · · · X xn .
In Fig. 1(e), we plot the full confusion matrix for qubits

Q3, Q4, and Q5 reconstructed using MRC with K = 100
randomizations [22]. We observe that the diagonal read-
out fidelities p(i|i) are all approximately equal and the
off-diagonal probabilities p(i|j ) ∀ j �= i are approximately
symmetric along the diagonal, suggesting that we have
eliminated state- and context-dependent readout errors due
to T1 decay and readout crosstalk. This provides experi-
mental evidence that under MRC, we can describe readout
errors as a purely stochastic process in which the probabil-
ity of a bit flip for any given qubit is independent of the
preparation state (see also Appendix E).
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It should be noted that a similar method to MRC has
been introduced in Refs. [30,31] by inserting bit flips
prior to measurement. However, bit-flip averaging does
not provide a complete twirl of the readout noise, as
phase randomization is also necessary in order to describe
readout errors as purely stochastic. For example, suppose
that a qubit is in the |i+〉 state prior to measurement;
here, a coherent-X error during measurement [15] will
result in an incorrect output distribution. However, by ran-
domly inserting Pauli-Z gates prior to measurement, the
impact of the coherent-X error will be averaged away on
the ensemble level [32]. Finally, it is worth noting that
because readout errors are state independent under MRC,
the effect of readout errors on Pauli expectation values can
be efficiently corrected by rescaling by the average readout
fidelity [33].

III. QUASIPROBABILISTIC READOUT
CORRECTION

As observed in Sec. II, applying RC to quantum mea-
surements effectively tailors the measurement error chan-
nel � into a classical stochastic error channel. This has
a few ramifications. First, the effective error channel �̄K
can be fully described by its corresponding probability
distribution, and each probability px can be estimated up
to 1/

√
Nshots simply by looking at the output distribu-

tion resulting from sending a single computational-basis
input to the randomly compiled measurement channel. In
other words, �̄K can be approximately described with
O(Nshots) floating-point numbers and each number has a
precision of 1/

√
Nshots [34]. Second, the effective mea-

surement error �̄K can be inverted by applying a lin-
ear operation on the noisy output distribution. The exact
inversion can quickly become unscalable to describe but
since the probabilities appearing in �̄K are already esti-
mated with 1/

√
Nshots precision, an approximation should

suffice. Fortunately, there exist standard quasiprobabilis-
tic correction techniques that provide different orders of
approximation of the inverse of �̄K [35–39]. The first-
order approximation is described using O(Nshots) floating-
point numbers and in general the ith-order approximation
is described using O(N i

shots) floating-point numbers. We
proceed with describing the quasiprobabilistic readout-
correction (QPRC) protocol below.

Because measurement errors under MRC can be
described by a stochastic bit-flip channel that is indepen-
dent of the input state, it is sufficient to characterize the
probability of bit flips on n qubits using a single prepa-
ration state. For simplicity, we choose to characterize
measurement errors on

∣
∣0⊗n

〉
using the MRC protocol. For

example, in Fig. 2(a), we depict a single cycle of Paulis
applied to the all-zero state on eight qubits; if X or Y
is applied before measurement, then a classical bit flip
Xc is applied in postprocessing. This process should be

repeated many (K) times to construct a twirled measure-
ment channel [Eq. (8)]. In Fig. 2(b), we plot the results of
the characterization procedure in blue using K = 100 ran-
domizations. We observe that the all-zero state is measured
over 88% of the time, with the remaining approximately
12% distributed over various single-qubit bit-flip channels.

To model readout noise under MRC, let us denote lin-
ear combinations of bit strings as

∑
x cxx, where cx ∈ R

are scalar coefficients and x ∈ Zn are bit strings. Given
an error-probability distribution p = ∑

x pxx and an ideal
outcome distribution a = ∑

y ayy, we can express the
resulting noisy outcome distribution b = ∑

z bzz as

b = p ⊕ a,

=
(
∑

x

pxx

)

⊕
(
∑

y

ayy

)

, (9)

where x ⊕ y is the bitwise modulo 2 sum of the x and y
bit strings. In other words, the probability of observing the
outcome z given a noisy measurement is

bz =
∑

x⊕y=z

pxay . (10)

Now, to invert the effect of readout errors on the dis-
tribution b, we perform probabilistic error cancellation
(PEC) [36,37] for measurement. That is, we construct
a quasiprobability distribution q that is an approximate
inverse of p . If we denote the all-zero bit string as 0 (we
underline bit strings to distinguish them from scalar coeffi-
cients), the goal is to construct q such that q ⊕ p ≈ 0 (note
that 0 is the identity with respect to the ⊕ operator). Indeed,
suppose that q ⊕ p = 0; then it follows from Eq. (9) that
applying q to b yields q ⊕ b = q ⊕ p ⊕ a = 0 ⊕ a = a. A
first-order construction of q can be expressed as follows:

q = 1
2p0 − 1

⎛

⎝p00 −
∑

x �=0

pxx

⎞

⎠. (11)

Indeed, applying q to p yields

p ′ = q ⊕ p = 1
2p0 − 1

⎛

⎝p00 −
∑

x �=0

pxx

⎞

⎠

⊕
⎛

⎝p00 +
∑

x �=0

pxx

⎞

⎠,

= p2
0

2p0 − 1
0 − 1

2p0 − 1

⎛

⎝
∑

x �=0

pxx

⎞

⎠

2

, (12)

which is approximately equal to the identity up to sec-
ond order. To put it simply, the error amplitude goes from
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(a) (b) (c)

FIG. 2. Quasiprobabilistic readout correction. (a) The readout characterization. The probability of bit-flip errors during readout can
be characterized by preparing a single n-qubit input state (e.g., |00000000〉 for eight qubits) and measuring the resultant states under
RC. To do so, a randomly sampled n-qubit Pauli operator should be inserted before measurement (e.g., X ⊗ I ⊗ Z ⊗ Y ⊗ I ⊗ Y ⊗ X ⊗
Z); after measurement, a classical bit flip Xc should be applied to any qubit in which an X or Y gate was applied before measurement.
This process should be repeated many times for many different randomly sampled Pauli operators. (b) The results for the protocol
in (a) applied to eight qubits using K = 100 different randomizations are plotted with a blue outline. We observe single-qubit bit-flip
errors on many qubits. For example, while |00000000〉 is measured over 88% of the time, we observe that Q5 has an approximately 3%
chance of experiencing a bit-flip error during readout. This distribution can be used to perform quasiprobabilistic readout correction
on any eight-qubit circuit in which the readout is performed using MRC. The first- and second-order corrections performed on the
distribution itself are plotted in blue and light blue, respectively. The first-order correction has a probability greater than 1.0 for
|00000000〉 (and small negative counts for other bit strings); however, the second-order correction reconstructs a distribution in which
only the all-zero state remains. (Only the bit strings with significant counts are displayed for clarity.) (c) Readout-corrected single-qubit
circuits. Structured circuits were generated by applying gates randomly sampled from {I , H , X } to each qubit (circular data points) and
random circuits were generated by applying a random SU(2) gate independently to each qubit (triangular data points). Each circuit was
performed with and without MRC, denoted by the orange and blue or purple data points, respectively. For circuits without MRC, we
apply local readout correction (LRC; blue) using confusion matrices measured for each qubit, or full-readout correction (FRC), using
a full eight-qubit confusion matrix. For the circuits with MRC, we apply the quasiprobabilistic readout-correction (QPRC) protocol
using the distribution measured in (b). We plot the total variation distance (TVD) of the experimental results with the ideal results
as a function of the Shannon entropy S of the ideal result. S = 0 corresponds to a singular distribution and S = 8 is the uniform
distribution for eight qubits; in general, the larger the entropy, the more uniform is the distribution. We observe that the TVD values of
the MRC + QPRC results are lower than the results obtained with either LRC or FRC in over 90% of the circuits; thus, MRC + QPRC
broadly outperforms both LRC and FRC. (The error bars for the TVD are on the order of the size of the markers.)

1 − p0 to (1 − p0)
2/(2p0 − 1). However, the inverse oper-

ation can be improved further. Consider the family of
quasiprobability distributions

q(k) = p2k−1
0

p2k
0 − (1 − p0)2k

⎛

⎝0 +
2k−1∑

j =1

(−1
p0

)j
⎛

⎝
∑

x �=0

pxx

⎞

⎠

j⎞

⎠,

(13)

for k ∈ N+. Note that q(1) = q from Eq. (11). Applying q(k)

to p yields

q(k) ⊕ p = p2k
0

p2k
0 − (1 − p0)2k

0

− 1
p2k

0 − (1 − p0)2k

⎛

⎝
∑

x �=0

pxx

⎞

⎠

2k

. (14)

Thus, in the generalized case, the error amplitude goes
from 1 − p0 to 1/[1 − (p0/(1 − p0))

2k]. This strategy is

expected to be effective as long as p0 > 1/2, which is
the turning point for which the coefficient in front of 0
in Eq. (14) does not converge to 1 by increasing k. In
principle, the constraint p0 > 1/2 limits the scaling of this
method. However, in Appendix D, we generalize the above
quasiprobability inversion method, allowing it to scale for
large systems in which the total error probability 1 − p0
reaches well above 1/2. Of course, like any mitigation
method, there is a limit to its scalability [40]. However,
given the current observations, since it does not involve
any error propagation through a circuit, it is expected to
apply well to outcome distributions marginalized over tens
of physical qubits (given the same error rates).

In practice, to correct readout errors on any noisy exper-
imental probability distribution b that has been measured
using MRC, we sum over all corrected results for which
the counts for each experimental result x have been redis-
tributed according to q(k):

b(k) =
∑

x

(
bxx ⊕ q(k)), (15)
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where the readout-corrected distribution b(k) is the union
over all of the redistributed counts bxx ⊕ q(k). To demon-
strate that our procedure corrects readout errors, we per-
form a first- (i.e., using q(1) = q) and second-order (i.e.,
using q(2)) correction on the characterized probability
distribution in Fig. 2(b) that is used to construct the
quasiprobability distribution. We observe that the first-
order correction redistributes most of the results to 0 but
that p (1)

0 is slightly greater than 1.0. Because the corrected
distribution is itself a quasiprobability distribution that has
been normalized to preserve the total probability, 0 has a
quasiprobability p (1)

0 greater than 1.0 to account for the
negative quasiprobabilities in the other states (not shown).
It is reasonable for the first-order correction to have nega-
tive probabilities, because the quasiprobability distribution
is only an approximate inverse distribution; thus, small
residual biases can remain after the first-order correction.
However, after performing a second-order correction on
the characterized distribution, we find that p (2)

0 = 1.0, as
we would expect if all readout errors were corrected. This
process highlights the fact that readout correction (or, more
generally, error-mitigation strategies) can introduce non-
physical outcomes into the results of experiments. For
example, if one wants to preserve the total probability of a
process, then the small residual negative values that remain
after the quasiprobabilistic readout correction should be
preserved, which equates to enforcing trace-preservation
(TP). However, negative probabilities violate complete
positivity (CP) and these values could be reasonably set
to zero depending on the nature of the final computation.
Therefore, one cannot always enforce both CP and TP on
the outcomes of error corrected results and the choice of
which to preserve is up to the experimenter.

To demonstrate the efficacy of our protocol on a wide
variety of input states, we perform a second-order cor-
rection [i.e., using q(2)] on 200 different eight-qubit input
states prepared using a single cycle of gates, shown in
Fig. 2(c). For half of the circuits, we sample gates from
{I , H , X } at random for each qubit, and for the other half of
the circuits we sample random SU(2) gates for each qubit
independently. To compute the accuracy of the readout-
corrected results, we compute the total variation distance
(TVD) between the experimental distribution b and the
ideal distribution a,

DTV(b, a) = 1
2

∑

x

|bx − ax|, (16)

plotted as a function of the Shannon entropy of the ideal
results,

S = −
∑

x

ax log2(ax). (17)

A lower value for DTV means that the results are closer to
the ideal distribution. For the Shannon entropy, S = 0 cor-
responds to a probability distribution that is peaked around
a single value, and for eight qubits S = 8 is the uniform
distribution; in general, the higher the entropy, the closer
the output is to a uniform distribution. We compare the
results of our QPRC protocol to results obtained using full-
readout correction (FRC) using matrix inversion of the full
confusion matrix, which is not scalable, and local readout
correction (LRC), which is scalable. We find that while
FRC and LRC perform approximately equivalently over all
circuits (i.e., their average TVDs are equivalent), our pro-
tocol produces better results (i.e., has a lower TVD) in over
90% of the circuits compared to both FRC and LRC. Addi-
tionally, we observe a positive linear correlation between
the TVD of the corrected results and the entropy of the
ideal results, with better performance at lower entropy.
This can be explained by the fact that for higher entropy,
the approximate correction has to be applied to more out-
puts, meaning that the systematic error in the approximated
inverse is applied more often.

It should be noted that QPRC makes no distinction
between the different sources of physical errors that lead
to readout errors (e.g., T1 decay, misclassification due
to low measurement signal to noise, etc.). Therefore, it
can correct different readout errors equally well, as under
MRC they all appear as stochastic bit flips. However, like
other methods for performing readout correction, periodic
recharacterization of the readout errors under MRC is nec-
essary for accurate readout correction via QPRC. While
MRC is robust to drift and, e.g., fluctuations in qubit T1
times (which would cause excited-state readout fidelities to
also fluctuate in time), QPRC requires an accurate charac-
terization of the error-probability distribution p in order to
construct the inverse quasiprobability distribution q. Thus,
it is recommended that one recharacterize the bit-flip error
rates under MRC periodically, depending on how often one
expects the system to drift or T1 times to fluctuate.

IV. READOUT CORRECTION FOR MIDCIRCUIT
MEASUREMENTS

The QPRC protocol presented in Sec. III provides a clear
strategy for correcting readout errors afflicting terminat-
ing measurements. However, it is less clear how to correct
readout errors in midcircuit measurements (MCMs), which
are subject to complex error processes that are not always
present in terminating measurements [41], and the results
of which can be used to adapt circuits in real time via
classical feedback [5]. While the result of a single measure-
ment used for decision branching in feed-forward schemes
cannot be corrected in real time, the results of MCMs can
still be corrected quasiprobabilistically in the paradigm
where we end up with an ensemble distribution at the
very end of a circuit. To do so requires characterizing the
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probability of a bit flip for a given MCM and quasiprob-
abilistically cancelling this error via random insertion of
artificial Pauli-X errors. We describe this procedure below.

When MCMs are used to perform conditional feed-
forward operations, the readout fidelity of each MCM
will dictate the rate at which incorrect decision branching
occurs, and thus the rate at which the incorrect condi-
tional operation is performed, which will add up linearly
as a function of the number of MCMs in the circuit. In
a model in which readout errors are purely probabilistic,
this rate can be measured a priori by characterizing the
probability of a bit-flip error on the measured qubit(s). For
example, suppose that a qubit prepared in the ground state
has a probability p1 of experiencing a bit flip during a
MCM; then the probability with which a single instance
of the MCM performs the correct conditional operation is
1 − p1 = p0. According to the QPRC protocol presented
in Sec. III, the results of an imperfect measurement can be
corrected by assigning a negative weight to the incorrect
outcomes and subtracting them from the ideal outcomes.
To do so in circuits with MCMs, we probabilistically insert
an artificial bit flip Xp prior to the measured qubit with
probability p = p1. Now, for a circuit measured Ns times,
on average the correct conditional operation will have been
applied (1 − p)Ns times and the incorrect conditional oper-
ation will have been applied pNs times. To mitigate the
impact of the noisy MCM, we subtract the raw counts
of the circuit measured with Xp from the raw counts of
the circuit measured without Xp . For circuits with mul-
tiple rounds of MCMs, we assign a negative weight to
each instance in which Xp appears in the circuit; thus, for

odd (even) occurrences, the results are subtracted (added)
to the bare results. This process generally increases the
shot noise, since the error-mitigated results only have
(1 − p)Ns − pNs = (1 − 2p)Ns shots; one can choose to
compensate for this at the cost of a larger overhead by
increasing the total number of shots to N ′

s = Ns/(1 − 2p).
We demonstrate the correction of readout errors on

MCMs by performing the above protocol on a circuit
designed to protect the memory of a qubit in the |1〉 state,
shown in Fig. 3(a). Real-time active feedback is performed
using the open-source control hardware QubiC [42,43].
When MRC is utilized for MCMs, the conditional read-
out value of the measured qubit now depends on the Pauli
that is sampled before readout, and thus the conditional
operation on the memory qubit is a function of this Pauli,
f (P); the random sampling of P and the calculation of
f (P) are performed many times before run time but the
conditional bit flip Xc is performed in real time, with a
feedback latency of 150 ns. In Fig. 3(b), we plot the prob-
ability of measuring the memory qubit in |0〉 as a function
of the number (N ) of rounds of MCMs. We find that
for the raw output, the probability is approximately 5%
for N = 1, growing to approximately 23% for N = 10.
When we perform the MCMs with MRC, this probabil-
ity is reduced significantly, growing to only approximately
18% for N = 10 rounds of MCMs. This difference can be
explained by the fact that, in the ideal scenario, the ancilla
qubit should be in |1〉 before each MCM—indicating that
the memory qubit has not experienced a bit flip—which
normally has a lower readout fidelity than the ground
state. However, with MRC, the readout fidelities are equal

(a) (b)

FIG. 3. Quasiprobabilistic readout correction of midcircuit measurements. (a) The schematic for active bit-flip protection. A memory
qubit (top row) is prepared in the |1〉 state and a controlled-NOT (CNOT) gate is applied between the data qubit and an ancilla qubit
(bottom row), which is subsequently measured. A conditional bit flip (Xc) is performed on the memory qubit depending on the results
of the MCM of the ancilla qubit, after which the ancilla qubit is reset. This process is performed for N repetitions to protect the
memory qubit from decaying to the ground state. Under MRC, the MCM is performed with RC by insertion of random Paulis (P,
dashed orange box) before the MCM, in which case the conditional operation on the memory qubit is a function of the Pauli inserted
before measurement, f (P). To perform quasiprobabilistic readout correction on the MCM, a Pauli-X gate is probabilistically inserted
before the measurement (Xp , dashed white box) and the final results of the MCM with Xp are subtracted from the results without
Xp . (b) Results from performing the scheme presented in (a) for ten rounds of bit-flip protection. In the bare case, the probability of
measuring the memory qubit in the |0〉 state grows from approximately 5% to approximately 23%. When the MCM is performed with
MRC it only grows to approximately 18%. When the results measured with Xp are subtracted from the results measured without Xp
(MRC+QPRC), the probability of measuring the memory qubit in |0〉 reduces by approximately 1% for all N compared to MRC alone.
This is consistent with a measured bit-flip rate of 1.1% for the ancilla qubit. (The error bars are on the order of the size of the markers.)
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[p(0|0) = p(1|1)], so the error in the raw output will grow
faster than the results with MRC. Additionally, inserting
a random Pauli before the measurement can decouple the
ancilla qubit from the memory qubit, ensuring that the error
grows smoothly and monotonically. Finally, when we add
QPRC to the MCMs performed with MRC, this reduces
the probability of measuring the memory qubit in |0〉 by
approximately 1% compared to just using MRC. The dif-
ference between MRC and MRC + QPRC is consistent
with a bit-flip rate of 1.1% measured for the ancilla qubit
prior to the experiment.

It should be noted that in Ref. [44], a related method
is proposed for mitigating Pauli errors that occur dur-
ing MCMs using a quasiprobabilistic error-cancellation
scheme that depends on randomized compiling [39]. There
are advantages and disadvantages to both techniques. A
key distinction is that the protocol in Ref. [44] utilizes
cycle benchmarking [45] to characterize the rates of Pauli
errors, which has a much higher characterization overhead
than our technique—whose characterization overhead is
constant in the number of qubits n—and depends on the
ability to measure exponential decays for the cycle or
subcircuit of interest. However, the protocol in Ref. [44]
can mitigate global errors that occur across an entire reg-
ister of qubits, including correlated gate errors, whereas
QPRC is only designed to mitigate readout errors. Future
work could explore the scalability and trade-offs between
these related methods as they relate to MCMs and adaptive
circuits.

V. DISCUSSION AND OUTLOOK

Improving the fidelity of qubit readout is equally as
important as improving gate fidelities. However, in recent
years, much more focus has been placed on improving
gate fidelities, leaving readout errors (or, more generally,
SPAM errors) much larger than contemporary gate errors.
To compensate for this, experimentalists typical correct
readout errors by inverting a 2n × 2n confusion matrix
or, alternatively, inverting local 2 × 2 readout confusion
matrices for each qubit independently. While the former
method can correct n-qubit readout errors that occur on
computational-basis states, it is not scalable; on the other
hand, while the latter method is scalable, it cannot correct
correlated readout errors.

In this work, we introduce a quasiprobabilistic method
for correcting measurement noise that utilizes randomized
compiling for enforcing a stochastic bit-flip model of read-
out errors. Our method requires a minimal characterization
overhead that is constant in the number of qubits and is
scalable in the limit that probabilistically small readout
errors can be ignored. We demonstrate that our method out-
performs both full and local readout correction on a large
number of different possible input states for eight qubits.
Moreover, we show that it can be extended to scenarios in

which MCMs are used in the single-shot limit for adaptive
feedback, as long as the end goal is to collect ensemble
statistics of the outputs.

While significant research and development is required
to improve the readout fidelities of contemporary qubits on
many hardware platforms, scalable matrix-inversion-free
readout-correction methods such as QPRC are useful tools
for correcting readout errors in the noisy intermediate-
scale quantum (NISQ) era and beyond. Our method is fully
compatible with MCMs and future work could demon-
strate the utility of utilizing QPRC for correcting readout
errors in adaptive circuits used for preparing nonlocal
entangled states [6]. Furthermore, the machinery needed
for adaptive circuits is the same as is needed for quantum
error correction, so combining QPRC with quantum error
correction would be an intriguing avenue for exploration.

Note added.—We recently became aware of a related
but independently developed error-mitigation technique
for midcircuit measurements that has appeared at the same
time [46].
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APPENDIX A: QUBIT AND READOUT
CHARACTERIZATION

The quantum processing unit (QPU) used in this
work consists of eight superconducting transmon qubits
arranged in a ring geometry [Fig. 1(a)]. The frequency
spectra of the GE and EF transitions of each qubit are plot-
ted in Fig. 4(a). Some frequency crowding is observed at
the lower end of the frequency spectrum. For example, the
GE transition of Q2 is close to the EF transitions of Q0, Q4,
and Q3. This can lead to microwave-line crosstalk between
qubits, which can result in coherent leakage on the EF tran-
sitions when the GE transition of Q2 is driven. A similar
effect can occur between the GE transition of Q5 and the
EF transition of Q6, which is spectrally far from the rest of
the qubits on the QPU due to fabrication inaccuracies. The
qubit coherences are listed in Table I.

In Fig. 4(c), we plot the readout calibration for all eight
qubits on this QPU, which supports qutrit-state discrimi-
nation. In qubit computations, qutrit readout can be used
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FIG. 4. Frequencies and readout characterization. (a) The frequency spectra of the GE (i.e., |0〉 ↔ |1〉; solid lines) and EF (i.e.,
|1〉 ↔ |2〉; dashed lines) transitions of the eight qubits on the quantum processor. (b) The frequency spectrum for the readout resonators
coupled to the qubits. (c) Qutrit-state discrimination is supported for all qubits on the quantum processor.

to measure leakage rates. Alternatively, qutrit state dis-
crimination can be used for excited-state promotion (ESP)
[17,47] for improving qubit readout fidelities, whereby a
π1→2 pulse is applied to each qubit before readout, after
which all |2〉-state results are reclassified as |1〉 in postpro-
cessing. ESP can protect qubits against energy relaxation
during readout, which can include readout-induced decay.
We utilize ESP to improve qubit readout and calibrate
readout amplitudes to maximize readout fidelity with ESP
turned on. The simultaneous readout fidelities are listed in
Table II.

Even with improved readout fidelities using ESP, qubits
can experience readout crosstalk during measurement. In
Fig. 4(b), we plot the frequency spectra of the readout res-
onators for all eight qubits. We observe that several readout
resonators are close in frequency. For example, the readout

resonators for Q0 and Q1 are within approximately 4 MHz
of each other and the readout resonators for Q3, Q4, and
Q5 are all within approximately 11 MHz of each other.
Readout crosstalk can lead to context-dependent readout
errors, in which the error on one qubit depends on the
state of another qubit. This effect is apparent in the results
presented in Fig. 1, in which the |011〉 and |111〉 states
have drastically worse readout fidelities than the other
preparation states.

APPENDIX B: GATE BENCHMARKING

The single- and two-qubit gates used in this work
are benchmarked using randomized benchmarking (RB)
and cycle benchmarking (CB). Infidelities for single-qubit
gates are listed in Table III. Infidelities for two-qubit gates

TABLE I. Qubit coherences: the qubit coherence times T1, T∗
2 , and T2E are listed.

Q0 Q1 Q2 Q3 Q4 Q5 Q6 Q7

T1 (µs) 96.6(2.6) 130.0(2.7) 142.0(3.0) 140.0(6.3) 77.0(5.2) 30.4(0.95) 55.6(1.3) 22.5(0.32)
T∗

2 (µs) 120.0(14.0) 41.0(7.2) 92.0(16.0) 61.0(6.1) 38.0(5.4) 8.5(1.3) 26.0(3.7) 39.0(1.7)
T2E (µs) 120.0(8.3) 130.0(7.5) 140.0(12.0) 90.0(13.0) 110.0(11.0) 33.0(3.6) 90.0(14.0) 43.0(2.2)
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TABLE II. Readout fidelities. Simultaneous readout fidelities for all qubits with excited-state promotion.

Q0 Q1 Q2 Q3 Q4 Q5 Q6 Q7

P(0|0) 0.995(1) 0.995(1) 0.995(1) 0.992(2) 0.990(2) 0.998(1) 0.997(1) 0.987(3)
P(1|1) 0.983(2) 0.962(7) 0.994(2) 0.986(2) 0.966(7) 0.969(4) 0.994(2) 0.986(2)

are listed in Table IV. It should be noted that all quoted
infidelities are the process infidelity eF , not the average
gate infidelity r. These two are equal up to a simple
dimensionality factor:

eF = d + 1
d

r, (B1)

where d = 2n for n qubits.

APPENDIX C: QUANTUM HARDWARE

In this work, we use the open-source control system
QubiC [42,43] to perform these experiments. QubiC is
a field-programmable-gate-array- (FPGA) based control
system for superconducting qubits developed at Lawrence
Berkeley National Laboratory. The QubiC system used for
these experiments has been implemented on the Xilinx
ZCU216 RFSoC (RF system-on-chip) evaluation board
and uses custom gateware for real-time pulse sequencing
and synthesis.

The QubiC gateware has a bank of distributed proces-
sor cores for performing pulse sequencing, parametriza-
tion, and conditional execution (i.e., control flow) [48].
The QubiC readout DSP (digital signal processing) chain
includes on-FPGA demodulation and qubit state discrim-
ination using a threshold mechanism. Currently, the dis-
crimination is performed for MCMs using the in-phase
(I ) component of the integrated readout pulse. If I > 0,
the discriminator returns a 0; if I < 0, the discriminator
returns a 1. For this reason, all of the |0〉 states are cal-
ibrated to be on the right side of I = 0, and all of the
|1〉 and |2〉 states are calibrated to be on the left side of
I = 0 [see Fig. 4(c)]. These state-discriminated results can
then be requested by any processor core (using a special
instruction) and used as inputs to arbitrary control flow
and/or branching decisions (e.g., a WHILE loop or IF_ELSE
code block). The total feedback latency (not including
readout time) is 150 ns. After these experiments were per-
formed, a neural-network-based readout discriminator has
been developed for MCMs, performed on QubiC, which is
capable of distinguishing |1〉 from |2〉 [49].

APPENDIX D: SCALING THE
QUASIPROBABILISTIC INVERSE FOR A

HIGHER NUMBER OF QUBITS

In Sec. III, we have proposed to invert the effect of
measurement errors by applying an approximate inverse
operation described in Eq. (13). While this has worked
well in our experiment, such an inversion technique may
fail when the error probability grows above 1/2. Without
a workaround, this constraint would make it impossible
for such a quasiprobabilistic inversion technique to scale,
since the error probability grows exponentially in the num-
ber of qubits. Indeed, with independent local error rates of
2%, the total error probability reaches 1/2 after 34 qubits.
As such, in this appendix, we provide a generalization of
our quasiprobabilistic inversion technique that ensures a
proper scaling of our mitigation method for measurements.

To explain the generalization, let us consider a two-qubit
toy example where the error-probability distribution takes
the form:

pAB(ε) =
(

9
16

− ε

)

00AB + 3
16

01AB + 3
16

10AB

+
(

1
16

+ ε

)

11AB, (D1)

where ε ∈ [0, 1/4) and where the underscore notation indi-
cates a classical bit string in the probability distribution.
Note that in the case in which ε = 0, we fall back on
marginalized independent bit-flip errors of 25%. As such,
ε denotes a correlated bit-flip error probability on top of the
independent bit flips. Note that for all values of ε > 1/16,
the total error probability exceeds 1/2. It should be noted
that the first-order inversion makes things worse when

∣
∣
∣
∣
∣

p2
0

2p0 − 1
− 1

∣
∣
∣
∣
∣
<
∣
∣p0 − 1

∣
∣, (D2)

which occurs when p0 < 2/3.
As we demonstrate here, even in the milder case

in which ε = 0, p0 < 2/3, and the first-order inversion

TABLE III. Single-qubit gate infidelities: the process infidelities for isolated and simultaneous single-qubit gates measured via RB
for each qubit are listed.

Q0 Q1 Q2 Q3 Q4 Q5 Q6 Q7

RB isolated (10−3) 1.5(1) 0.33(2) 0.54(3) 1.0(1) 3.2(1) 1.92(9) 2.4(3) 2.58(9)
RB simultaneous (10−3) 2.1(2) 3.1(2) 2.0(3) 1.9(2) 6.1(7) 5.7(3) 3.4(3) 7.6(9)
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TABLE IV. Two-qubit gate infidelities: the process infidelities for two-qubit RB are listed for each qubit pair used in this work. The
native (CZ) gate fidelities are measured via CB.

(Q0, Q1) (Q1, Q2) (Q2, Q3) (Q3, Q4) (Q4, Q5) (Q5, Q6) (Q6, Q7) (Q7, Q0)

RB isolated (10−2) 5.0(5) 1.62(7) 1.64(8) 2.6(2) 3.8(2) 4.6(2) 6.7(6) 3.8(3)
CB (CZ) (10−2) 1.4(1) 0.57(1) 0.41(1) 0.81(4) 1.80(8) 2.08(3) 2.77(8) 1.40(7)

described in Eq. (11),

qAB(ε = 0) = 9
2

00AB − 3
2

01AB − 3
2

10AB − 1
2

11AB, (D3)

fails to mitigate errors:

qAB(0) ⊕ pAB(0) = 31
16

00AB − 3
16

01AB − 3
16

10AB

− 9
16

11AB. (D4)

However—and this is the essence of the solution—it
is possible to adapt the quasiprobabilistic inversion to
address qubits A and B individually before mitigating
them in tandem. Let us consider the error distributions
marginalized over individual qubits:

pA(ε) =
(

3
4

− ε

)

0A +
(

1
4

+ ε

)

1A, (D5a)

pB(ε) =
(

3
4

− ε

)

0B +
(

1
4

+ ε

)

1B. (D5b)

Note that the error probabilities marginalized on the two
subsystems are below 1/3 as long as ε remains below
1/12. From there, consider the first-order local quasiprob-
abilistic inversions obtained by using Eq. (11) with the
marginalized distributions pA(ε) and pB(ε):

qA(ε) = 2
1 − 4ε

[(
3
4

− ε

)

0A −
(

1
4

+ ε

)

1A

]

, (D6a)

qB(ε) = 2
1 − 4ε

[(
3
4

− ε

)

0B −
(

1
4

+ ε

)

1B

]

. (D6b)

Let us apply those local inversions to the total distribu-
tion pAB(ε). Unsurprisingly, in the case in which ε = 0,
the error distribution is locally independent [i.e., pAB(0) =
pA(0)pB(0)] and we obtain perfect error mitigation:

qA(0)qB(0) ⊕ pAB(0) = 00AB. (D7)

In the more general case, we obtain

p ′
AB(ε) = qA(ε)qB(ε) ⊕ pAB(ε) =

(
3 + (1 − 4ε)−2

4

)

00AB

+
(

1 − (1 − 4ε)−2

4

)

01AB +
(

1 − (1 − 4ε)−2

4

)

10AB

+
(−1 + (1 − 4ε)−2

4

)

11AB. (D8)

Instead of further carrying out heavy expressions in ε, for
the sake of simplicity (especially since this a toy example),
let us pick ε small enough such that we can ignore O(ε2).
In that case, we obtain

p ′
AB(ε) = (1 + 2ε)00AB − 2ε01AB − 2ε10AB + 2ε11AB

+ O(ε2). (D9)

Let us now apply the quasiprobabilistic inversion tech-
nique prescribed in Sec. III on that new (quasiprobabilistic)
distribution. Using

q′
AB(ε) = 1

1 + 4ε

(
(1 + 2ε)00AB + 2ε01AB + 2ε10AB

− 2ε11AB

)
, (D10)

we obtain

q′
AB(ε) ⊕ p ′

AB(ε) = 00AB + O(ε2). (D11)

In other words, performing the local mitigation qA(ε)qB(ε)

has changed the error distribution and brought us to a
point at which we can effectively apply a joint mitigation
operation.

Note that in this toy example, we have applied the
quasiprobabilistic inversions sequentially, but they can
easily be compiled into a single operation:

qAB(ε) := q′
AB(ε) ⊕ qA(ε)qB(ε)

=
(

9
4

+ 4ε

)

00AB − 3
4

01AB − 3
4

10AB +
(

1
4

− 4ε

)

11AB

+ O(ε2). (D12)

This is relevant to readout correction of midcircuit mea-
surements, where the quasiprobability qAB(ε) is used as
input for sampling circuits (see Sec. IV).

010307-12



READOUT CORRECTION OF MIDCIRCUIT MEASUREMENTS PRX QUANTUM 6, 010307 (2025)

In the light of the toy example, the generalization of the
mitigation strategy for larger systems is fairly straightfor-
ward. Given an error distribution pS over a set of qubits
S, subdivide the system into disjoint partitions S1, . . . , Sk
such that

⋃
i Si = S and obtain the marginal error proba-

bilities over those partitions, pS1 , . . . , pSk . The goal is to
choose partitioning such that the marginal error probabil-
ity within every partition is lower than 1/2 (or 1/3 if using

first-order inversions). From these marginal error distribu-
tions, apply quasiprobabilistic corrections according to the
method described in Sec. III:

pS → qS1 · · · qSk ⊕ pS = p ′
S. (D13)

p ′
S should be closer to the identity. Repeat the process

for increasingly larger partitions. Once the resulting total

(a) (b)

(c) (d)

FIG. 5. MRC and QPRC on eight qubits. (a) The eight-qubit confusion matrix. The maximum value of the color map is set to 0.1
for better contrast of the off-diagonal elements. The inset shows diagonal values of the confusion matrix (i.e., readout fidelities for
different states). (b) The eight-qubit confusion matrix measured with MRC. The maximum value of the color map is set to 0.1 for
better contrast of the off-diagonal elements. The inset shows the diagonal values of the confusion matrix (i.e., readout fidelities for
different states). (c) The data from (b) minus the data from (a). This difference shows which entries are increased (black) or decreased
(white) by using MRC. (d) An eight-qubit confusion matrix reconstruction from (b) by applying QPRC to the measured data for each
different state preparation. The inset shows the diagonal values of the confusion matrix (i.e., effective readout fidelities for different
states). The perfect correction for all states demonstrates that QPRC can correct readout errors equally well regardless of which input
state was initially characterized.
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error quasidistribution is close enough to the identity (e.g.,
once |1 − p0| < 1/2), use the total distribution to infer the
quasiprobabilistic inverse.

APPENDIX E: MEASUREMENT RC AND
QUASIPROBABILISTIC READOUT
CORRECTION ON EIGHT QUBITS

In the main text, we show the impact of MRC on a
confusion matrix for only three qubits (see Fig. 1). To
demonstrate that MRC scales equally well to larger num-
bers of qubits, we apply MRC to a full eight-qubit confu-
sion matrix, shown in Fig. 5. In Fig. 5(a), we plot the raw
eight-qubit confusion matrix reconstructed for all qubits
on our quantum processor. We observe an asymmetry in
the diagonal and off-diagonal elements, indicating the pres-
ence of state and context-dependent errors. In Fig. 5(b), we
plot the eight-qubit confusion matrix reconstructed with
MRC. We observe symmetry in both the diagonal and off-
diagonal elements, demonstrating that MRC works equally
well in tailoring readout noise for eight qubits as it did for
three qubits. In Fig. 5(c), we plot the difference between
the confusion matrix with MRC and the raw confusion
matrix, showing where elements of the confusion matrix
are increased or decreased with MRC. Finally, in Fig. 5(d),
we perform QPRC on the data in Fig. 5(b), to demonstrate
that our effective readout fidelity is perfect across all states
with QPRC. More specifically, for each preparation state,
we apply QPRC to the measured data using the measured
data itself to compute the inverse distribution, similar to
the analysis performed in Fig. 2(b). This demonstrates that
we can perform the QPRC protocol using readout errors
characterized for any initial input state.
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