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ABSTRACT

Virtual Oscillator Controlled Inverters in a Microgrid Setting with Secondary

Control and Energy Storage

by

Celeste M B Bean

Building from existing work on Virtual Oscillator Control (VOC) [1], this

reports details design, analysis, and simulation of a standalone inverter-based

microgrid composed of variable renewable energy sources and battery stor-

age. VOC for inverters relies on local voltage and frequency measurements

to allow for proportional loading and voltage/frequency synchronization, pre-

senting a real-time decentralized control strategy that mimics droop control

characteristics. The design specifications, derivations, models, and simulations

demonstrate that VOC can operate bidirectionally (producing and consuming

power) for resistive and capacitive loads. The inverters are shown to operate

in a variety of more complex settings than have previously been examined:

in parallel, under fluctuating loads, and under noisy loads. To compensate

for deviations in steady-state frequency and voltage, low-bandwidth commu-

nication in the form distributed averaging proportional integral (DAPI) [2]

control is adapted, derived, and simulated for a VOC-based microgrid. Lastly,
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battery models representing distributed Energy Storage Systems (ESS) are in-

corporated to demonstrate grid robustness in times of excess load relative to

generation available.
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Chapter 1

Introduction

1.1 Microgrids

The intensified deployment of renewable energy sources (RES) presents a

promising strategy in the quest for a more sustainable, environmentally friendly,

and fiscally sensible electricity supply. In comparison to standard centralized

power generation, distributed energy resources (DERs) offer higher energy uti-

lization, lower power transmission losses, more flexible installation, and less

pollution [3]. By virtue of the precision with which their output can be con-

trolled, traditional generation sources such as nuclear and fossil-fuel power

plants simplify stability issue affecting the power grid. Although distributed

1



Introduction

wind-turbine and photovoltaic (PV) generation sources present many oppor-

tunities, their ongoing penetration into power grids does introduce technical

challenges as a result of their fluctuating and unpredictable short-term output.

Balancing intermittent power generation with load demand at all times and

at different time scales becomes increasingly difficult [4].

The dynamics of power grids composed of few, large centralized energy

sources is fundamentally different from those of a grid composed of many small

distributed sources, prompting the rise of so-called microgrids [5]. Microgrids

are low voltage, comparatively small collections of DERs that interface with

higher voltage, larger power grid interconnections. As a group of heterogeneous

interconnected loads and generation sources “within clearly defined electrical

boundaries that acts as a single controllable entity with respect to the grid,”

a microgrid can operate in either grid-connected mode or islanded-mode. In

grid-connected mode, the microgrid acts like an aggregated node feeding and

drawing from the larger power grid. In islanded-mode, the microgrid produces

its own energy and services its loads independently of the grid [6].

The output of renewable energy sources is often direct current (DC)

power, which is not immediately compatible with alternating current (AC)

power grids. Interfacing requires the use of power inverters, which dynamically

transform the generated DC power to the grid’s AC power at the appropriate
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Introduction

voltage magnitude and frequency [7]. In addition to handling variations in

loads, inverters must compensate for changing levels of generation from DERs

[8]. Inverters interfacing between variable generation sources and grid-wide

bus loads must be able to dynamically adjust their output to ensure syn-

chronicity and convergence with the grid at large. It is onto these inverters

that one can implement controllers to satisfy microgrid objectives of balanc-

ing load demand and power injection, stabilizing voltages and synchronizing

inverter frequencies, and proportionally loading inverters [9]. In the interest

of realistic implementation of a control system that satisfies these objectives,

a microgrid’s control strategy must operate on a time-scale fast enough to

address noisy, fluctuating loads and generation in addition to doing so in a de-

centralized fashion that minimizes the microgrid’s communication complexity.

1.2 Hierarchical Control

The responsibilities of grid management are separated according to requisite

time scales and are organized into hierarchies of control. Primary control

operates at the fastest time scale, greater than 1 Hz, and is responsible for

balancing generation and demand while ensuring proportional load sharing,

“synchronizing the AC voltage frequencies, and stabilizing their magnitudes”

3



Introduction

[2]. Secondary control corrects for steady-state errors in voltage magnitudes

and frequency and operates at a slightly slower time scale than primary control.

Tertiary control broadly covers the establishment of fair load sharing among

energy resources, along with global economic dispatch optimization over the

network according to current energy markets [10]. Tertiary control can operate

on the order of anywhere between hours and days.

The most popular primary control strategy is droop control, “which lin-

early trades off the inverter-voltage amplitude and frequency with real- and

reactive power output” [1]. Essentially, as resistive load increases/decreases,

frequency decreases/increases. Likewise as capacitive or inductive load in-

creases/decreases, voltage magnitude decreases/increases. Intuitively, one can

imagine the inversely-proportional relationship between the frequency of a ro-

tating mass and the electrical active power output [11].

Droop control’s active/reactive power decoupling is described by linear

controllers that specify the inverter frequency ωi and voltage magnitude Vi as

ωi = ωnom −miPi (1.1)

Vi = Vnom − niQi (1.2)

where ωnom and Vnom respectively describe the nominal frequency and voltage.

4



Introduction

Pi and Qi respectively represent the measured real and reactive power injec-

tions, and the coefficients mi and ni are gaina reflecting the droop coefficients

[12].

Because droop control ensures proportional loading and synchronization

of inverters in a decentralized fashion, it is a particularly attractive controller

for microgrids. Proportional loading describes a framework in which each

generation source contributes its “fair share” of the load. For example, if a

9 kW and a 1 kW inverter were servicing a load, the 9 kW inverter would

contribute 90% of the required power while the 1 kW inverter would deliver

10% of the necessary power. Synchronization indicates that power injections

all have the same voltage, frequency, and phase angle. The decentralized

nature of droop control requires no communication between nodes and thus

no overhead or centralized controlling authority; inverters query only locally

available quantities.

As a proportional controller, droop control inevitably results in steady-

state errors. Secondary control seeks to correct for this deviation from nominal

operation and takes on a variety of forms. Lastly, tertiary control seeks to op-

timize grid operation from a myriad of perspectives, ranging from load shifting

with energy storage systems, to game-theoretical behavior shaping, to “smart”

devices to use energy more efficiently.
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Introduction

1.3 Problem Description

While droop control offers a solution to synchronize injections and proportion-

ally share loads between inverters, it operates on a slower time scale than is

necessary for interfacing with highly-noisy renewable energy sources. In Syn-

thesizing Virtual Oscillators to Control Islanded Inverters by Brian Johnson

et al., the authors propose an elegant controller that mimics droop-like charac-

teristics but, being implemented on a microcontroller, operates at much faster

time scales. This Virtual Oscillator Control (VOC) inverter is detailed for the

reader’s reference in Chapter 2. These inverters have been rigorously analyzed

in their basic operation and mimicry of droop-control but have not been mod-

eled or simulated as extensively in more complex scenarios. This thesis seeks

to more expansively demonstrate VOC performance in a microgrid setting.

1.4 Summary of Contributions

The objective of this thesis is to design, analyze, and simulate a self-sustaining

inverter-based microgrid with Virtual Oscillator Control (VOC) in the pres-

ence of variable renewable generation and battery storage. Real-time decen-

tralized controllers maintain system stability and, when necessary, rely on low-

bandwidth distributed controllers to facilitate information exchanges. Lastly,

6
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energy storage systems are modeled and controlled under different control

scheme to maximize various performance criteria.

The contributions of this thesis are four-fold. Chapter 3 includes deriva-

tions and simulations of multiple VOC inverters with different ratings in paral-

lel in cases of fluctuating loads and noisy loads. Chapter 4 details derivations

and simulations of multiple VOC inverters equipped with a distributed averag-

ing proportional integral (DAPI) secondary control strategy to correct steady

state deviations from nominal system operation in ideal, noisy, and fluctuating

generation and/or load cases. Chapter 5 deals with the derivation and sim-

ulation of multiple VOC inverters equipped with energy storage systems and

comparisons of the performance of various control schemes.

7



Chapter 2

Virtual Oscillator Control

Included in this section is a summary of relevant information from Synthesizing

Virtual Oscillators to Control Islanded Inverters by Brian Johnson et al. [1].

The work detailed in this thesis builds upon this initial characterization of a

single Virtual Oscillator Control (VOC) to control an individual single-phase

inverter. For justifications and derivations of the following implementation,

readers are referred to the original publication. In the interest of brevity, the

following results and derivations are included for reference only and will not

be justified.

8
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2.1 Benefits of Virtual Oscillator Control

Virtual Oscillator Control (VOC) is termed as such because the nonlinear

oscillations of a Van der Pol oscillator are programmed onto a digital micro-

controller. The microcontrollers then use sinusoidally varying oscillator states

to construct pulse-width modulation (PWM) control signals that control the

magnitude and frequency of the inverter’s power injection, requiring only lo-

cally available information.

Previous work has detailed several advantages unique to VOC, justifi-

cations of which will be taken for granted in following sections of this work.

In [13], the authors demonstrate “that droop laws are intrinsically embedded

within a slower time scale in the nonlinear dynamics of Van der Pol oscilla-

tors” and prove synchronicity of distributed, communication-less system-wide

amplitude and phase dynamics in a resistive network interconnecting invert-

ers. In [14], the authors prove VOC’s ability to converge to a stable sinusoidal

steady state from arbitrary initial conditions and detail a technique for “seam-

less addition of inverters... into an energized system,” which fits in with goals

of “plug-and-play” technology. In [15], the authors show that synchronization

occurs regardless of the number of oscillators and independently of the load

on the system. In [16], the authors demonstrate synchronization from a cold

9
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start and “the addition of an inverter to an already synchronized system.”

The critical difference between VOC and droop control lies in the time-

scales at which each control scheme operates. Droop control relies on pha-

sorial electrical quantities, which instrinsically operate on “the notion of an

electrical frequency that [is] only well defined on slow AC-cyle time scales”

[1]. Droop control’s reliance on phasors, which assume a quasi-stationary si-

nusoidal steady state, limit its ability to respond to intermediate deviations

from steady-state. Because VOC acts on “instantaneous time-domain signals”

rather than phasors, VOC-equipped inverters are able to “rapidly stabilize

arbitrary initial conditions and load transients to a stable limit cycle” [1].

2.2 Controller Implementation

A digital microcontroller emulates the discretized dynamics of a Van der Pol

oscillator to create a closed-loop controller. Figure 2.1, Figure 2 borrowed from

[1], shows the circuit model of the virtual oscillator and its three parallel com-

ponents, along with its implementation on a single-phase H-bridge invereter

and an LCL filter to reduce high-order harmonics. From left to right: σ

represents a negative-conductance element; inductance L and capacitance C

together yield a resonant frequency of ωnom = 1/
√

(LC); and α governs the

10
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magnitude of a cubic voltage-dependent current source. The term vC denotes

the voltage across the virtual capacitor, while iL refers to the current through

the virtual inductor. The term αv3
c describes “the current consumed by the

cubic voltage-dependent current source” [1]. To interface with the inverter, κi

scales the current sampled from the inverter’s output, and κv scales the output

across the inverter to the nominal voltage magnitude.

Figure 2.1: Figure 2 from [1]: “Implementation of VOC on a single-phase
H-bridge inverter with an LCL filter.”

Equation 2.1, reproduced equation (3) from [1], describes the dynamics

of the virtual-oscillator inductor current iL and inverter terminal voltage v

11
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produced by a VO-controlled inverter.

LdiL
dt

= v

C dv
dt

= −α v3

κ2v
+ σv − κviL − κvκii

(2.1)

Table 2.1 summarizes the AC performance specifications that the con-

troller design parameters must satisfy. For each inverter, the rated real power

P̄rated quantifies the maximum real power that the inverter can contribute,

and the rated reactive power |Q̄rated| describes the maximum reactive power

that the inverter can contribute. The nominal system frequency ωnom is the

frequency set point, and |∆ω|max describes the maximum deviation allow-

able from ωnom. Nominal RMS voltage V̄nom describes the voltage magni-

tude set point, and open-circuit voltage V̄oc describes the output voltage of

an unloaded system. The voltage V̄min corresponds to the minimal allowable

voltage, achieved when the system is fully loaded. In accordance with the pro-

portional droop control laws specified in equations (1.1) and (1.2) (recall the

inverse relationship), as an inverter spans from its minimum to its maximum

real power loading, it should sweep from [0 W, ωnom + |∆ω|max] to [P̄rated W,

ωnom− |∆ω|max]. Likewise, as an inverter spans from its minimum to its max-

imum reactive power loading, it should sweep from [0 VAR, V̄max] to [P̄rated

VAR, V̄min].

12
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Table 2.1: AC Performance Specifications

Symbol Description Value Units

P̄rated Rated real power 750 W

|Q̄rated| Rated reactive power 750 VARs

V̄nom Nominal voltage 120 V (RMS)

V̄oc Open-circuit voltage 126 V (RMS)

V̄min Voltage at rated power 114 V (RMS)

ωnom Nominal system frequency 2π60 rad/s

|∆ω|max Maximum frequency offset 2π0.5 rad/s

tmaxrise Rise time 0.2 s

δmax3:1 Ratio of third-to-first harmonic 2 %

Below are explanations of the adjustable parameters available to a control

strategy using VOC and the process used to determine specific values for the

design parameters, all of which are summarized in Table 2.2.

Table 2.2: VOC Parameters (Table 1, [1])

13
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Symbol Description Given Value Units

κv Voltage-scaling factor 126 V/V

κi Current-scaling factor 0.15 A/A

σ Conductance 6.09 Ω−1

α Coefficient of cubic current source 4.06 A/V 3

C Harmonic-oscillator capacitance 0.18 F

L Harmonic-oscillator inductance 3.99*10−5 H

The voltage-scaling factor κv scales the VOC output such that when the

VO capacitor is 1 V RMS, the inverter-terminal voltage is equal to the open-

circuit voltage Voc:

κv = V̄oc (2.2)

The current-scaling factor κi scales the VOC’s loading such that when

the inverter is loaded to full rated capacity P̄rated, the VO output current is 1

A:

κi =
V̄min
P̄rated

(2.3)

The VO conductance σ reflects voltage regulation:

σ =
V̄oc
V̄min

V̄ 2
oc

V̄ 2
oc − V̄ 2

min

(2.4)

14
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The cubic coefficient of the nonlinear voltage-dependent current source

α, in conjunction with the conductance σ, incorporates the maximum power

value P̄rated:

α =
2σ

3
(2.5)

The frequency regulation characteristic described by the linear droop con-

trol relationship in 1.1, the rise time tmaxrise , and the ratio of amplitudes of the

third harmonic to the fundamental δmax3:1 all factor into the design constraints

determining the harmonic oscillator capacitance C and inductance L:

max{Cmin
|∆ω|max

, Cmin
δ3:1
} ≤ C ≤ Cmax

trise
(2.6)

The inductance L follows from the capacitance C and nominal frequency

ωnom:

L =
1

C(ωnom)2
(2.7)

2.3 Bidirectional Simulation

The established work in the previous section characterized a unidirectional

inverter–that is, an inverter that had the capacity to contribute needed ac-

tive power to the grid but not to consume excess active power from the grid.

15
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A bidirectional inverter is attractive for a number of reasons. A generation

source equipped with consumptive capacity can absorb power during periods

of excess to, for example, charge an energy storage system, rather than sim-

ply curtailing its production. Such an inverter could also could useful for a

microgrid operating in grid-connected mode.

Rederiving the design specifications in Table 2.2 to accept power requires

adjusting the inverter’s droop characteristics. The original parameter deriva-

tions assume that 0 ≤ Pi ≤ Prated,i. Instead of having only the parameters

of nominal frequency ωnom, rated power P̄rated, and frequency at rated power

ωmin, one can incorporate new parameters of maximum rated power P̄rated and

minimum rated power P̄min, with frequency at each of these loadings of ωmax

and ωmin, respectively. Effectively, this requires a shift of the y-intercept on

the droop controllers.

To demonstrate the operation of these bidirectional inverters, we turn

to simulations. Resistive loads dissipate real power, while capacitive and in-

ductive loads dissipate reactive power. We will use each of these loads to

demonstrate the inverters’ operation under a spectrum of loading demands.

Define the instantaneous active- and reactive-power injections as [17]:

P (t) = v(t)i(t) (2.8)

16
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Q(t) = v(t− π/2)i(t) (2.9)

To simulate a microgrid as the load sweeping the spectrum of real and

reactive power ratings, we simulate resistive and capacitive loads.

To characterize the load current of a resistive load, begin with KVL anal-

ysis on a single inverter attached to a purely resistive load, depicted in Figure

2.2:

Figure 2.2: A single inverter attached to a purely resistive load

In the case of the single inverter, iload = ik. The following equations

describe KVL, manipulated to isolate for inverter output current ik, which is

an input to the VOC:

vk = Rf,kik + Lf,kiks+Rloadiload (2.10)

vk = Rf,kik + Lf,kiks+Rloadik (2.11)

Lf,kiks = vk −Rf,kik −Rloadik (2.12)

17
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ik =
1

s

1

Lf,k
(vk −Rf,kik −Rloadik) (2.13)

ik =
1

s

1

Lf,k
(vk − (Rf,k +Rload)ik) (2.14)

Finally, the grid-tied resistor and inductor must be scaled relative to the

maximum power rating:

Rf,i = 1/(Prated,max,i/750) (2.15)

Lf,i = 0.0001/(Prated,max,i/750) (2.16)

Figure 2.3 shows the steady-state simulation results for a single bidirec-

tional inverter connected to a purely resistive load as shown in Figure 2.2. In

each simulation, the inverter services an unchanging load indicated along the

x-axis, demonstrating adherence to droop control.

Similarly, attaching instead to a capactive load (simply substituting Cload

for Rload in 2.2) results in the following relationship. Recall that

ic(t) = C
dvc(t)

dt
=⇒ vc(t) =

1

C

∫
ic(t) (2.17)

18



Virtual Oscillator Control

Figure 2.3: Resistive load sweep for a single bidirectional inverter

The following equations describe KVL, manipulated to isolate for inverter

output current ik, which is an input to the VOC:

vk = Rf,kik + Lf,kiks+
1

s

1

Cload
iload (2.18)

vk = Rf,kik + Lf,kiks+
1

s

1

Cload
ik (2.19)

Lf,kiks = vk −Rf,kik −
1

s

1

Cload
ik (2.20)

ik =
1

s

1

Lf,k
(vk −Rf,kik −

1

s

1

Cload
ik) (2.21)

ik =
1

s

1

Lf,k
(vk − (Rf,k +

1

s

1

Cload
)ik) (2.22)

As for the capacitive load, Figure 2.4 shows the steady-state simulation

19
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results for a single bidirectional inverter connected to a capacitive load. In each

simulation, the inverter services an unchanging load of the power indicated

along the x-axis, demonstrating adherence to droop control.

Figure 2.4: Capacitive load sweep for a single bidirectional inverter

20



Chapter 3

Microgrid Simulations

The organization of each section includes a motivation for the scenario to

be simulated, a derivation of the new or adjusted parameters, and simulation

results for the given circumstances in both individual examinations and steady-

state frequency sweeps. Time-averaged models are included when appropriate.

Because the microgrid is assumed to be self-powered, excess loads, which

would be modeled as negative load power, are not simulated. Instead inverters

and the power from their associated generation sources are curtailed, rather

than having the inverters consume power from the grid.

21
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3.1 Parallel

Conceptually, a microgrid is simply a collection of inverters connected in par-

allel to a single bus load. Arranging inverters in parallel to satisfy a load in-

creases the microgrid’s power ratings, following the same principles that govern

battery banks in series and in parallel. Numerous smaller decentralized invert-

ers, like a neighborhood equipped with solar panels, offer a more diversified,

robust interconnection compared to fewer large centralized inverters, such as

a suburb supplied by a coal-fired power plants. If a single inverter fails, the

latter system may experience a power outage, whereas in a distributed case,

“(n-1) modules [remain to] deliver the needed power to the load” [8].

Figure 3.1: Figure illustrating multiple VOC inverters interfacing with a
single load.

22
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Because the inverters all connect in parallel to satisfy a single load on a

bus, illustrated by Figure 3.1, the load current is simply the sum of all of the

individual inverters’ currents:

iload =
n∑
i=1

ik (3.1)

The following equations describe KVL, manipulated to isolate for inverter

output current ik, which is an input to the VOC:

vk = Rf,kik + Lf,k
ik
s

+Rloadiload (3.2)

Lf,k
dik
dt

= vk −Rf,kik −Rloadiload (3.3)

ik =
1

s

1

Lf,k
(vk −Rf,kik −Rloadiload) (3.4)

Derivations for including a purely capacitive load are below. Recall that

ic(t) = C
dvc(t)

dt
=⇒ vc(t) =

1

C

∫
ic(t) (3.5)
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The following equations describe KVL, manipulated to isolate for inverter

output current ik, which is an input to the VOC:

vk = Rf,kik + Lf,k
ik
s

+
1

s

1

Cload
iload (3.6)

Lf,k
dik
dt

= vk −Rf,kik −
1

s

1

Cload
iload (3.7)

ik =
1

s

1

Lf,k
(vk −Rf,kik −

1

s

1

Cload
iload) (3.8)

iload = Cload
dvbus
dt

=
n∑
k=1

ik (3.9)

vbus =
1

Cload

∫
iload (3.10)

3.2 General Simulation Setup

The following simulations model four inverters with the following specifica-

tions, in which inverter 4 is twice as large as inverter 1:

Table 3.1: Inverter specifications
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Inverter [P̄rated,min,i, P̄rated,max,i] [Q̄rated,min,i, Q̄rated,max,i]

1 [-750 W, 750 W] [-600 VAR, 600 VAR]

2 [-1000 W, 1000 W] [-800 VAR, 800 VAR]

3 [-1250 W, 1250 W] [-1000 VAR, 1000 VAR]

4 [-1500 W, 1500 W] [-1200 VAR, 1200 VAR]

Each simulation represents 2 days (48 hours), with a representative sam-

pling time of 10 Hz. As such, the Simulink simulations use a variable step

size solver with a maximum step size of 1
36000

. The simulations shown reflect

load data modelled from [18]. Fluctuating loads show the same time-varying

demand. Note that these simulations assume total availability of generation

sources (i.e., it is taken for granted that power will be available). Managing

the total availability of power falls into the wheelhouse of tertiary control, a

form of which is discussed in Chapter 5.

The following plots will be organized into four subplots. The first subplot

shows the demanded load, the contributions of each inverter, and the delivered

load (the sum of the individual inverters). The second subplot illustrates per-

cent error between the power demanded Pload and the power delivered Pdelivered,

found as:

error% =
Pload − Pdelivered

Pload
∗ 100%
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The third subplot shows the frequency or voltage fluctations for resistive

and capacitive loads, respectively, and the fourth subplot shows synchro-

nization error as measured by the metric ||Πv||n+1 established in [1], where

n + 1 is the number of inverters n in addition to the cumulative delivered

power. In the given procedure, v = [v1, ...vn+1]T collected terminal volt-

ages at the inverters and load bus, and the projection matrix Π is defined

as Π := In+1 − 1
n+1

1n+11Tn+1. I(n+1)×(n+1) is the (n + 1) × (n + 1) identity

matrix, and 1(n+1)×(1) is the (n + 1) × 1 vector with all entries equal to one.

The values given by ||Πv||(n+1) “returns a vector where the entries capture

deviations from the average of the vector v” [16].

3.3 Fluctuating Load

Simulating the inverters’ parallel configuration demonstrates the system’s re-

sponse to a time-varying input which spans the upper and lower limits of the

system. The physically meaningful interpretation is a microgrid with chang-

ing demand according to the time of day, for example, peaking in the evening

when people return home and reaching a nadir very late at night.

For a resistive load, the inverters track the changing demand in both real

power injection and frequency synchronization. Figure 3.2 shows simulations
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that demonstrate this behavior.

Figure 3.2: Simulation results of a fluctuating resistive load.

The first subplot shows the demanded active power in red, fluctuating

according to one sine wave at a slow frequency and another at a higher fre-

quency. The RMS delivered active power in black is the sum of the individual
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loads, shown in multiple colors with their respective ratings. The individual

inverters demonstrate nominal proportional load sharing: the largest inverter,

rated at 1500 W, contributes twice as much power as the smallest inverter,

rated at 750 W.

The second subplot shows the error between demanded load and delivered

load and demonstrates the the error remains below 6% for the full spectrum of

power demands. As the plot indicates, the relative percent error is well within

acceptable margins.

The third subplot illustrates the frequency of the AC power of the deliv-

ered real power and from each inverter. The frequency sweeps from 60 degrees

to 59.5 degrees, inversely proportionally to the load demanded, in accordance

with expectations.

The fourth subplot shows synchronization error ||Πv||(n+1), as described

by the formulation in the beginning of this section, which converges to 0 in

less than a second.

For a capacitive load, the inverters track the changing demand in both

reactive power injection and voltage magnitude synchronization. Figure 3.3

shows simulations that demonstrate this behavior.

The first subplot shows the demanded reactive power in red, fluctuating
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Figure 3.3: Simulation results of a fluctuating capacitive load.

as before. The RMS delivered active power in black is the sum of the individual

loads, shown in multiple colors with their respective ratings. The individual

inverters demonstrate nominal proportional load sharing: the largest inverter,

rated at 1200 VAR, contributes twice as much power as the smallest inverter,
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rated at 600 VAR. The second subplot shows minimal error. In the third

subplot, all of the voltages’ magnitudes synchronize and inversely track the

demanding load. The fourth subplot shows synchronization error ||Πv||(n+1),

as described by the formulation in the beginning of this section.

3.4 Noisy Load

”Noisy” loads show the same time-varying generation but also include dra-

matic stochastic fluctuations to reflect the noise of photovoltaic generation

sources. The distinction is important because correct operation in the pres-

ence of noise demands the speed and robustness of the inverters’ control in

even more adversarial conditions.

Figure 3.4 shows the results of a simulation demonstrating four parallel

inverters’ response to a noisy, fluctuating resistive load. This scenario more

realistically reflects the operating circumstances of a real microgrid in which

random variations complicate the control schemes, but the VOC-equipped

inverters still demonstrate less than 15% error in the load that they deliver,

relative to the demanded error. It is also important to note that the worst

error occurs most dramatically during periods of minimal loading, in which

the noise itself is more dramatic, relative to the demanded load.
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Figure 3.4: Simulation results of a noisy, fluctuating resistive load.

Figure 3.5 shows the results of a simulation demonstrating four parallel

inverters’ response to a noisy, fluctuating capacitive load. As with the resisitive

load, the inverters deliver reactive power with limited error.
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Figure 3.5: Simulation results of a noisy, fluctuating capacitive load.
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Chapter 4

Secondary Control

In grid management, the responsibility of primary control is “[balancing] gen-

eration and demand, ... sharing the load, synchronizing the AC voltage fre-

quencies, and stabilizing their magnitudes” [2]. Traditionally droop control has

been used to achieve these goals, and as explained in the previous sections,

VOC demonstrates droop-like characteristics and performs well in variety of

simulated scenarios.

While decentralized primary control is quite elegant and satisfies micro-

grids’ objectives of proportional loading, frequency synchronization, and au-

tonomous control, VOC and droop control do result in steady-state error. In

other words, the inverters’ outputs will all synchronize to the same steady state
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frequency ωss and steady state voltage Vss, but these frequencies and voltages

can converge to values within a margin around nominal frequency ωnom and

nominal voltage Vnom. Operating within this allowable margin is theoretically

acceptable for grid operation but poses risks and compromises robustness in

the event of grid fluctuations as the margin for error is decreased.

There are a number of options to correct this steady-state error in sys-

tems with droop controllers, and the reduction of this error is achieved via

secondary control, which operates on a slower time scale than primary control.

Older methods of secondary control use automatic generation control (AGC)

or mimicries, in which a few geographically favourable generators “balance lo-

cal generation in each area with load and inter-area power transfers” [2]. This

method requires a centralized integral controller and can often compromise the

proportional loading that initially made droop control attractive as a primary

controller.

To align more closely with microgrids’ ethos of decentralized control for

distributed generation sources, we investigate the use of a Distributed Aver-

aging Proportional Interal (DAPI) controller, imposed on VOC inverters [12].

The authors who propose the DAPI controller also give a detailed discussion

of stability in the companion work of [10]. Their analysis, verified by experi-

mental results, indicates that while secondary control typically operates at a
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considerably slow time scale than primary control, DAPI can ”be performed

on similar time scales [to primary control] without stability issues or perfor-

mance degradation” [12]. As such, the following discussion will not include

stability analysis.

4.1 Continuous-Time Distributed Averaging

For a description of continuous-time distributed averaging, we borrow heavily

from the description in [12]. A weighted undirected graph G(V , E ,A) describes

the communication layer between distributed generators, where V = {1, 2, ...}

is a labeling of the DGs, E ⊆ V×V is the set of communication links, and A is

the n×n weighted adjacency matrix of the graph, with elements aij = aji ≥ 0.

The edge (i, j) ∈ E if node i communicates with node j, and in that case

aij > 0. Each node i ∈ {1, ..., n} is associated with a scalar value xi. The

continuous-time distributed averaging or “consensus” updating rule for node

i is given by equation (4) from [12]:

ẋi = −
n∑
j=1

aij(xi − xj) (4.1)
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Equation (5) from [12] rearranges equation (4), substituting the convex

weight wij = aij/(
∑n

j=1 aij):

1∑n
j=1 aij

ẋi = −xi +
n∑
j=1

wijxj (4.2)

Under this averaging, the values xi and xj and neighboring nodes i and

j converge. We now apply these ideas from continuous-time distributed av-

eraging to microgrid control, with the intention of correcting for steady-state

deviations from nominal voltage present in droop control. Figure 4.1 illus-

trates DAPI’s integration into the parallel inverters simulated in Chapter 3.

Figure 4.1: Distributed averaging proportional integral (DAPI) controller
with multiple VOC inverters interfacing with a single load.
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4.2 Frequency Regulation

Incorporating distributed averaging proportional integral control defined for

droop control into a VOC requires absorbing DAPI variables into the ad-

justable VOC parameters. To begin, recall real power-frequency droop trade-

off:

ωi = ωnom −miPi (1.1)

where ωi is inverter i’s output frequency, ωnom is the nominal system frquency,

mi is inverter i’s droop coefficient, and Pi is the measured real power at the

terminal connecting inverter i and the system.

To find the droop coeffient mi in equivalent VOC terms, begin with equa-

tion (13) from [16]:

ωi − ωnom −
κvκi

2CV̄ 2
i

P̄eq = 0 (4.3)

where κv represents the voltage scaling factor, κi represents the current scaling

factor, C is the harmonic-oscillator capacitance, and Vi is the inverter’s output

voltage. Solving for ωi gives:

ωi = ωnom −
κvκi

2CV̄ 2
i

P̄eq (4.4)

In comparing equations 1.1 and 4.4, one can equate the droop coeffient mi

37



DAPI Control

with VOC parameters that give much more flexibility in dynamically tuning

the system:

κvκi
2CV̄ 2

i

= mi (4.5)

Having established the droop coefficient in terms of readily adjusted VOC pa-

rameters, secondary control literature that is applicable to droop controlled

inverters becomes available to VOC systems. A secondary controller of partic-

ular interest is the distributed averaging proportional integral control proposed

in [12] for reasons described in the beginning of this section.

Assume the nodes of the system are connected by a communication layer

in the form of weighted adjacency matrix A, with elements aij = aji ≥ 0

describing the commuiciation network between nodes i and j. Begin with

equations (6a) and (6b) from [12]:

ωi = ωnom −miP̄i − Ωi (4.6)

dΩi

dt
= − 1

fi
(ωi − ωnom)−

n∑
j=1

aij(Ωi − Ωj) (4.7)

The first equation 4.6 is simply the frequency droop equation 1.1 with a sec-

ondary control variable Ωi. The second equation 4.7 describes the dynamics
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of the secondary controller, where fi is a positive gain and aij refers to an ele-

ment in the symmetric weighted adjacency matrix A. Qualitatively, fi affects

the speed of frequency regulation at node i, and aij determines the speed of

power sharing between nodes i and j.

The first term (ωi − ωnom) contributes an integral of the local frequency

error. Including the diffusive averaging term
∑n

j=1 aij(Ωi − Ωj) forces all of the

secondary control variables to reach a consensus on the magnitude by which

to shift each inverter’s droop curve. While theoretically a system with only

the first term might converge, in this case the secondary control variables Ωi

may “converge to different values and shift their respective droop curves by

different amounts” without the second consensus term
∑n

j=1 aij(Ωi − Ωj) [12].

The controller gains fi and aij influence the controller’s transient behavior

but do not affect the performance with respect to proportional loading. By

coordinating the shift in each node’s droop curves, the consensus term main-

tains active power sharing. Intuitively, this can be imagined as adjusting the

system set point so that the droop curve intersects with nominal frequency at

any loading.

Consolidating equation 4.5, which describes the droop curve in terms of
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VOC parameters, and equations 4.6 and 4.7, which outlines the DAPI con-

troller, result in the following DAPI controller for a VOC-based system:

ωi = ωnom −
κvκi

2CV̄ 2
i

P̄i − Ωi (4.8)

dΩi

dt
= − 1

fi
(ωi − ωnom)−

n∑
j=1

aij(Ωi − Ωj) (4.9)

Given that the nominal frequency ωnom is a function of the harmonic-

oscillator capacitance C and harmonic-oscillator inductance L VOC parame-

ters, adjustments to the frequency set point can be absorbed into the capacitor

and inductor terms. Recall the relationship between capacitance C, inductance

L, and nominal frequency ωnom given in equation (2.7) and rearranged below:

ωnom =
1√
LC

(4.10)

Assume that the parameters that produce the nominal frequency are Lnom and

Cnom. Because the VOC follows a droop curve, the actual system output devi-

ates, but by absorbing the each node’s local error contained in the secondary

control variable Ωi in adjustable VOC parameters, the nodes can coordinate

their return to nominal frequency. Because L is a function of C, one can hold

C constant and adjust L. Substituting these values into (4.8) results in:
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1√
LadjustableCnom

=
1√

LnomCnom
− κvκi

2CV̄ 2
i

P̄i + Ωi (4.11)

LadjustableCnom =

(
1

1√
LnomCnom

+ κvκi
2CV̄ 2

eq
Peq + Ωi

)2

(4.12)

Ladjustable =
1

Cnom( 1√
LnomCnom

+ κvκi
2CV̄ 2

eq
Peq + Ωi)2

(4.13)

To incorporate this into simulation, each inverter must add a communica-

tion bus that carries information about other nodes’ secondary control variable.

Doing so results in the following simulation shown in Figure 4.2. The simu-

lation includes four inverters of different ratings as in the scenario simulated

in Chapter 3, but in these simulations, DAPI with a gain of fi = 1 turns on

at t = 3 seconds to correct for frequency deviations from nominal. The first

subplot shows the power contributions of all four inverters to a fluctuating

load and demonstrates that load sharing is preserved, and the second subplot

shows that error between demanded and delivered load remains minimal. The

third subplot contains the most interesting information, demonstrating that

the secondary controller does in practice drive the load’s and all of the invert-

ers’ to the nominal frequency ωnom = 60 Hz, and the fourth subplot shows the

error in synchronization, which is less than that seen in simulations with only

primary control. The same simulation but with an aggressive noise profile is
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simulated in Figure 4.3 and with a more aggressive DAPI gain of fi = 1
10

in

Figure 4.4.

Figure 4.2: Simulation of four inverters under varying load with DAPI
control, demonstrating synchronicity and return to nominal frequency ωnom
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Figure 4.3: Simulation of four inverters under varying load with DAPI
control despite load noise, demonstrating synchronicity with each other and

return to nominal frequency ωnom

43



DAPI Control

Figure 4.4: Simulation of four inverters under varying load with more
aggressive DAPI control of fi = 1

10
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4.3 Voltage Regulations

Now recall reactive power-voltage droop tradeoff:

Vi = Vnom − niQi (1.2)

We borrow the droop coefficient ni from equation (54) in [1]:

ni =
κvκi
2σ

(
V̄oc − βV̄ 3

oc

)−1
(4.14)

This gives a VOC reactive-power voltage droop tradeoff of

Vi = Vnom −
κvκi
2σ

(
V̄oc − βV̄ 3

oc

)−1
Qi (4.15)

To incorporate DAPI control for voltage correction, we follow a similar

procedure. Begin with equations (7a) and (7b) from [12]:

Vi = Vnom + niQeq + ei (7a)

dei
dt

= − 1

gi
βi(Vi − Vnom)−

n∑
j=1

bij(
Qi

Q∗i
− Qj

Q∗j
) (7b)
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As with equations (4.6) and (4.7), the first equation parallels the volt-

age droop relation in equation (1.2) with the addition of a secondary control

variable ei. The second equation describes the dynamics of the secondary con-

troller, where gi is a positive gain, βi is a positive gain, and the n× n matrix

B with elements bij > 0 describes the adjacency matrix of a communication

network between nodes.

Consolidating the proposed DAPI controller and VOC droop coefficient

give the following controller:

Vi = Vnom +
κvκi
2σ

(
V̄oc − βV̄ 3

oc

)−1
Qeq + ei (4.16)

dei
dt

= − 1

gi
βi(Vi − Vnom)−

n∑
j=1

bij(
Qi

Q∗i
− Qj

Q∗j
) (4.17)

We incorporate the secondary controller’s adjustment into the voltage

scaling term κv, recalling equation (2.2):

κv = V̄nom (2.2)

We let κv be

κv =
κvκi
2σ

(
V̄oc − βV̄ 3

oc

)−1
Qeq + ei (4.18)
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Figure 4.5 shows the results of a simulation of the now-familiar four in-

verters under DAPI control beginning at t = 3 seconds. The gain gi = 1,

βi = 1.2 ∀i, and the adjacency matrix B is 04×4, implying that there is no sec-

ond term. This corresponds to a case in which reactive power is shared poorly

because the inverters do not coordinate the shifting of their droop curves ac-

cording to their proportional ratings, resulting in the more dramatic error seen

in the second subplot.

Figure 4.5 shows simulation results under the gains found from more

precisely tuning the controller, which offer “a compromise between voltage

regulation and reactive power sharing” [12]. The gain gi = 180, βi = 1.2 ∀i,

and the adjacency matrix B describes a communication network in which each

node has two neighbors, quantified as:

B =



0 1 0 1

1 0 1 0

0 1 0 1

1 0 1 0


Under this much faster and more communicative graph, the performance

of the inverters with regards to synchronicity is much improved. Voltage syn-

chronizes very tightly in less than a second after DAPI is turned on, and the

synchronization error is very consistently near 0.
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Figure 4.5: Simulation of four inverters under DAPI control gi = 1,
demonstrating synchronicity with each other and return to nominal voltage

Vnom despite load noise
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Figure 4.6: Simulation of four inverters under DAPI control with the
“smart tuning” control gains from [12]

of gi = 180, βi = 1.2 ∀i, and a better networked adjacency matrix
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Chapter 5

Energy Storage Systems

More accurately modeling batteries proves critical in reconciling simulation

with reality, but inspection reveals that effective battery management systems

(BMS) are also important in correctly informing the controller of a grid. Bat-

tery management systems serve to create a reliable, robust, cost-effective smart

grid by protecting against deep charge/discharging of the batteries, minimizing

degradation of battery efficiency by optimizing usage and providing more accu-

rate estimates on batteries’ state-of-charge (SOC) and state-of-health (SOH)

to feedback systems [19]. Accurate representations of batteries’ SOC is crit-

ical, for example, in ensuring that batteries are not dangerously overcharged

or overdischarged.
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The lithium-ion chemical composition is especially attractive for large-

scale, distributed energy storage because of its energy density, response time,

robustness to operating conditions, and technological maturity [4]. Lithium-

ion is also especially attractive because Peukert’s law, governing the change in

capacity of rechargeable battery at different rates of discharge, is not applicable

[20]. Generally, Peukert’s law suggests that as the rate of discharge increases,

so too does the battery’s internal resistance, leading to a lower available total

capacity. Lithium ion tends to self-heat during rapid discharge, and the Nernst

Equation, foundational in the field of electrochemistry, predicts that battery

voltage increases with temperature. Experimental results show that the self-

heating offsets the loss in capacity–a 50Ah lithium-ion battery was discharged

at 5 A and 50 A and found to have almost the same capacity [21]. Because

of this, discussions of discharge rate, often refered to as C-rate, are excluded

[22].

Because of Tesla’s Powerwalls’ market share and the availability of re-

search analyzing their integration, the following simulations are based on char-

acteristics of the lithium-ion based Tesla DC Powerwall. The system integra-

tion simulated follow directly from Tesla’s suggested system layout for inte-

grating a DC-coupled Powerwall System with a solar panel, shown in Figure

5.1. In these simulations, the inverter is assumed to be the virtual oscillator
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controlled inverter, and the battery itself is assumed to have its own Energy

Management System (EMS) control. For the purposes of this thesis, the EMS

proposed will prioritize battery operation that optimizes the battery’s long-

term health, rather than battery optimization that concerns economic factors.

Much effort has been extended to characterize optimal controllers that

incorporate economic factors. Analyses include weighing the cost between

battery operation that compromises battery life but limits the utilization of

expensive generation sources (such as coal) or demand-response systems in

which a household is able to buy and sell energy from an electricity market.

While these will certainly be important in future work, this is considered out

of the scope of this work.

Figure 5.1: Tesla’s DC Power Wall System Layout [23]
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Table 5.1 details specific Tesla DC Powerwall parameters:

Table 5.1: Telsa Powerwall Specifications [23]

DC Energy 1 13.5 kWH

Power, continuous 5 kW (charge and discharge)

Power, peak (10 sec) 7 kw (discharge only)

DC Voltage Range 350-550 V

DC Current, continuous 14.3 A

DC Current, peak (10 s) 20 A

Depth of discharge 100%

Round Trip Efficiency1,2 91.8%

Warranty 10 years

5.1 Battery Models

To build a more realistic model of a battery, accounting for details regarding

battery chemistry, we begin from the simplest principles. Table 5.2 summarizes

the main parameters that will be included in the models to follow, and Figure

5.2 visualizes an interconnection between an inverter and battery.

P̄rated,max,i describes the maximum power that the inverter can output to

the grid, limited by its physical characteristics. PPV,max,i(t) is the time-varying

output available to the battery and inverter. Previously, this parameter had
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Figure 5.2: Connection between inverter and battery

been assumed to be greater than the demand on the system, but now, energy

storage systems are included to compensate for deficits. PAC,i(t) is the propor-

tional load for which the inverter is responsible. Pbatt(t) is the power entering

or leaving the battery, with the convention that Pbatt(t) > 0 corresponds to

charging the battery and Pbatt(t) < 0 corresponds to discharging the battery.

Qmin reflects the minimum energy that can safely be stored in the battery be-

fore dealing with concerns of overdischarge, and Qmax is the maximum energy

a battery can store. Lastly, Ebatt(t) is the energy stored in the battery at time

t.

Table 5.2: Battery Parameters
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Variable Description

P̄rated,max,i Inverter maximum deliverable power

PPV,max,i(t) Time-varying power generated

PAC,i(t) = Pload(t)
P̄rated,max,i∑n

k=1 P̄rated,max,k
Inverter i proportional load

Pbatt(t) Power entering/leaving battery

Qmin Minimum battery energy capacity

Qmax Maximum battery energy capacity

Qmin < Ebatt(t) < Qmax Battery energy

1 Values provided for 25 C, 3.3 kW charge/discharge power

2 DC to battery to DC, at beginning of life

From the most basic premise, a battery can be be modelled as a simple

integrator of power draw:

Ebatt(t) = f(Pbatt(t)) =
1

s
Pbatt(t) (5.1)

Doing so captures the most basic dynamics of power consumption but is a

gross oversimplification of power electronics with respect to both the physical

properties of batteries and best practices for extending batteries’ longevity.
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With lithium ion batteries, for example, best practices indicate that charg-

ing and discharging with different currents can dramatically effect the energy

available from the battery. Overdrawing the battery can decrease available

energy. Every power cycle can reduce the batteries’ capacities. The following

section draws from various sources to create a more realistic battery model

that incorporates these real-world physical factors.

Of particular interest is how lithium ion batteries age [24]. Processes

such as electrolyte decomposition, compromised contacts at the cathode, and

the formation of surface films on both electrodes can compromise a battery’s

capacity throughout its lifetime. A battery’s performance will deteriorate as

its internal resistance increases, which also means that its maximum capacity

Qmax will decrease. This causes the parameter Qmax to become a function of

cycles and operational conditions.

Decreases in discharge capacity can be described by equation (6.2) from

[24]:

Qd,i[%] = 100

(
1−

Qj
d,i

Qmax

)
(5.2)

where Qdi[%] denotes the decrease in capacity Qd [Ah] after j cycles of battery

i. Tesla’s DC Powerwall promises a warranty of 10 years, with an energy
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retention of “70% at 10 years following initial installation date” for solar self-

consumption and grid backup, with no operating limitations (i.e., unlimited

cycles) [23], [25]. Assume approximately daily charging and discharging for 10

years for a total of 3,650 cycles. From an initial capacity Qmax of 13500 kWh,

a correctly operated Powerwall will have a Qj
d of 9450 Wh after 3,650 cycles.

Manipulating equation 5.2 gives the relationship below to describe how Qmax

changes with each battery cycle:

Qmax(j) = Qmax

(
1− 0.3 ∗ j

3650

)
(5.3)

where j is the number of cycles, approximately equal to days of operation. In

the interest of reflecting real world conditions and in accordance with literature

describing sufficient depths of discharge, the simulations to be shown reflect a

full charge as a charge that spans from a State-of-Charge at a low of 30% to

70% [26].

5.2 Battery Controllers

Assume that the previous section describing the relationship between Estor(t)

and Pstor(t) holds true for the following discussion of battery management

schemes.
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Because the load must be serviced before the battery can be charged,

we introduce a term that charges the battery in the event of excess power

and draws from the battery if the power produced by the photovoltaic cell is

insufficient to service the load.

Pmargin(t) = PPV,max(t)− PAC,i(t) (5.4)

where PPV,max(t) is the time-varying power available from the photovoltaic cell

and the aforementioned PAC,i(t) = Pload(t)
P̄rated,max,i∑n

k=1 P̄rated,max,k
is the proportional

load demanded from inverter i. This term Pmargin(t) ensures that the battery

charges or discharges accordingly to whether or not the load is greater or less

than the available power. If PPV,max(t) is greater than PAC,i(t), then the term

will be positive, meaning that after the photovoltaic services the load, it still

has excess power that can be used to charge the battery. If PPV,max(t) is less

than PAC,i(t), then the term will be negative, meaning that the photovolatic

does not have enough power to service the load and power must be drawn

from the battery. Therefore let the power entering or leaving the battery first

be simply a reflection of the available or demanded power:

Pbatt(t) = Pmargin(t) (5.5)
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To respect the upper and lower limits of the battery’s energy capacity,

respectively Ebatt,min and Ebatt,max, we introduce the following controllers to

limit power consumption and delivery:

Pbatt(t) = Pmargin(t)

(
Qmax(j)− Ebatt(t)

Qmax(j)

)(
Ebatt(t)−Qmin

Ebatt(t)

)
(5.6)

The first term limits power consumed by the battery as the battery be-

comes fully charged, while respecting the previous discussion of battery ca-

pacity degradation, and the second term limits the battery’s discharge as the

battery becomes depleted, to ensure that the battery does not dangerously

overdischarge. Note that both act as scaling factors on Pmargin(t) and that

each term is always between 0 and 1.

To incorporate parameters to reflect the asymmetrical charge and dis-

charge profiles that the Powerwall can support, listed in Table 5.1, we intro-

duce two additional parameters:

Pchr,max = 5000W (5.7)

Pdis,max = 7000W (5.8)

These upper and lower limits determine the power profile that the battery
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can safely support. We incorporate them into our battery management as

follows:

Pbatt(t) =

[
sat

Pchr,max

0 {Pmargin(t)} sat0Pdis,max
{Pmargin(t)}

]
∗

Qmax(j)−Ebatt(t)
Qmax(j)

Ebatt(t)−Qmin

Ebatt(t)


(5.9)

To understand this formulation, consider two examples. First imagine

that more power is being generated than in being demanded, so Pmargin(t) > 0.

This causes sat
Pchr,max

0 {Pmargin(t)} to either be equal to the available marginal

power or to saturate at the upper limits of the battery’s physical ability and

causes sat0Pdis,max
{Pmargin(t)} to saturate at 0. Therefore the row vector effec-

tively becomes a scaled selection matrix of

[
Pmargin(t) 0

]
. The Pmargin(t) is

then scaled by Qmax(j)−Ebatt(t)
Qmax(j)

, which curtails the power entering the battery as

the battery becomes too full.

Although lithium ion’s internal temperature tends to offset increases in

internal resistance, the battery’s operation is still susceptible to changes in

external temperature. The temperature index of nominal capacity cτ (τ) is

[27]:

cτ (τ) =
Qτ

Qτn

=
1

1 + α|(τn − τ)|
(5.10)

where Qτ is the battery capacity as a function of temperature, Qτn is battery
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capacity at nominal temperature, and we assume α ≈ 0.01 deg−1. Assume the

PV output PPV,max(t) correlates with irradiance, which affects temperature,

so a derivation of temperature from PV output is as follows, where nominal

temperature τn is 25 C as specified in the data sheet for the DC Power Wall

[23] and is assumed to be 75% of the PV’s maximum rated power Prated,max,i:

τ(t) = (PPV,max(t)− 0.75 ∗ Prated,max,i) ∗ τn + τn (5.11)

Plugging this into equation 5.10:

cτ (τ, t) =
Qτ

Qτn

=
1

1 + 0.01|(τn − ((PPV,max(t)− 0.75 ∗ Prated,max,i) ∗ τn + τn))|

(5.12)

cτ (τ) =
1

1 + 0.01|(PPV,max(t)− 0.75 ∗ Prated,max,i) ∗ τn|
(5.13)

5.3 Battery Simulation

Because batteries supply real power (rather than reactive power), capacitive

loads are not simulated here. To show the full functionality of the batteries,

generation is now simulated as a fluctuating sine wave, informed by literature

on irradiance modeling and data from hourly photovoltaic power generation

[28] [29].
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Figure 5.3 shows the simulation results of the same four inverters, now

equipped with four batteries emulating Tesla Powerwalls. The first subplot

shows the available power in orange, the demanded power in red, and the

delivered power in black. The second subplot shows the energy stored in the

batteries, which tracks the difference between demanded and available energy.

Lastly, the third subplot shows that the power injections are synchronizing.

Figure 5.4 shows the same simulation with an aggressive DAPI controller

turned on at t = 3 seconds. Despite very noisy load and generation, the

batteries operate as expected and the inverters’ power injections synchronize

to ωnom.
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Figure 5.3: Simulation of four inverters equipped with batteries
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Figure 5.4: Simulation of four inverters equipped with batteries and DAPI
control

64



Chapter 6

Conclusion

6.1 Summary of Results

As variable renewable energy generation sources become more prevalent sources

of power, grid designers must anticipate the challenges that interfacing will

present. Virtual Oscillator Control (VOC) proposes a real-time decentralized

control strategy that mimics characteristics of the ubiquitous droop control

but acts on a much faster time scale, making VOC a viable option for control

fluctuating, noisy sources.

This work includes three contributions to research on VOC. Firstly, we

simulate a collection of parallel inverters of varying size in a microgrid setting,
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servicing fluctuating and noisy loads, and show that they perform well within

tolerable margins. Secondly, we adapt a distributed averaging proportional

integral (DAPI) control intended to correct for steady-state error in droop

control and apply the secondary controller to a microgrid composed of VOC

inverters. Simulations demonstrate that DAPI translates well to a VOC-based

microgrid. Lastly, we design and incorporate energy storage systems (ESS)

into a VOC-based microgrid. The ESS compensate for generation sources in

periods of excess load relative to generation, providing margins on the total

system capacity.

6.2 Future Work

Virtual Oscillator Control presents promising opportunities for better inte-

grating variable renewable energy sources. Interesting future directions might

involve characterizing microgrids in the presence of heterogenous control. For

example, literature review yielded little substantial analysis of a system with

secondary controllers implemented on only some inverters. While we con-

ducted preliminary simulations to examine microgrid performance with some

inverters using only VOC and others using VOC and DAPI, rigorous proofs of

stability remain unclear.
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Comparison of the battery models shown here against real-time ESS mod-

els would better inform future evolutions of controllers. Incorporating other

elements of tertiary control, such as flexible demand or economic behavior

shaping, would also be an interesting direction.
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