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Abstract of the Dissertation 
 

Generating robust responses to retinoic acid during development  
 

by 
Lianna Fung 

Doctor of Philosophy in Biological Sciences 
University of California, Irvine, 2022 
Professor Thomas F. Schilling, Chair 

 
 

During vertebrate development, early patterning of numerous tissues and cell types 

occurs consistently with great precision and accuracy. Tissues are patterned by morphogens, 

one major one being a derivative of dietary Vitamin A called retinoic acid (RA). Intriguingly, 

patterning in response to RA is both robust (i.e. less variable) and accurate, with tissues 

consistently forming in the same manner from embryo to embryo with sharp boundaries, despite 

variations in genetic background, environmental factors, and noise inherent in biological 

processes. Despite their importance in development, the mechanisms that regulate this 

robustness and accuracy are still not well understood. To unravel these regulatory mechanisms, 

we utilized various methods from computational modeling to dissect patterning events in 

hindbrain segmentation to gene knockouts in animal models to study individual roles of specific 

binding proteins in regulating responses to RA.   

To understand the mechanisms that promote robust responses to RA, I first examine the 

process of hindbrain segmentation by the RA morphogen gradient. During vertebrate hindbrain 

development, the neural tube is subdivided along the anterior-posterior (A-P) axis into seven 

distinct segments called rhombomeres (r). Boundaries between rhombomeres are initially rough 

and jagged, with cells expressing different segment identity genes intermingling at transition 

zones spanning a few cell diameters wide at prospective boundaries. Mechanisms responsible 

for boundary sharpening have been investigated for the boundaries between r3/4 and r4/5 in the 

hindbrain revealing insights into interactions between RA and segment defining genes hoxb1a 
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and krox20 in determining segmental patterning. However, these previous studies were limited 

in that they focused solely on those boundaries, a single morphogen gradient, and did not 

model the correct tissue dynamics that occurred such as convergent extension. To expand upon 

these studies, together with my mathematical collaborator Yuchi Qiu, we computationally 

modeled these processes using new parameters that included both changing tissue dimensions 

and more complex gene regulatory networks. Through our new model, we revealed a novel role 

for rapid tissue elongation in boundary sharpening and maintenance of small segment size. We 

also explained how two different morphogens, fibroblast growth factor (FGF) and RA which vary 

in range of signaling activity, synergize to specify multiple boundaries (r2-6) and consistent 

segment size robustly and accurately.  

Then to understand at the cellular level what mechanisms regulate robust responses to 

RA, I investigated the roles of cellular retinoic acid binding proteins (Crabps). Vertebrates have 

two highly conserved Crabps, Crabp1 and Crabp2, which transport RA to its receptors in the 

nucleus or to RA degradation enzymes in the cytoplasm. These dual roles make Crabps 

excellent candidates for regulating intracellular RA levels and promoting robust cellular 

responses to RA. To investigate this, I generated mutants for all Crabp1s and Crabp2s in 

zebrafish. I discovered stark contrasts in sex ratios between Crabp null mutants, with males 

being overly represented in Crabp2 null mutants. Upon closer examination of mutant gonads 

and through exogenous RA treatments, I showed Crabp2s mediate RA signaling to promote 

germ cell proliferation and male sex determination as opposed to Crabp1s, which inhibit germ 

cell proliferation promoting female sex determination. This revealed a new role of Crabps in 

mediating RA responses during gonad development and maintaining appropriate sex ratios in a 

population. In my thesis, I provide insights into the mechanisms in development used to achieve 

both accurate and robust tissue patterning and cellular responses to RA.  
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Chapter I 
 

Introduction and Background 
 

Biological development is a remarkably robust yet accurate and precise process. The 

same cells, tissues, and structures form over and over again between different individuals within 

a species despite their being exposed to different environmental factors and circumstances. An 

extreme example of this is in organisms like Caenorhabditis elegans where every adult has the 

same number of somatic cells that can be traced from their earliest of cell divisions, but these 

same principles can be seen in development of much more complex organisms (Sulston et al., 

1983). In many fish and amphibians, primary neurons such as the Mauthner cells, the largest 

pair of neurons in brain, are reliably specified and form interconnections with other neurons to 

form functional circuits amongst the sea of millions of cells in the nervous system (Eaton et al., 

2001). Even looking to mammals and humans, the vast majority of individuals progress through 

the same stages during embryonic development and end up with identifiable shared traits. The 

concept that describes this phenomenon is developmental robustness. 

 

Concept of developmental robustness  

Developmental robustness is the ability of a phenotype or biological trait to arise 

consistently despite perturbation. These perturbations can arise genetically, through the 

environment, or through stochastic noise intrinsic in biological processes (Félix & Wagner, 

2006). The concept of developmental robustness is synonymous with the concept of 

canalization, first coined by Conrad Hal Waddington. This concept describes that under the 

pressures of natural selection, most developmental processes have become canalized in that 

normal tissues and structures form despite minor variations in genetics or environment.  

(Waddington, 1942). The evidence for this is clear through observations in developmental 

biology where animals are formed of distinct tissues and structures and not intermediate blends, 
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as well as in the population where the wild-type predominates in the majority of individuals 

despite individual differences in genetics or environment. A more specific example of this is in 

the fate determination of cells, where cells can be made to differentiate into one type or another 

but would be hard-pressed to remain as intermediates of two distinct populations. Naturally, the 

concept of developmental robustness and canalization brings up questions of what buffering 

mechanisms exist to support these processes? How are tissues patterned so robustly under 

different circumstances and what processes have evolved to support them? 

 

Morphogens and morphogen gradients 

When discussing tissue wide patterning events, the most widely explanatory mechanism 

is via morphogen gradients. Morphogens, as first defined by Alan Turing, are chemical 

substances that diffuse between cells and pattern tissues in a non-uniform, concentration-

dependent manner (Turing, 1952). This concept was expanded upon with the addition of the 

concept of positional information introduced by Lewis Wolpert, where cells were assigned, 

positional information based on the concentration of morphogen they were exposed to leading 

to the idea of diffusible morphogen gradients controlling cell fate decisions in a tissue (Wolpert, 

1969).  This is most famously depicted in the French flag model developed by Wolpert to 

explain how tissues, like the French flag, would retain a specific pattern that scaled with 

changes in size. Cells in this model exposed to specific thresholds of morphogens based on 

their position along a morphogen gradient would take on different fates. The formation of 

morphogen gradients was further elaborated by Francis Crick, who described the “source-sink” 

model for morphogen gradient formation (Crick, 1970). In this model, cells at the “source” 

produce and secrete the morphogen at one end of the tissue which then diffuses to the other 

end where it is destroyed by cells in the “sink’. This process creates a stable concentration 

gradient of a morphogen across a tissue. However, patterning by morphogen gradients is much 

more complex than the theoretical framework initially proposed by early researchers. Even for a 
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single morphogen alone, there is complex regulation of morphogen supply, transport, and 

degradation as well as different responses of cells depending on the context. These processes 

are only further complicated by the regular presence of multiple morphogens interacting with 

each other to simultaneously pattern tissues.   

 

Retinoic acid metabolism and its role in tissue patterning  

One particularly unique morphogen is retinoic acid (RA). RA is unique in that it is a 

dietary-derivative of Vitamin A (Kleiner-Bössaler & DeLuca, 1971). This makes it distinct from 

other morphogens commonly studied in development like Wnt and FGF which are secreted 

proteins synthesized de novo. Most animals are incapable of synthesizing retinoids de novo so 

they must rely on dietary intake of either carotenoids such as β-carotene from plants or Vitamin 

A through animal sources such as eggs and milk. This is particularly important during embryonic 

development as maternal vitamin A deficiency (VAD) has been shown to lead to a multitude of 

embryonic defects and malformations (Wilson et al., 1953). To be converted to RA, Vitamin A 

(retinol) must undergo a series of metabolic conversions where it is first converted to 

retinaldehyde (retinal) by a retinol dehydrogenase (RDH10) which then undergoes oxidation to 

RA by an aldehyde dehydrogenases (ALDH1A1, ALDH1A2, or ALDH1A3),  (Dupé et al., 2003; 

Niederreither et al., 1999; Sandell et al., 2007). Of the ALDHs, ALDH1A2 has been found in 

vertebrates to be primarily responsible for most RA production during embryonic development 

with its loss resulting in phenotypes similar to those observed in VAD animal models 

(Niederreither & Dollé, 2008).  

Equally important for proper development is the proper metabolism and clearance of RA. 

Early studies have shown the teratogenic effect of excess vitamin A intake during pregnancy or 

embryonic exposure to exogenous RA (Kesseland & Gruss, 1991; Shenefelt, 1972). In cells, RA 

is degraded by one of the three cytochrome P450 (CYP) enzymes (CYP26A1, CYP26A2, or 

CYP26A3). Loss of these enzymes, especially CYP26A1, results in lethal teratogenic defects 
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similar to those observed in embryos subjected to excess RA (Abu-Abed et al., 2001; Uehara et 

al., 2007; Yashiro et al., 2004).   

FIGURE 1 

 

Figure 1. Schematic of RA metabolism and signaling Vitamin A (retinol) is converted to 
retinaldehyde (retinal) by retinol dehydrogenase (RDH) and then undergoes oxidation by 
aldehyde dehydrogenase (ALDH) to retinoic acid (RA). RA is transported intracellularly by 
cellular retinoic acid binding proteins (Crabps). Crabp1 and Crabp2 both transport RA to 
cytochrome P450 enzymes (Cyps) for degradation. Crabp2 also transports RA to the nucleus to 
bind to nuclear RA receptors (RARs) which then form heterodimers with retinoic X receptors 
(RXRs). RAR/RXR heterodimers bind to specific DNA elements called retinoic acid response 
elements (RAREs) located at gene regulatory elements of RA target genes. 

 

Despite being a dietary derivative, RA is involved in patterning of many different tissues 

in animals from the earliest events in specifying embryonic tissues to patterning of adult 

structures in the body (Niederreither & Dolle, 2008). RA was even one of the earliest identified 

morphogens due to its effects on limb patterning (Thaller & Eichele, 1987), but one of RA’s most 

essential functions in vertebrates is through its role in embryonic patterning of the anterior-
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posterior (A-P) body axis. Canonical RA signaling is mediated by RA binding to nuclear RA 

receptors (RARs) which then form heterodimers with retinoic X receptors (RXRs) that bind to 

RA response elements (RAREs) located in gene regulatory elements of RA target genes 

(Kastner et al., 1997; Mark et al., 2006). Many of these RA targets include Hox genes, a family 

of homeobox transcription factors, which play an important role in A-P patterning of the 

vertebrate embryo (Balmer & Blomhoff, 2002; McGinnis & Krumlauf, 1992). 

 

Retinoic acid patterning of the hindbrain 

An excellent example of this is demonstrated by RA’s role in patterning of the 

rhombencephalon or hindbrain in vertebrates. During vertebrate hindbrain development, the 

neural tube is subdivided along the A-P axis into seven distinct segments called rhombomeres 

(r) which are characterized by distinct domains of gene expression. In zebrafish, RA is 

synthesized posteriorly in the paraxial mesoderm by Aldh1a2 (source) and degraded anteriorly 

in the future forebrain/ midbrain by Cyp26a1 (sink). Cyp26a1 is induced by RA (White et al., 

2007), and inhibited by two other posteriorizing signals, FGF and Wnt (Kudoh et al., 2002). This 

results in the formation of a RA gradient that patterns the A-P axis of the hindbrain (Schilling et 

al., 2012; White et al., 2007).  

The RA gradient in the hindbrain promotes expression of more posteriorly expressed 

genes at progressively higher concentrations (Marshall et al., 1992). RA activates directly and 

indirectly two of the earliest rhombomere segmentation genes hoxb1a and krox20, which 

specify r4 and r3/5 respectively, (Begemann et al., 2001; Hernandez et al., 2004; Labalette et 

al., 2011; Niederreither et al., 1999). Subsequently, r4 becomes a local signaling center that 

expresses several FGF ligands (FGF3 and FGF8) (Mave et al., 2002). This local signaling 

center is found to be important as loss of FGF signaling results in patterning defects in the 

surrounding rhombomeres, particularly r5 and r6 (Marin & Charnay, 2000; Walshe et al., 2002). 

This results in an interesting dynamic of a local signaling center of FGF and a long-distance RA 
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gradient during hindbrain segmentation (White et al., 2007). Antiparallel gradients of Shh and 

BMP during dorsal-ventral (D-V) axis patterning of the neural tube have been shown to improve 

patterning accuracy by providing additional positional information (Zagorski et al., 2017). 

Antiparallel and antagonistic gradients of RA and FGF are seen in other contexts such as 

caudal body axis extension and limb bud development but in hindbrain segmentation these 

morphogen gradients appear to form and interact quite differently (Corral et al., 2003; Mercader 

et al., 2000; Niederreither & Dolle, 2008). This suggests the importance of multiple morphogens 

for generating robust and accurate tissue patterns, but the dynamics and roles of simultaneous 

morphogen gradients in different pattern formation contexts are still complex and not well 

understood. In Chapter II of my thesis, we examine the role of the two gradients of RA and FGF 

and how they synergize to promote robust and accurate patterning of the hindbrain. 

 

Morphogenesis during embryogenesis and hindbrain development 

Another component that occurs simultaneously alongside morphogen gradients during 

tissue patterning is morphogenesis. Morphogenesis encompasses the movements that cells go 

through in order for a tissue or organ to develop its shape. While morphogen gradient models 

and diagrams often depict patterning events with linear gradients and static tissue dimensions, 

the actual reality is not that simple. During development, embryonic tissues are actively growing 

and undergoing remodeling with cells moving and dividing in all three dimensions. These 

movements are certainly not random though and are instead an orchestrated set of 

mechanisms that reorganize the early embryo.  

One of these major mechanisms is the process of convergent extension, where tissues 

narrow along one axis and lengthen along a perpendicular axis  (Keller & Sater, 1992; 

Wallingford et al., 2002). In the zebrafish hindbrain, the neuroepithelium undergoes rapid 

convergent extension where it lengthens along the A-P axis and narrows along the left-right 

axis. This process is mediated by a combination of cell division and mediolateral cell 
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intercalations (Warga & Kimmel, 1990; Papan & Campos-Ortega, 1994). These dynamic 

changes in growth and cell movements not only affect cell-cell signaling but also affect the 

shallowness and depth of morphogen gradients. Previous studies modeling Drosophila wing 

disc patterning have shown gradients are able to scale with changes in tissue size due to 

underlying molecular mechanisms (Ben-Zvi et al., 2011; Fried & Iber., 2014; Zhu et al., 2020). 

However, previous modeling of the vertebrate hindbrain indicates solely elongating tissue along 

the A-P axis causes the RA gradient to fade, negatively impacting hindbrain patterning (Zhang 

et al., 2012). This brings to question how do gradients and tissue dynamics during 

morphogenesis cooperate in the hindbrain to generate accurate and precise patterns? The 

impact of the rate and timing of specific processes in morphogenesis and their interactions with 

other segmentation mechanisms are also not well understood. In Chapter II of my thesis, we 

examine how morphogenesis affects the RA morphogen gradient, cell responses to RA levels, 

and cell-cell signaling during hindbrain patterning.  

 

Roles of stochastic noise in biological processes  

Another aspect to consider is the role of stochastic noise, which is an innate source of 

biological perturbation within biological processes. During hindbrain segmentation, boundaries 

between gene expression domains are remarkably sharp. (Cooke & Moens, 2002). Yet, cells at 

boundaries experience fluctuations or noise in morphogen levels, so how are they able to 

accurately express the correct gene expression state of their respective segment?  In spatial 

patterning systems, noise is largely seen to be detrimental with mechanisms having been 

proposed to limit noise to promote robustness of processes (Nie et al., 2020). However, for non-

spatially constrained systems, noise has been shown to be a regulator of biological switching 

between high and low gene expression states (Hasty et al., 2000; To & Maheshri, 2010). In 

Drosophila segmentation, this role of noise was shown to be dependent on transcriptional and 

translational dynamics of target gene expression (Holloway et al., 2011). 
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Different roles of stochastic noise have been investigated during hindbrain boundary 

sharpening in zebrafish. When modeled, simulations of hindbrain segmentation with noise 

present solely in the RA morphogen gradient are only capable of patterning rough boundaries 

between segments in the hindbrain that never sharpen completely. So how do boundary cells 

interpret this noisy signal and form sharp boundaries? To address this, the mechanism of 

“noise-induced switching” was developed for sharpening the r4/5 boundary in the hindbrain 

(Zhang et al., 2012).  In the hindbrain, hoxb1a (r4) and krox20 (r5), both activated by RA initially, 

form a bistable switch due their self-activation and mutual inhibition of each other (Alexander et 

al., 2009; Barrow et al., 2000; Giudicelli et al., 2001). As a result, noise in gene expression of 

both hoxb1a and krox20 expression was found to drive sharpening by inducing switching 

between either gene under different levels of RA. Direct evidence for this noise-induced 

switching mechanism was found by tracking krox20+ cells that had intermingled into the 

adjacent segment and switched cell identity (Addison et al., 2018). This reveals a positive role of 

gene expression noise in promoting robustness of boundary sharpening.  

This brings into question what other roles gene expression noise has in tissue patterning 

and how are they regulated? While this topic is quite intriguing, current methods to address this 

question are still limited. Existing methods to examine gene expression noise such as in situ 

hybridization are largely nonquantitative and cannot be used in live samples. New 

developments in quantitative in situ hybridization methods based on the hybridization chain 

reaction (HCR) have allowed examination of gene expression noise spatially in fixed tissue 

(Choi et al., 2018),  but these methods still lack the capability to examine noise temporally in live 

organisms. Labeling systems based on MS2 RNA stem loops address this issue and enable 

quantitative and dynamic imaging of gene expression in live organisms.  

The MS2 RNA-labeling system functions by binary expression of a fluorescent MS2 

bacteriophage coat protein (MCP) along with an RNA of interest tagged with multiple RNA 

hairpin MS2-binding sites (MBS) to which the MCP fusion protein binds (Hocine et al., 2013). 
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While the MS2 system has been used to image dynamics of one segmental stripe of even-

skipped in the early Drosophila embryo (Bothma et al., 2014), this system has yet to be applied 

to study live transcript dynamics in vertebrate pattern formation. Recent technological 

developments have established a framework for MS2 imaging in the zebrafish system, though 

improvements are still required to study transcript dynamics in the context of noise and tissue 

patterning (Campbell et al., 2015). In Chapter III, I improve upon the MS2 RNA-labeling system 

in zebrafish, which should enable future studies into the complexities of noise inherent in gene 

transcription. 

 

Cellular retinoic acid binding proteins  

 While there may be beneficial roles of noise, biological systems still seek ways to keep 

noise within ideal ranges. This is important for morphogen levels such as RA, where levels can 

be affected greatly by intrinsic variations in production rates and external factors like diet. One 

way that cells can promote robust responses to a range of morphogen levels is through non-

receptor binding proteins that bind the morphogen and transport it in a more controlled manner 

compared to free diffusion. When morphogens are first bound to non-receptor binding proteins 

and then transported to enzymes for degradation or downstream signaling receptors that 

regulate transcriptional responses, the signaling gradient or actual cell response to a 

morphogen is based on availability and levels of non-receptors rather than morphogen levels 

alone (Lei et al., 2013). This makes cellular responses more robust to perturbations in levels of 

morphogen production.  

 Cellular retinoic acid binding proteins (Crabps) are ideal candidates for this role in 

regulation of RA. RA is a relatively insoluble lipophilic molecule and thus intracellular transport is 

mediated primarily through Crabps. Vertebrates have two classes of highly conserved Crabps, 

CRABP1 and CRABP2, whom are responsible for transporting RA to CYPs for degradation in 

the cytosol and to RARs in the nucleus (Aström et al., 1991; Budhu et al., 2001; Budhu & Noy, 
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2002; Delva et al., 1999). Crabps have also been found to directly influence RA metabolism. 

When RA is scarce and unbound Crabps are abundant, unbound Crabps prevent degradation of 

RA by directly binding to CYP26A1 (Yabut & Isoherranen, 2022). Despite shared functions and 

similar structures, CRABP1 and CRABP2 have distinct functions and expression patterns.  

  CRABP1’s primarily roles involve regulating intracellular RA levels and transporting RA 

to CYP degradation enzymes for catabolism (Fiorella & Napoli, 1991, 1994). CRABP1 has been 

shown to have a high affinity for free RA and capable of changing the levels of free intracellular 

RA (Chen et al., 2003). However, in contrast to CRABP2, CRABP1 is unlikely to deliver RA to 

RARs. This is supported by evidence showing an inability of CRABP1 to enhance RAR 

interactions and promote RA-induced transcription (Dong et al., 1999; Venepally et al., 1996). In 

addition, non-canonical roles of CRABP1 have been described in regulating the cell cycle. 

When CRABP1 binds RA, it can translocate into the nucleus activating ERK1/2 independently of 

RARs. The CRABP1-RA complex then induces and stabilizes p27 inhibiting G1-S cell cycle 

progression in embryonic and neural stem cells (Lin et al., 2017; Persaud et al., 2013).  

 On the other hand, CRABP2 has been shown to both deliver RA to CYP enzymes for 

degradation as well as to RARs in the nucleus (Bastie et al., 2001; Delva et al., 1999). This dual 

function makes it an ideal candidate for buffering intracellular RA responses. In contrast to 

CRABP1 expression whose expression is quite variable across tissues with respect to RA, 

CRABP2 tends to be expressed in tissues of active RA biosynthesis. In cancer cells, CRABP2 

was found to enhance responses to RA when overexpressed and decrease them when absent 

(Budhu & Noy, 2002). In zebrafish, Crabp2a was found to be uniquely RA inducible and 

essential for hindbrain patterning and robustness in the face of exogenous RA  (Cai et al., 

2012). Also in the hindbrain, Crabp2a was shown to attenuate noise in intracellular RA levels in 

cells along the A-P axis (Sosnik et al., 2016).  

Taken as a whole, these studies tend to suggest that CRABP2 enhances and buffers 

while CRABP1s limits cellular responses to RA, though their actual regulation of RA responses 
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is likely more complex in part due to their involvement in different non-canonical activities of RA  

(Napoli, 2017). Additionally, prior studies are limited as most were performed in in vitro systems 

or utilized morpholinos for temporary knockdown of transcripts early in development. Early 

mouse knockout models for Crabps were found to display only mild digit defects but are 

otherwise normal (Gorry et al., 1994; Lampron et al., 1995). While this phenotype is not 

dramatic, it is still suggestive of robustness defects in RA- patterned tissues since RA is 

important for the patterning of posterior digits (Tickle et al., 1985; Niederreither et al., 2002). The 

individual roles of Crabps in vivo in different tissues are still not well understood, especially in 

the context of developmental robustness and during stages past embryonic development. In 

Chapter IV, I will elaborate on novel and discrete roles of Crabp1 and Crabp2 in the context of 

germ cell development and sex determination.  

Overall, in my thesis, I seek to investigate the multitude of mechanisms by which 

organisms generate robust responses to RA in the face of various sources of perturbation 

whether from noise inherent in biological processes or externally from changes in environment.  
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Abstract 

The vertebrate hindbrain is segmented into rhombomeres (r) initially defined by distinct 

domains of gene expression. Previous studies have shown that noise-induced gene regulation 

and cell sorting are critical for the sharpening of rhombomere boundaries, which start out rough 

in the forming neural plate (NP) and sharpen over time. However, the mechanisms controlling 

simultaneous formation of multiple rhombomeres and accuracy in their sizes are unclear. We 

have developed a stochastic multiscale cell-based model that explicitly incorporates 

dynamic morphogenetic changes (i.e. convergent-extension of the NP), multiple morphogens, 

and gene regulatory networks to investigate the formation of rhombomeres and their 

corresponding boundaries in the zebrafish hindbrain. During pattern initiation, the short-range 

signal, fibroblast growth factor (FGF), works together with the longer-range morphogen, retinoic 

acid (RA), to specify all of these boundaries and maintain accurately sized segments with sharp 

boundaries. At later stages of patterning, we show a nonlinear change in the shape of 

rhombomeres with rapid left-right narrowing of the NP followed by slower dynamics. Rapid initial 

convergence improves boundary sharpness and segment size by regulating cell sorting and cell 

fate both independently and coordinately. Overall, multiple morphogens and tissue dynamics 

synergize to regulate the sizes and boundaries of multiple segments during development. 
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Author Summary 

In segmental pattern formation, chemical gradients control gene expression in a 

concentration-dependent manner to specify distinct gene expression domains. Despite the 

stochasticity inherent to such biological processes, precise and accurate borders form between 

segmental gene expression domains. Previous work has revealed synergy between gene 

regulation and cell sorting in sharpening borders that are initially rough. However, it is still poorly 

understood how size and boundary sharpness of multiple segments are regulated in a tissue 

that changes dramatically in its morphology as the embryo develops. Here we develop a 

stochastic multiscale cell-base model to investigate these questions. Two novel strategies 

synergize to promote accurate segment formation, a combination of long- and short-range 

morphogens plus rapid tissue convergence, with one responsible for pattern initiation and the 

other enabling pattern refinement.
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Introduction 

A fundamental question in developmental biology is how cell fate decisions are 

coordinated with tissue morphogenetic changes during pattern formation. During 

embryogenesis, cells must convert concentration-dependent positional information from 

diffusible chemical morphogens into coordinated cell fate decisions (Lander, 2011; Rogers & 

Schier, 2011; Towers & Tickle, 2009). Mathematical models have successfully integrated tissue 

morphogenesis and spatial signaling during patterning of embryonic segments in both flies 

(Jaeger, 2009; Jaeger et al., 2004) and vertebrates (Baker et al., 2008; Hubaud & Pourquié, 

2014; Yoshioka-Kobayashi et al., 2020), in structures such as the wing imaginal discs in 

Drosophila (Ben-Zvi et al., 2011; Fried & Iber, 2014; Zhu et al., 2020), as well as the limb buds 

(Raspopovic et al., 2014), neural tube (Balaskas et al., 2012; Cohen et al., 2014; Zagorski et al., 

2017), hindbrain (Bouchoucha et al., 2013; Wang et al., 2017; Zhang et al., 2012), pharyngeal 

arches (Meinecke et al., 2018), skin (Chou et al., 2010; Du et al., 2018) and hair follicles (Wang, 

et al., 2017) of vertebrates.  

Understanding stochastic effects in patterning systems, particularly how precision is 

achieved in spite of biological noise in gene expression and spatial signals, is a major challenge 

in developmental biology. Noise attenuation mechanisms in gene expression have been widely 

explored in diverse cellular networks (Nie et al., 2020; Qiao et al., 2019). For spatial signals, 

binding with membrane-bound non-signaling entities (Lander et al., 2007), regulation of gradient 

steepness by ligand shuttling (Lander et al., 2009; Shilo et al., 2013) and self-regulated ligand 

uptake (Eldar et al., 2003; White et al., 2007) can reduce spatial variation in morphogen 

gradients. Anti-parallel morphogens (Zagorski et al., 2017) and gene regulatory networks 

(Exelby et al., 2021; Rackauckas et al., 2018; Sokolowski et al., 2012) that translate noisy 

spatial signals into cell fate decisions can also reduce patterning errors. Interestingly, noise in 

gene expression can counteract other stochastic effects (e.g. noise in morphogen levels) to 

improve pattern formation precision (Qiu et al., 2019; Zhang et al., 2012). In addition to these 
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molecular strategies, pattern precision can be improved through cellular strategies, such as cell 

sorting driven by cell-cell interactions (Du et al., 2018; Wang et al., 2017) or “community effects” 

of signals from adjacent cells (Schilling et al., 2001). Previous modeling studies have often 

neglected to take into account rapid changes in tissue morphology, and how the interaction 

between these and noise attenuation mechanisms impacts pattern precision remains poorly 

understood.  

The embryonic zebrafish hindbrain is a powerful model system to study the roles of gene 

regulation, stochasticity, cell sorting, and tissue morphogenesis in segmental pattern formation. 

Neurons in the hindbrain contribute to the cranial nerves that innervate the face and neck and 

control many involuntary functions, such as feeding and breathing. These neurons arise in early 

embryonic segments, called rhombomeres (r), that progressively subdivide along the anterior-

posterior (A-P) axis (Lumsden & Krumlauf, 1996). Initial gene expression domains that specify 

segmental cell identities in rhombomeres 1-7 (r1-7) have rough borders that subsequently 

sharpen (Wilkinson, 2018; Zhang et al., 2012). Several spatial signals provide positional 

information for the establishment of rhombomeres, such as retinoic acid (RA) (Maves & Kimmel, 

2005; Rhinn & Dollé, 2012; Schilling et al., 2012; Sosnik et al., 2016; White et al., 2007) and 

fibroblast growth factors (FGFs) (Choe et al., 2011; Labalette et al., 2015; Maves et al., 2002; 

Walshe et al., 2002; Wiellette & Sive, 2003). These signals regulate numerous transcription 

factors, including hox genes, krox20, val, vhnf1 and irx, with rhombomere-specific expression 

domains that specify rhombomere cell identity (Alexander et al., 2009; Lecaudey et al., 2004; 

Parker & Krumlauf, 2017). Rhombomere-specific gene regulatory networks commit cells to 

distinct segmental fates and can switch their identities from one segment to another by 

interpreting RA and FGF signals (Addison et al., 2018; Schilling et al., 2001). In addition, the 

complementary segmental expression of Ephrins and Eph receptors drives boundary 

sharpening by regulating cell sorting with differential adhesion/repulsion (Cooke et al., 2005; 

Hernandez et al., 2004; Pitulescu & Adams, 2010; Xu et al., 1999). Previous computational 



 

16 
 

models incorporating one morphogen, RA, and two transcription factors, hoxb1a and krox20, 

successfully mimic boundary sharpening in r3-5 by incorporating gene regulation and cell 

sorting (Wang et al., 2017; Zhang et al., 2012). During the period when these boundaries 

sharpen, the hindbrain grows and elongates, particularly, the hindbrain narrows along the left-

right (L-R) axis and elongates along the anterior-posterior (A-P) axis, which is often termed 

convergent-extension (Addison et al., 2018; Warga & Kimmel, 1990). However, previous 

computational models have shown that tissue elongation disrupts the sharpening of 

rhombomere boundaries (Zhang et al., 2012). It remains unclear in any segmented tissue how 

multiple segments simultaneously form with accurate sizes and sharp boundaries during such 

morphogenetic tissue dynamics.  

Here we consider hindbrain patterning across multiple stages, from pattern initiation to 

sharpening, across multiple segments (r2-6) and in the context of morphogenetic changes in 

hindbrain size and shape. We include a second morphogen in our model, FGF produced in r4, 

and two additional transcription factors, vhnf1 and irx3. We find that FGF produced in r4 is 

critical to specify the r5/r6 boundary, and to achieve a robust five-segment pattern with accurate 

segment sizes and sharp boundaries despite variations in initial gene expression. At later 

stages of patterning, we show experimentally that L-R narrowing of the zebrafish hindbrain 

occurs rapidly at first (11-12 hours post fertilization (hpf)), but the narrowing rate drops rapidly 

over the following two hours (12-14 hpf). Interestingly, comparisons of hindbrain pattern 

formation in our model under different convergence rates suggest that such a rapid initial 

convergence facilitates robust patterning, both in the accuracy of segment size and boundary 

sharpness. This rapid initial convergence helps mediate a trade-off between boundary 

sharpness and segment size. Together, the cooperation between two morphogens and 

morphogenetic dynamics effectively regulates robust segmental patterning in the zebrafish 

hindbrain.  
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Results 

A stochastic multiscale cell-based model for hindbrain segmentation  

To address how multiple morphogens and dynamics of tissue morphogenesis contribute 

to segmental pattern formation in the hindbrain, we developed a computational model that 

incorporates stochastic gene regulation, cell sorting and tissue shape changes (Fig 1). We first 

provide an overview of the elements, assumptions, and metrics included in our models (details 

see Methods and S1 Text).  

 

FIGURE 1 
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Figure 1. Model schematic and zebrafish hindbrain morphology. (A) Two-color whole 
mount in situ hybridization of embryonic zebrafish hindbrains for otx2 (purple, anterior region, far 
left), krox20 (purple segments, center) and aldh1a2 (red, far right) transcripts from 11 to 14 
hpf. otx2 marks the midbrain-hindbrain boundary (MHB), krox20 marks r3 and r5 
and aldh1a2 marks the RA production region. Embryos are flat-mounted and shown in dorsal 
view with anterior to the left. Scale bars: 100 μm. (B) Illustration depicting convergent-extension 
of the hindbrain. The entire rectangular region, including r1-7 and the RA production region, 
constitutes the morphogen domain. The hindbrain narrows in the L-R direction (width) and 
elongates in the A-P direction. (C) Gene regulatory network used to model hindbrain patterning 
in r2-6. Genes and morphogens with black font were previously used for modeling the r3-r5 
pattern (Zhang et al., 2012), while additional factors considered in this model are shown in 
orange font. Pointed arrows depict up-regulation/activation and blunt arrows depict down-
regulation/inhibition. Two morphogens, retinoic acid (RA) and Fibroblast Growth Factor (FGF) 
diffuse and form two distinct gradients to govern downstream gene expression. (D) Illustration 
depicting r2-6 and distinct identities (i.e. gene expression signatures) underlying selective cell 
sorting. Cells in r3 and r5 (blue) express krox20 and cells in r4 (red) express hoxb1a, while 
both krox20 and hoxb1a levels are low in r2 and r6. Cells in r6 (purple) have 
high vhnf1 expression. Cells with the same segmental identity attract each other and cells with 
different identities repulse each other. 

 

Hindbrain morphogenesis and computational domains 

During embryogenesis from 11-14 hpf, the zebrafish hindbrain narrows along the L-R 

axis and elongates along the A-P axis (Addison et al., 2018; Warga & Kimmel, 1990). The 

midbrain-hindbrain boundary (MHB) (anterior to the hindbrain and adjacent to r1) and the RA 

production region (posterior to the hindbrain and adjacent to r7) provide A-P landmarks for the 

region that forms the hindbrain (Fig 1A). To quantify these changes in size and shape, we 

performed whole mount in situ hybridization with markers for the MHB (otx2), r3 and r5 (krox20) 

and RA production (aldh1a2). At each hour between 11-14 hpf, we measured hindbrain width at 

the level of r4 as well as the A-P distance between the otx2 and aldh1a2 domains (Fig 2A-B). 

Based on these experimental measurements, we modeled the hindbrain (r1-r7) along with the 

RA production region as a rectangle, subsequently referred to as the morphogen domain (Fig 

1B). Two morphogens, RA and FGF, were modeled in the morphogen domain. Due to the 

expensive computational cost, instead of modeling all cells in the morphogen domain for this 

study, we explicitly modeled cells in a smaller region containing r2-r6, subsequently referred to 

as the tissue domain.  
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FIGURE 2 
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Figure 2. A baseline simulation mimics rhombomere boundary sharpening. (A,B) 
Experimental measurements of hindbrain dimensions along the A-P (A) and L-R (B) axes at 11, 
12, 13 and 14 hpf. Error bars represent standard deviation. Cubic interpolation is used to obtain 
the smooth curves used in the model. (A) A-P hindbrain length was measured from the posterior 
edge of the mid-hindbrain boundary (MHB) to the anterior edge of the RA production region. A-
P length of the RA production region was based on measurements of the aldh1a2 expression 
domain. (B) L-R hindbrain width was measured at the A-P position of r4. (C,D) Predicted noisy 
distributions of morphogen signaling at 14 hpf (C) RA ([RA]in). (D) FGF ([FGF]signal). (E-G) 
Time series of gene expression in r2-6 (the hindbrain is represented as a rectangle for 
simplification): (E) hoxb1a (red) and krox20 (blue), (F) vhnf1 (purple), (G) irx3 (yellow). (H) 
Quantifications of rhombomere length, number of dislocated cells (DCs) and sharpness indices 
(SIs) versus time. Rhombomere lengths (r3-5), and SIs for four boundaries (SI(r2/r3), SI(r3/r4), 
SI(r4/r5), SI(r5/r6)) and DC number in multiple simulations (n = 100): ‘solid line’: quantities for 
the simulation shown in (E); ‘brown dashed line’ indicates the average and the width of ‘brown 
shade” indicates standard deviation; ‘black dashed line’ represents rhombomere lengths from 
experimental measurements and the error bars represent standard deviation. 

Morphogens, gene regulation and cell fate 

Gene expression in the zebrafish hindbrain initially forms a rough r2-6 pattern at 11 hpf, 

which is refined over time into five precise segments of similar size with four sharp boundaries 

by 14 hpf (Fig 1C-D). RA synthesized in somites adjacent to the anterior spinal cord diffuses 

anteriorly and is required for proper rhombomere formation, including direct activation of vhnf1 

in r5 and r6 and hoxb1a in r4 (Maves & Kimmel, 2005; Rhinn & Dollé, 2012; Schilling et al., 

2012). Mutual inhibition between vhnf1 and irx3 specifies the first pre-rhombomeric r4/r5 

boundary at 9.5-10 hpf (Lecaudey et al., 2004). RA then activates hoxb1a and vhnf1 which 

represses hoxb1a expression (Maves & Kimmel, 2005), restricting it to r4 where it activates FGF 

synthesis (Choe et al., 2011; Maves et al., 2002; Waskiewicz et al., 2002). FGF diffuses both 

anteriorly and posteriorly to induce krox20 in r3 and r5 (Labalette et al., 2015; Walshe et al., 

2002; Wiellette & Sive, 2003). Through auto-regulation, krox20 has two steady-state expression 

levels, either zero or non-zero, depending on the FGF concentration (Bouchoucha et al., 2013; 

Labalette et al., 2015), and the r2/r3 and r5/r6 boundaries are specified by krox20 levels. Auto-

regulation and mutual inhibition between hoxb1a and krox20 establish a toggle switch that 
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specifies and refines the r3/r4 and r4/r5 boundaries (Zhang et al., 2012). As a result, three 

distinct cell fates are specified by hoxb1a and krox20 expression levels to establish the r2-r6 

pattern, specifically, high hoxb1a and low krox20 expression in r4, low hoxb1a and high krox20 

expression in r3 and r5, and low expression of both hoxb1a and krox20 in r2 and r6 (Fig 1D). 

In the model, morphogens (RA and FGF) were described by stochastic PDEs in a 

continuum fashion. Regulation of genes downstream of morphogens was modeled using 

stochastic ODEs for each individual cell. Interactions between morphogens were modeled at a 

regular rectangular mesh in the morphogen domain, and the downstream genes for each cell 

were modeled as being located at the center of each individual cell. Numerical interpolation was 

used to capture the interplay between morphogens and gene regulation modeled at different 

grid points (Section 1 in S1 Text).  

 

Mechanical models for individual cells 

In the cell mechanical model, we used the subcellular element method (SCEM) 

(Newman et al., 2017) to model individual cells and cell-cell mechanical interactions involved in 

cell sorting (Section 2 in S1 Text). In this computational formalism, an individual cell consists of 

a constant number of sub-cellular elements (i.e. nodes). Elements interact according to a 

prescribed force potential. This force between elements within the same cell is repulsive at short 

ranges and attractive at long ranges to maintain stable cell volume and circular structure. The 

forces between elements from different cells are repulsive at short ranges to prevent cell 

overlaps. At longer ranges, the intercellular forces between elements can be either repulsive or 

attractive depending on cell identities.  

 

Cell sorting  

In the zebrafish hindbrain, cell sorting has selectivity based on cell identities. One well-

known mechanism of selectivity is cell-cell adhesion mediated by Ephrin-Eph signaling. Ephrin-
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B2 ligands are expressed highly in even-numbered rhombomeres (r2, r4 and r6), while EphA4 

receptors are expressed highly in odd-numbered rhombomeres (r3 and r5), and this alternating 

pattern controls repulsion between cells in one rhombomere and another (Hernandez et al., 

2004). Depletion of EphA4 has more dramatic effects on rhombomere boundaries than 

EphrinB2a, but knockdown of both enhances boundary defects (Cooke et al., 2001). Krox20 

directly activates transcription of ephA4 (Theil et al., 1998), thereby regulating Ephrin-Eph 

mediated cell sorting. Our model mimics the selective cell-cell adhesion between two cells 

based on their krox20 expression levels (Fig 1D). Specifically, cells attract each other if they 

have similar krox20 levels, and repel each other if one expresses krox20 and the other does 

not.  

 

Initial conditions 

We chose 11 hpf as the starting point for our modeling study soon after the initiation of 

gene expression in some rhombomeres. At this stage in the simulations, cells were assumed to 

align uniformly in the rectangular tissue domain. For initial gene expression, we first ran 

simulations with the stochastic gene regulation model over two simulated hours prior to 11 hpf 

and used those simulation results as the initial condition at 11hpf. We started with equilibrium 

solution for RA by solving the corresponding steady-state PDE because RA gradients are 

established as early as 6 hpf (Maves & Kimmel, 2005). Because vhnf1 and irx3 expression 

appear much earlier than hoxb1a, krox20 and FGF (Maves & Kimmel, 2005), we ran stochastic 

simulations for RA, vhnf1 and irx3 in the first hour with zero values for vhnf1 and irx3. In the 

second hour, we included stochastic simulations for all morphogens and genes. krox20 and 

FGF start with zero expression while hoxb1a starts with a constant expression level because 

hoxb1a has weak expression over the hindbrain domain at early stages (Zhang et al., 2012) and 

shows dynamic changes in expression earlier than FGF or krox20 (Lecaudey et al., 2004).  
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One-dimensional gene expression model 

In the one-dimensional gene expression models, we consider steady-state solutions of 

genes and morphogens in a one-dimensional fixed A-P domain (Section 3 in S1 Text). The 

initial conditions were chosen similarly to the full model. Equilibrium solutions for RA, vhnf1 and 

irx3 were taken as the initial conditions. Both krox20 and FGF levels were initially set at zero. 

We included hoxb1a expression at low but non-zero initial levels.   

 

A cell sorting-only model 

In the model with only cell sorting without gene regulation, cells sorted based on their 

pre-assigned identities, and cell identities and numbers did not change throughout the 

simulations. The initial “salt-and-pepper” pattern of cell identities was sampled by a mixture 

Gaussian probability distribution based on each cell’s A-P position (Section 4 in S1 Text).  

 

Quantification of cell fate, rhombomere boundary A-P locations and boundary sharpness 

Three cell identities based on threshold levels of high or low expression of hoxb1a and 

krox20 in the five segments (r2-6) were considered. Once these three cell identities were 

determined in r2-r6 we evaluated rhombomere boundaries (Section 5 in S1 Text). We defined 

three critical quantities in our simulations: boundary location along the A-P axis, boundary 

sharpness (represented as a sharpness index, SI) and the number of dislocated cells (DCs) 

(see Methods). Four boundaries between rhombomeres (r2/r3, r3/r4, r4/r5 and r5/r6) are all 

perpendicular to the A-P axis. For a single boundary determination, we selected a predefined 

boundary and calculated total deviations of cells located on the wrong side of this predefined 

boundary. The total deviations were minimized over the A-P position of the predefined 

boundary. SI was defined by the minima of total deviations and the A-P position of this boundary 

was defined based on these minima. A lower SI indicates a sharper boundary. DCs are cells 

located over three cell-diameters away from the rhombomere to which they belong and they are 
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excluded in calculating boundary location. If the number of DCs exceeds 8 cells, we consider 

the pattern failed.  

 

Including multiple morphogens and tissue morphogenesis in the models recapitulates 

the r2-6 pattern 

The stochastic multiscale cell-based model successfully recapitulated the dynamics of 

r2-6 formation observed in the zebrafish hindbrain. As shown for one stochastic simulation with 

spatial distributions of multiple genes, both RA and FGF signals have noisy distributions over 

the space (Fig 2C-D). The RA gradient decreases from its origins at the posterior end of the 

hindbrain to the anterior, while FGF levels are high in r4 where it is secreted and decreases in 

both anterior and posterior directions. By generating a time series of the spatial patterns of gene 

expression (Fig 2E-G), including hoxb1a, krox20, vhnf1 and irx3, our model recapitulates 

rhombomere boundary sharpening (Addison et al., 2018; Zhang et al., 2012). For example, 

krox20 is weakly expressed in r3 and r5 at 11 hpf and upregulated by 12 hpf, with expression 

stronger in r3 than r5 (Fig 1A, 2E). At this stage, hoxb1a+ and krox20+ cells intermingle and a 

few cells close to the r4/r5 boundary undergo identity switching as they co-express low levels of 

both krox20 and hoxb1a (Addison et al., 2018). By 13 hpf, cells closer to the boundaries and 

most of the krox20/hoxb1a co-expressing cells commit to one segment or another and 

boundaries become sharper. At 14 hpf, all cells segregate to their territories and the boundaries 

fully sharpen, producing a precise five-segment pattern.  

The modeling output naturally accounts for the sharpening of other gene expression 

boundaries in r2-6, despite differences in their interactions. For example, the anterior edge of 

vhnf1 expression and the posterior edge of irx3 expression specify the position of the pre-

rhombomeric r4/r5 boundary at 11 hpf (Fig 2F-G). At later stages, this vhnf1/irx3 border shifts 

posteriorly to become located in r5 (Lecaudey et al., 2004). Unlike hoxb1a and krox20, vhnf1 

does not auto-induce itself to maintain its own expression without RA signals. Consequently, 
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vhnf1 shifts posteriorly (Maves & Kimmel, 2005) after 12 hpf as RA decreases everywhere  (Fig 

S1C). 

Stochastic simulations were repeated independently (Fig 2H). The results are consistent 

with experimental measurements of rhombomere A-P length at 14 hpf (r3 = 42±5 μm, r4 = 34±5 

μm, r5 = 37±4 μm) as well as sharpening. For example, from 11-12 hpf, identity switching 

affects the sharpness of the r4/r5 boundary (Zhang et al., 2012), with a higher SI and DC 

number during this period. From 12-14 hpf, SI and DC number gradually decrease to the 

minimum as all boundaries sharpen.  

 

Cooperation between RA and FGF improves robustness of initiation of the segmental 

pattern  

 A previous model that only considered the RA morphogen gradient without cell sorting or 

convergent extension successfully simulated many aspects of the formation of the r2-5 pattern 

(Zhang et al., 2012). In the model, hoxb1a and krox20 were considered as direct downstream 

targets of RA, despite krox20 being indirectly induced by RA through hoxb1a and FGF. Our new 

model incorporates both RA and FGF as well as these additional features of krox20 regulation.  

 Comparing the two-morphogen (RA + FGF) to the one-morphogen (RA) model reveals 

many similarities and some key differences (Fig 3). In both, the borders between hoxb1a and 

krox20 specify r3/r4 and r4/r5 boundaries, the border between vhnf1 and irx3 lies posterior to 

the r4/r5 boundary, and krox20 has two steady-state levels induced by either RA (one-

morphogen model) or FGF (two-morphogen model) depending on the morphogen levels. In the 

two-morphogen model, FGF has the highest expression in r4 where it is secreted and 

decreases in both anterior and posterior directions. By inducing krox20 in a concentration-

dependent manner, FGF can specify the r2/r3 and r5/r6 boundaries. In contrast, the one-

morphogen model, with RA decreasing monotonically from posterior to anterior, can only specify 

r2/r3 and not the r5/r6 boundary. Overall, the two-morphogen model can specify four boundaries 
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(r2/r3, r3/r4, r4/r5 and r5/r6), while the one-morphogen model can specify only three boundaries 

(r2/r3, r3/r4 and r4/r5).  

FIGURE 3 

 
 

https://www.ncbi.nlm.nih.gov/core/lw/2.0/html/tileshop_pmc/tileshop_pmc_inline.html?title=Click%20on%20image%20to%20zoom&p=PMC3&id=8259987_pcbi.1009077.g003.jpg
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Figure 3. Comparing two-morphogen (RA, FGF) and one-morphogen (RA) models. 
(A-C) One-dimensional simulations for the two-morphogen model. (A) The upper panel shows 
spatial distributions of RA, krox20, hoxb1a, vhnf1, irx3 and FGF. The initial hoxb1a level is 
modeled as a constant 0.21 over the space. In the lower panel, the initial hoxb1a level is 
randomly sampled over the space independent of the location. The value is randomly uniformly 
distributed at a level of [0,0.3]. Solid line represents one simulation. Dashed line represents 
average values and the width of the shading around each line represents the standard deviation 
(n = 100). Since fluctuations over multiple simulations are small, solid lines overlap with dashed 
lines and the small standard deviations result in shadings of negligible width around the dashed 
lines. X-axis, microns; Y-axis, arbitrary units. (B) Phase diagram 
of hoxb1a and krox20 distributions with different initial hoxb1a levels. (C) Rhombomere lengths 
with different initial hoxb1a levels. (D-F) Similar one-dimensional simulations for the one-
morphogen model. For (D), in the upper panel, the constant initial hoxb1a level is taken as 0.21; 
in the lower panel, the initial hoxb1a level is randomly sampled with levels in the range 
[0.19,0.23] with uniform distribution. Corresponding (E) phase diagram and (F) graph of 
rhombomere lengths with the one-morphogen model. 

  

 Additionally, we compared robustness in the two models with respect to initial hoxb1a 

expression. With constant initial hoxb1a level everywhere in space, we compared phase 

diagrams and resulting rhombomere lengths between the two-morphogen and one-morphogen 

models (Fig 3B, 3C, 3E, 3F). Interestingly, the inclusion of FGF makes the model relatively less 

sensitive to initial hoxb1a levels, in terms of the locations of gene expression boundaries and 

sizes of r3-5. When the initial hoxb1a level exceeds a certain level (e.g. 0.3), three 

rhombomeres (r3, r4 and r5) expand slightly along the A-P axis with r2/r3 and r3/r4 expanding 

anteriorly, and r4/r5 and r5/r6 expanding posteriorly (Fig 3B-C). In contrast, with RA alone, 

lengths of r3 and r4 are more sensitive to initial hoxb1a levels. In simulations with low initial 

hoxb1a levels (<0.2), r4 does not form (Fig 3E-F). As initial hoxb1a levels increase from 0.2 to 

0.4, the r4 region rapidly expands at the expense of r3. A 15% increase in initial hoxb1a level 

(0.2-0.23) leads to an over two-fold expansion of r4 (21-44 μm) and r3 essentially vanishes 

when the initial hoxb1a level is close to 0.4. Thus, the two-morphogen model outperforms the 

one-morphogen model in robustness of rhombomere length, in that the second morphogen 

buffers responses to initial gene expression variation.  
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 We also examined how the pattern reacts to perturbations of initial gene expression. We 

consider noisy initial hoxb1a levels over the space. In the two-morphogen model, such noise 

has negligible effects on later hoxb1a and krox20 distributions resulting in clear segmental 

patterns and sharp r3/r4 and r4/r5 boundaries, and multiple simulations result in almost identical 

patterns (Fig 3A). However, in the one-morphogen model, hoxb1a and krox20 distributions 

fluctuate more dramatically than the two-morphogen model. Despite a much smaller magnitude 

of perturbation (13%) in initial hoxb1a levels, the one-morphogen model shows fluctuating 

boundaries for both r3/r4 and r4/r5 (Fig 3D). Overall, the two-morphogen cooperation facilitates 

both accurate rhombomere lengths and sharp boundaries with perturbations of initial gene 

expression, providing robustness in patterning during the initial stages.  

  

Rapid initial convergence improves boundary sharpness and segment size  

Due to stochasticity, the initial pattern shows rough boundaries between rhombomeres. 

Later on, patterns sharpen and refine boundaries from 11-14 hpf. During these stages, the 

zebrafish hindbrain changes shape dramatically as it narrows in width along the L-R axis, 

extends in length along the A-P axis (Fig 1A) and thickens in the D-V axis (Papan & Campos-

Ortega, 1994). We mainly studied A-P and L-R axes and their dimensions were experimentally 

measured (Fig 2A-B). Length along the A-P axis changes slowly during this period, but width 

along the L-R axis rapidly shrinks from 283 μm to 162 μm during the first hour, and further to 

104 μm during the last two hours with approximately a 75% drop in the average rate after which 

patterning is largely complete. To determine how such rapid initial convergence influences 

hindbrain patterning we compared models incorporating medium or slow initial convergence 

with the rapid initial convergence rate we measured experimentally. All three types of 

convergence have the same initial and terminal L-R width. The curve of the medium 

convergence is taken as a linear function. The curves of the slow and rapid initial convergences 

are symmetric to the linear curve (Fig 4A).  
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FIGURE 4 

 

Figure 4. Simulations of full models combining gene regulation and cell sorting with 
different convergence rates. (A) Three convergence rates during the 11–14 hpf period are 
considered in the model, rapid (from experimental measurements, Fig 2B), medium and slow. 
All start and terminate with the same L-R width. The curve of medium convergence is depicted 
as a linear function. The curve of slow initial convergence is symmetric to the curve of rapid 
initial convergence with respect to the curve of linear function. (B-E) Time series of cell 
distributions with different convergence rates from 11–14 hpf. hoxb1a (red) and krox20 (blue) 
expression. Dislocated cells (DCs) are highlighted by yellow edges. (B) Three simulations start 
with the same initial cell distribution (11 hpf) generated by the gene expression model 
(see Methods). Cell distributions with (C) rapid, (D) medium and (E) slow initial convergence 
rates from 12–14 hpf. (F) The boundary sharpness index (SI) for four boundaries (SI(r2/r3), 
SI(r3/r4), SI(r4/r5) and SI(r5/r6)) and DC number versus time. (G-I) Histograms depicting three 
convergence rates analyzed for (G) rhombomere lengths of r3-5, (H) SI and (I) DC number. 
Each represents 100 independent stochastic simulations for each convergence rate based on 
the same parameters. Error bars represent standard deviation. 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8259987/figure/pcbi.1009077.g002/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8259987/#sec023
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We first performed simulations with full models including both gene regulation and cell 

sorting. Regardless of the convergence speed, most cells segregate to their correct territories 

and the final patterns display sharp boundaries between rhombomeres (Fig 4B-E). Rapid initial 

convergence allows the sharpest boundaries and the fewest DCs while slow initial convergence 

results in the roughest boundaries and more DCs (Fig 4F). SI and DC numbers at 14 hpf in 

multiple independent simulations confirm conclusions based on single simulations (Fig 4H-I). 

The exception is that rapid and medium convergence rates yield similar SI at the r5/r6 boundary 

and DC numbers (Fig 4H-I). Rhombomere A-P lengths also vary greatly in this model with 

different convergence rates (Fig 4G). Simulations with slow initial convergence result in all three 

rhombomeres (r3-5) elongated. Simulations with medium convergence result in a shorter r5 

compared to r3 and r4. Simulations with rapid initial convergence result in r3-5 being all roughly 

the same length (with r4 slightly shorter) similar to experimental measurements of the hindbrain 

at 14 hpf (Fig 2H, 4G). 

Taken together, rapid initial convergence facilitates robust patterns by optimizing 

boundary sharpness and rhombomere A-P length. These influences depend on multiple 

mechanisms, including cell sorting and gene regulation, and their coordination.  

 

Rapid initial convergence improves boundary sharpness through cell sorting 

 Next, we performed simulations with models incorporating cell sorting alone and excluding 

gene regulation using the cell sorting-only model. Initial “salt-and-pepper” cell distributions by 

assigning each cell an identity generated the five-segment pattern with rough boundaries (Fig 

5A). Similar to observations in full models (Fig 4), most cells segregate to their correct territories 

and the final patterns display sharp boundaries between rhombomeres (Fig 5B-D). Rapid initial 

convergence allows the sharpest boundaries and the fewest DCs, while slow initial convergence 

results in the roughest boundaries and more DCs (Fig 5E). SI and DC numbers at 14 hpf in 

multiple independent simulations confirm conclusions based on single simulations (Fig 5G-H). In 
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the model with cell sorting alone, while these different speeds of convergence have major 

effects on boundary sharpness, they have relatively minor effects on rhombomere A-P length 

(Fig 5F). These results suggest rapid initial convergence improves boundary sharpness by 

facilitating the efficiency of cell sorting. 

FIGURE 5 
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Figure 5. Simulations with selective cell-cell adhesion/sorting alone with different 
convergence rates. (A-D) Time series of cell distributions with different convergence rates from 
11 to 14 hpf. hoxb1a (red) and krox20 (blue) expression. Dislocated cells (DCs) are highlighted 
by yellow edges. (A) Three simulations start with the same initial cell distribution (11 hpf) 
generated by the Gaussian mixture distribution. Cell distributions with (B) rapid, (C) medium 
and (D) slow initial convergence from 12–14 hpf. (E) The boundary sharpness index (SI) for four 
boundaries (SI(r2/r3), SI(r3/r4), SI(r4/r5) and SI(r5/r6)) and number of DCs versus time. (F-
H) Histograms depicted three convergence rates analyzed for their (F) rhombomere lengths of 
r3-5, (G) SI and (H) the DC number. Each represents 100 independent stochastic simulations 
for each convergence rate are based on the same parameters. Error bars represent standard 
deviation. 

 

Rapid initial convergence helps specify correct rhombomere lengths by regulating cell 

fate  

 To investigate the effects of convergence on rhombomere lengths, we studied dynamics of 

gene expression under different convergence rates. We first investigated the influence of 

convergence rate on spatiotemporal dynamics of morphogen distribution and cell fate 

commitment (Fig 6). With rapid initial convergence, the RA signal and its direct target, vhnf1, 

increase quickly from 11-12 hpf, particularly in the posterior hindbrain (150 μm and 200 μm in 

Fig 6A-B), then decrease gradually. Near the r4/r5 boundary, hoxb1a is repressed by the 

increasing levels of vhnf1. FGF made in r4 then activates krox20 leading to identity switching for 

cells near the r4/r5 boundary with low hoxb1a expression (Fig 4C). With medium or slow initial 

convergence, the RA signal and vhnf1 remain relatively unchanged compared to rapid initial 

convergence (Fig 6A-B). Indeed, we observed that fewer cells switch from an r4 to an r5 identity 

and the r4/r5 boundary is located further posteriorly with medium or slow initial convergence 

(Fig 4C-E). Similar to RA, FGF levels increase and peak around 12 hpf with models that include 

rapid initial convergence (Fig 6C). With medium convergence, FGF levels remain relatively 

unchanged, while with slow initial convergence, FGF levels remain unchanged at the early 

stage then increase and peak quickly at 13-14 hpf. At the same A-P position, slow initial 

convergence results in higher maximum FGF levels than rapid or medium convergence rates. 

Since FGF induces krox20 expression to drive identity switching from r2 identity to r3 (and r6 to 
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r5) identity, the higher maximum FGF levels that result from slow initial convergence led to 

displacement of the r2/r3 boundary anteriorly and the r5/6 boundary further posteriorly than 

rapid or medium convergence rates.  

 

FIGURE 6 

 

Figure 6. Dynamics of morphogens and cell commitment time with different convergence 
rates. The statistics of the dynamics of (A) intracellular RA [RA]in, (B) vhnf1, and (C) FGF 
signaling [FGF]signal at different A-P lengths of the tissue domain: 50 μm, 100 μm, 150 μm and 
200 μm. Lines represent average values and the width of the shading around each line 
represents the standard deviation. (D) The temporal dynamics of total percentages of cells that 
have committed in each rhombomere (r2-r6). Each panel shows the dynamics of the 
percentages of cells that have committed in each rhombomere. Data are collected from the full 
models, see Fig 4. 

 

 The different rhombomere A-P lengths under different convergence rates can be observed 

consistently either in the full model (Fig 4) or in the model excluding cell sorting (Fig S2). The 

dynamics of the morphogens provides an explanation for the length behaviors. Rapid initial 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8259987/figure/pcbi.1009077.g004/
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convergence leads to the smallest r4 because more r4 cells switch to r5 identities near the r4/r5 

boundary. Slow initial convergence leads to a larger r3 and r5 because more r2 or r6 cells 

switch to r3 or r5 identities. Medium convergence results in the smallest r5 because fewer cells 

switch near the r4/r5 boundary than rapid initial convergence and fewer cells switch near the 

r5/r6 boundary than with slow initial convergence.  

 Interestingly, r3 emerges earlier and it initially has a larger A-P length than r5 since vhnf1 

expressed posteriorly represses the FGF activator, hoxb1a, resulting in weaker FGF signaling in 

r5 (Fig 4B). Through rapid convergence, r4 cells can switch to an r5 identity to compensate for 

the difference between r3 and r5 lengths to achieve correct A-P rhombomere lengths similar to 

experimental measurements.  

 

Rapid initial convergence improves boundary sharpness through synergy between gene 

regulation and cell sorting  

 To study potential coordination between gene regulation and cell sorting in boundary 

formation, we restricted them individually at different patterning stages. Cells switch their fates 

at early stages of boundary sharpening (11-12 hpf) and this early gene regulation is critical for 

pattern establishment (Fig 2E). Therefore, to investigate if gene regulation also impacts pattern 

refinement later we extend the gene regulation period one additional hour at a time while 

maintaining cell sorting throughout the simulations (Fig S3). Boundary sharpness improved with 

longer periods of gene regulation, depending on the stage. Extension by one hour, from 11-12 

hpf to 11-13 hpf, significantly changed segment size, improved boundary sharpness, and 

reduced the number of DCs (Fig S3B, S3C, S3F-H). Extension by an additional hour from 11-13 

hpf to 11-14 hpf had negligible effects on segment size, and minor improvements in boundary 

sharpness and DC numbers (Fig S3C, S3D, S3F-H). Conversely, with gene regulation 

throughout the simulations, limiting selective cell sorting to one-hour intervals within 11-14 hpf 

(with cells allowed to sort uniformly at other times) yields the worst patterns when limited to 11-
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12 hpf (Fig S4). These results suggest that gene regulation is more important during early 

patterning stages and cell sorting later for boundary sharpening. 

 As shown in the previous subsection, with rapid initial convergence rates morphogen levels 

increase and peak at around 12 hpf, while morphogen levels increase and peak much later with 

medium or slow initial convergence. Since hoxb1a and krox20 are direct targets of RA and FGF, 

respectively, the timing of cell commitment as measured by expression of these genes is closely 

tied to the timing of peak morphogen levels. Consequently, rapid initial convergence drives the 

earliest cell commitment at around 12 hpf. Slow initial convergence leads to much later cell 

commitment (Fig 6D). One notable exception is that r4 cells commit later in the case of rapid 

initial convergence, due to switching near the r4/r5 boundary, but most cells still commit before 

13 hpf (Fig 6D). Driven by early cell commitment, rapid initial convergence extends the effective 

period of cell sorting and shortens the effective period of gene regulation to improve boundary 

sharpness.  

 

Rapid initial convergence mediates the trade-off between rhombomere length and 

boundary sharpness 

 To examine the sensitivity of our observations to model parameters, we performed a large 

number of simulations with random parameters, assaying both rhombomere A-P length and 

boundary sharpness. Using n=1000 independent repeats for each convergence rate, we found 

513, 563 and 452 simulations that successfully produced a five-segment pattern for rapid, 

medium and slow initial convergence, respectively.  

 These results also revealed a trade-off between rhombomere length and sharpness, i.e. 

reduced length typically resulted in higher Sis, indicating rougher boundaries (Fig 7 and Fig S5). 

This can likely be explained by the fact that a shorter rhombomere has fewer cells with the 

same identity, thus cell sorting has less effect and cells are more susceptible to noise. As a 
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result, a single stray cell has more impact on the boundary sharpness index. Such trade-offs are 

also observed for the model without convergent extension, leading to shorter and rougher 

rhombomere lengths (Section 11 in S1 Text). With shorter rhombomeres, rapid initial 

convergence significantly reduces this trade-off, particularly in r4 and r5 (Fig 7 and Fig S5).  

 

Figure 7 
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Figure 7. Boundary sharpness and rhombomere lengths based on simulations with 
random parameters in gene regulation. Parameters for gene regulation were randomly 
perturbed and a total of n = 1000 simulations are displayed for each convergence rate. There 
are 513, 563 and 452 simulations for rapid, medium and slow initial convergence, respectively, 
which successfully generate the r2-6 pattern with four boundaries. (A-F) Dot plots showing the 
relationship between rhombomere length and boundary sharpness. Each point represents the 
corresponding quantities for each simulation. (A-C) Length of r4 versus sharpness index (SI) of 
the r4/r5 boundary with: (A) rapid initial convergence, (B) slow initial convergence and (C) a 
comparison between rapid and slow initial convergence. (D-F) Length of r5 versus SI of r5/r6 
boundary with: (D) rapid initial convergence, (E) slow initial convergence and (F) a comparison 
between rapid and slow initial convergence. (G) Fractions of simulations achieving roughly 
equal rhombomere lengths versus the deviation d%. With a deviation d, a simulation has 
roughly equal rhombomere lengths if the length of each rhombomere is deviated at most d% 
from its average experimental length (i.e. r3, r4 and r5 are in the ranges of 42*(100%±d%) μm, 
34*(100%±d%) μm and 37*(100%±d%) μm, respectively). 

 

 Moreover, we quantified fractions of simulations achieving roughly equal segment length. 

We considered a simulation having equal rhombomere lengths if A-P lengths of r3, r4 and r5 

were close to their experimentally measured average lengths within ranges 

  
m * 100%- d%( ), m * 100%+ d%( )é
ë

ù
û
, where m was the measured average length (Table G in 

S1 Text). With any values of deviation d, there are higher fractions of simulations achieving 

roughly equal length under rapid initial convergence compared to medium and slow initial 

convergence at 14 hpf (Fig 7G). Experimentally, standard deviations of r3, r4 and r5 length are 

within the range between 10% and 15% (Table G in S1 Text). Within this range of d, rapid initial 

convergence has at least 69% and 175% higher fractions of simulations achieving roughly equal 

segment length than medium and slow initial convergence, respectively (Fig 7G). These results 

are consistent with our findings that rapid initial convergence generates more accurate lengths 

of rhombomere and sharper boundaries.   
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Discussion  

Our models suggest that a combination of two morphogens and rapid initial tissue 

convergence together drive robust hindbrain segmentation. Inclusion in the model of the short-

range morphogen (FGF) secreted from r4, combined with the longer-range morphogen (RA) 

secreted posteriorly, substantially improves the robustness of segmental patterning compared 

with RA alone. Cooperation between morphogens is common in pattern formation in many 

contexts, in part because it helps maintain accuracy in size and boundary sharpness of target 

gene expression domains. Our previous models and experiments in the hindbrain have focused 

primarily on the r4/r5 boundary, where many gene regulatory interactions are known and the RA 

gradient is relatively steep (Addison et al., 2018; Cooke et al., 2005; Zhang et al., 2012). The 

current model expands upon this work to explain the formation of other rhombomere 

boundaries, particularly r2/r3, r3/r4 and r5/r6, with the additional positional information provided 

by FGF. Surprisingly, rapid initial convergence dramatically improves robustness of 

rhombomere patterning, both segment size and boundary sharpness. Rapid initial convergence 

may also be a conserved strategy for precise establishment of gene expression domains in 

other embryonic tissues that elongate by convergent extension (Huebner & Wallingford, 2018; 

Shindo, 2018; Sutherland et al., 2020) such as axial mesoderm in early vertebrate embryos 

(Keller & Tibbetts, 1989) or stacking of chondrocytes in developing cartilages (Ahrens et al., 

2009; Kimmel et al., 1998).  

 

Complementary roles of long- and short-range morphogens in pattern accuracy and 

precision  

In morphogen gradient-mediated patterning, it is crucial not only that target gene 

expression boundaries are accurately positioned but also that they are sharp. However, there is 

a trade-off between accuracy and precision of boundary patterning that depends on morphogen 

gradient steepness (Lander, 2011; Lander et al., 2009). A steep morphogen gradient specifies 
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boundary locations more precisely in the face of fluctuations in signal, is less sensitive to noise 

and facilitates boundary sharpness. However, the trade-off is that it makes positioning 

boundaries more sensitive to perturbations or noise in morphogen synthesis, slight shifts in 

which can move the boundaries along the A-P axis. Since RA is responsible for the initial A-P 

patterning of the hindbrain, starting from gastrulation, it likely plays a more prominent role in 

accuracy, due to its shallow distribution across much of the patterning region (Sosnik et al., 

2016) and self-enhanced degradation (White et al., 2007). On the other hand, FGF likely plays a 

prominent role in precision to help improve the sharpness of boundaries adjacent to its source, 

since its gradients are likely steeper due to its local effects (Choe et al., 2011; Maves et al., 

2002; Waskiewicz et al., 2002). In addition, FGF synthesis most likely varies less since one of 

its upstream regulators, hoxb1a, is bi-stable and tightly controlled by a complex network 

(Alexander et al., 2009; Barrow et al., 2000; Parker & Krumlauf, 2017). Together, these 

complementary features of the long-range shallow RA gradient and the short-range steep FGF 

gradient help overcome the trade-offs inherent in morphogen patterning systems for achieving 

both accurate and precise rhombomere pattern.  

 During hindbrain segmentation, r4 becomes the secondary signaling center that 

produces FGFs (e.g. Fgf4 and Fgf8) in zebrafish (Choe et al., 2011; Maves et al., 2002; Walshe 

et al., 2002; Waskiewicz et al., 2002) that are regulated by the posteriorizing signal RA (White et 

al., 2007). The MHB is another secondary FGF (i.e. Fgf8 in zebrafish) signaling center that likely 

contributes to anterior rhombomere patterning (Reifers et al., 1998). In many biological contexts, 

two morphogens interact with each other to facilitate spatial pattern formation. Interactions 

between the long- and short-range morphogens induce Turing patterns, such as Sox9 and Bmp 

in digit patterning (Raspopovic et al., 2014), Edar and FGF in murine tooth development (Häärä 

et al., 2012), FGF and Shh in limb regeneration (Nacu et al., 2016), and Nodal and Lefty in early 

mesoderm formation and left-right patterning (Müller et al., 2012; Shen, 2007). Two long-range 

morphogens with anti-parallel distributions improve the precision of a single boundary, such as 
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Bcd and Cad in Drosophila embryo segmentation (Briscoe & Small, 2015), and Bmp and Shh in 

vertebrate neural tube patterning (Briscoe & Small, 2015; Liem et al., 2000; Zagorski et al., 

2017). Unlike these examples, the novel two-morphogen mechanism presented in this work 

includes one long-range and one short-range morphogen that act in parallel on downstream 

targets. This system specifies multiple boundaries of gene expression and improves both 

accuracy and precision of segmental patterns.  

Rapid initial convergence in tissue morphogenesis improves pattern robustness 

Intuitively, elongation along the A-P axis might be expected to hinder segmental 

patterning and rhombomere boundary sharpening (Zhang et al., 2012), since cells quickly 

change neighbors and intercalate. However, we find quite the opposite (Fig 8). Rapid initial 

convergence facilitates boundary sharpening through two strategies. First, it induces efficient 

cell-cell contacts, consequently more efficient cell sorting, leading to sharper boundaries (Fig 

8B). Second, it induces an early peak of morphogens that can result in early cell commitment, 

allowing cell sorting sufficient time for rearrangements without disrupting cell fate switching (Fig 

8C). Rapid initial convergence can also regulate rhombomere length through morphogen 

dynamics. Initially the length of r5 is shorter than r3. Through a steeper RA distribution induced 

by rapid initial convergence, cells switch from an r4 to an r5 leading to similar r3 and r5 lengths 

(Fig 8A).  
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FIGURE 8 

 

Figure 8. Schematic illustration for rapid initial convergence improves pattern robustness 
by comparing with slow initial convergence (A) Gene regulation/cell fate: rapid initial 
convergence produces a steeper RA distribution to induce more cells switching from r4 (red) to 
r5 (blue) identity than slow initial convergence. Consequently, r5 has similar size with r3, 
consistent with the experimental measurements. (B) Cell sorting: rapid initial convergence 
increases cell-cell contacts to enhance efficiency of cell sorting, leading to sharper boundaries 
comparing to slow initial convergence. Number of green lines represent efficiency of cell 
sorting. (C-C’) Synergy between cell sorting and gene regulation: rapid initial convergence 
induces an early peak of morphogens for both RA and FGF, leading to an early commitment of 
cell fates. Cell sorting mechanisms fully function to sharpen boundaries with sufficient time without 
disrupting cell fate switching. 
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Another consequence of convergent extension is the movement of morphogen production 

and responding cells relative to one another. RA levels increase with time during early stages of 

hindbrain development due to increased synthesis and accumulation (Maves & Kimmel, 2005), 

then decrease due to the movement of the source of RA (aldha1a expression) further posteriorly 

as the body axis elongates  (Alexander et al., 2009; Maves & Kimmel, 2005; Parker & Krumlauf, 

2017). Our model successfully recapitulates these RA dynamics (Fig 6A), which are also critical 

for specifying rhombomeres of the correct length and boundary sharpness. Previous 

manipulations of convergent extension in early zebrafish or mouse embryos, which result in a 

shortened body axis, have shown that convergent extension is critical in establishing signaling 

gradients and subsequently maintaining robust segmental patterning of the hindbrain, consistent 

with our results (Fulton et al., 2020; García-García et al., 2008).  

As tissue deforms, extracellular morphogens may have both active motion driven by the 

tissue dynamics as well as movements of the signals induced by morphogens within cells. In our 

model, both extra and intracellular morphogens were modeled in continuum context with Eulerian 

coordinates, where the advections are usually required to capture morphogen dynamics with 

moving boundaries (Čanić, 2021). We found that even if we removed intracellular advections from 

the models, our main results showing a positive influence of rapid initial convergence on 

patterning remain (Fig S11). 

 

Tissue size, thickening and additional signals in hindbrain patterning 

 The embryonic zebrafish hindbrain is extremely small and composed of relatively few cells 

compared with most other vertebrates (Addison et al., 2018; Kulesa & Fraser, 1998; Thierion et 

al., 2017). The actual A-P length of each rhombomere at the stages we have examined (11-14 

hpf) is approximately 3~5 cell-diameters. This small size presents a challenge for sharpening 

rhombomere boundaries, where a few neighbor cells with the same identity provide weak 

adhesion during sorting, and even more so for generating a series of rhombomeres of similar size. 
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A rapid initial convergence rate may be particularly important for coordinating size and boundary 

sharpness in such a miniaturized embryo. However, given the conserved patterns of gene 

expression and neuronal differentiation observed in hindbrains across species, we are confident 

that many of the same rules apply.   

Our modeling and experimental measurements correspond in many respects, including 

the dynamics of RA synthesis and FGF4/8 expression as well as hoxb1a, krox20, vhnf1 and irx3 

expression in zebrafish. However, many questions remain. In our simulations, DCs remain in r2 

and r6 due to randomness in gene expression. For example, in some cases hoxb1a+ cells are 

observed in r2 because of early increases in RA, which induce hoxb1a. The model cannot account 

for how these cells switch to their correct segmental identities, but perhaps they are displaced 

along the D-V axis, undergo apoptosis or are extruded from the hindbrain. Such switching may 

also reflect a “community effect” by which cells switch identity depending on the collective 

influences of their neighbors, but the underlying mechanisms have not been fully identified 

(Addison et al., 2018; Schilling et al., 2001). Gene regulatory networks with other signals involved 

may also prevent cell switching or sorting by regulating hoxb1a or krox20. For example, Fgf8 is 

expressed at the MHB in zebrafish embryos starting at 10 hpf, and likely important for the 

patterning of more anterior rhombomeres, r1-3, which will be interesting to consider in future 

models (Parker & Krumlauf, 2017; Reifers et al., 1998). Wnt is another morphogen that controls 

early anterior rhombomeres and MHB formation (Buckles et al., 2004; Parker & Krumlauf, 2017). 

Many other features of tissue morphogenesis also need to be considered for a 

comprehensive three-dimensional model of hindbrain segmentation. During the patterning period 

considered here, cells divide and the NP thickens along the D-V axis (Papan & Campos-Ortega, 

1994). While cells divide in this period, the NP thickens and cell number in the two-dimensional 

plane (A-P and L-R plane) changes very little (Papan & Campos-Ortega, 1994). We also studied 

a two-dimensional model that incorporates cell proliferation and growth and while this led to tighter 

cell distributions and higher variations in rhombomere length than in other models, overall it 
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confirmed that rapid initial convergence improves pattern robustness (Section 10 in S1 Text). The 

two-dimensional nature of our models, which do not consider the complicated dynamics 

associated with proliferation and thickening along the D-V axis, likely explains why the computed 

rhombomere lengths in our model do not perfectly fit the experimental measurements (Fig 2H). 

More realistic, three-dimensional models that incorporate these components pose an exciting 

challenge and opportunity for the future.  
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Methods 

Ethics statement 

All animal work performed in this study was approved by the University of California 

Irvine Institutional Animal Care and Use Committee (Protocol #AUP-20-145). 

 

Animal Husbandry 

All animals used in this study were raised and handled in accordance with the guidelines 

of the Institutional Animal Care and Use Committee at University of California, Irvine. AB strain 

embryos were collected from natural crosses, raised at 28.5 °C in embryo medium (EM), and 

staged as previously described (Kimmel et al., 1995). 

 

Whole-mount in situ hybridization 

In situ hybridization was performed on whole embryos as previously described (Thisse et 

al., 1993). Digoxygenin- and fluorescein-labelled riboprobes for aldh1a2 (Begemann et al., 2001), 

krox20 (Oxtoby & Jowett, 1993), otx2 (Mercier et al., 2004) were synthesized using an RNA 

labelling kit (Roche) from cDNA that had been previously cloned into PCS2+ plasmids and 

linearized. 

 

Imaging and measurement of hindbrain 

Embryos were flat mounted in glycerol as previously described (Cheng et al., 2014) and 

imaged on a Zeiss Axioplan 2 compound microscope equipped with a Micropublisher 5.0 RTV 

camera with Zeiss ZEN 3.1 (blue edition) software. Hindbrain measurements were performed 

using ImageJ/Fiji software.  
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Computational domains of the model 

The entire hindbrain along with the RA production region, modeled as the “morphogen 

domain”, is used to model the diffusion and distribution of morphogens (Fig 1B). In the two-

dimensional model, the morphogen domain is assumed as a rectangle with the anterior-posterior 

(A-P) axis as its length and the left-right (L-R) axis as its width. We take the posterior end of the 

MHB, defined by otx2 expression, as the anterior limit of the domain,   x
(1) = 0 and the posterior 

end of the RA production region, defined by aldh1a2 expression, as its posterior limit,
  
x(1) = L

1
(t). 

The L-R width of the hindbrain is 
  
L

2
(t). The morphogen domain has a rectangular structure with 

dynamic sizes:    
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The RA production region is modeled as:  
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where p(t) is the A-P position of the anterior boundary of the RA production region at time t. L1(t), 

L2(t) and p(t) are obtained from experimental measurements made in zebrafish embryos at 11, 

12, 13 and 14 hours postfertilization (hpf). A cubic interpolation is used to obtain the smooth 

curves (Fig 2A-B). 
 

 Individual cells are modeled in a “tissue domain” that is contained within the morphogen 

domain. The tissue domain shares the same L-R axis with of the morphogen domain and its A-P 

range is proportional to the range of morphogen:  
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where r1 and r2 are constants given in the Table A in S1 Text. At 
   
x = (x

1
,x

2
), the growth velocity 

of the tissue is given by  
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Stochastic dynamics of morphogens 

To model morphogen dynamics in the growing hindbrain, we use stochastic convection-reaction-

diffusion equations. The equations for RA are given by  

   (5) 

where [RA]out and [RA]in are extracellular and intracellular forms of RA, respectively. 
  
m

r1

dw
r1

(t)

dt
 

and 
  
m

r 2

dw
r 2

(t)

dt
 are additive white noise. The convection term describes the dilution and 

advection of RA caused by convergence extension. The production is confined to the RA 

production region and modeled by a Hill function of AP position x(1) with a large Hill coefficient: 
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In f1 and f2, kr is the rate of exchange of morphogen between intracellular and extracellular forms. 

The rate of extracellular morphogen degradation is taken as a constant βrkr and the degradation 

of intracellular morphogen rate dr is a piecewise function with 
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The degradation rate in the RA production region has a large value kmax, since the RA degrading 

enzyme cyp26a1 is expressed in the RA production region (White et al., 2007). We use an 

absorbed boundary condition of x(1)=0 since cyp26a1 is highly expressed in the forebrain and 

MHB, providing a sink for RA. No-flux boundary conditions are used for the other three 

boundaries. 

Similarly, we model both free diffusible FGF ([Fgf]free) and FGF ([Fgf]signal) signaling as the 

following: 
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The free diffusible FGF binds with its receptor to form a complex with rate kf[Fgf]free. The complex 

between FGF and its receptor represents the FGF signal ([Fgf]signal) for simplification. The term 

krf[Fgf]signal describes the dissociation rate of the complex. df1 and df2 are degradation rates of free 

diffusible FGF and FGF signaling, respectively. The production of FGF is upregulated by hoxb1a 

and the production rate is modelled by a Hill function for hoxb1a: 
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The hoxb1a level [H] is defined at the center of each cell. In Eq. (9), the term    [H](x), defined at 

arbitrary location x, is obtained by interpolating [H] values with locations in cell centers (Section 

1 in S1 Text). No-flux boundary conditions are used for FGF at all four boundaries. 
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Stochastic dynamics of downstream genes  

We model the dynamics of gene expression with a system of stochastic differential equations 

based on the gene network (Fig 1C). For the i-th cell centered at 
  
c

i
, the equations for the gene 

expression are given by 
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where [H], [K], [V] and [I] are gene expression of hoxb1a, krox20, vhnf1 and irx3, respectively. 

 and  refer to the RA and FGF signaling levels at the 

center of i-th cell  to provide spatial signals for cells.  

 

Models for individual cells and their interactions 

 Following our previous study (Wang et al., 2017), we use the subcellular element method 

(SCEM) to model individual cells (Newman). A total of Ncell=345 cells are modeled in each 

simulation, where 23 rows and 15 columns of cells align uniformly in the rectangular tissue region 

at the initial stage (11 hpf). Each cell consists of sub-cellular elements (nodes) and interacts 

according to a prescribed intercellular force potential. A cell consists of 2Nnode (Nnode=6) nodes 

and those nodes form two hexagonal layers (Fig S6A). The radius of the outer layer is Rout and 

the radius of the inner layer is Rin. Initially cells are uniformly distributed in the tissue domain (Fig 

4B). For a system with Ncell cells and 2Nnode nodes per cell, the location of i-th node in n-th cell 

 is determined by the equation 
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On the right hand side, the first term represents cell migration due to convergent-extension (Rørth, 

2012; Schumacher et al., 2016). It is given by 
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The second term represents the forces between cells while the third term represents forces 

between nodes within the same cell to maintain stable cell morphologies (Newman) (see Section 

2 in S1 Text).  

 

Definition of boundary location (m), sharpness index (SI) and number of dislocated cells 

(DC)  

To study boundary locations and sharpness quantitatively, we define three quantities: 

boundary location (m), boundary sharpness index (SI) and number of dislocated cells (DCs). For 

example, the A-P position of the r3/r4 boundary is denoted by 
  m(r3 r4)  and its boundary SI is 

denoted by 
  SI(r3 r4). A cell is called a DC if: a) its identity is different from the segment in which 

it is located; b) its distance to the boundary of its correct segment is over three cell-diameters.  

In a region with A-P coordinates in the range of (a,b), we split the index set of all cells into 

two sets SL and SR based on cell identities, where cells in SL or SR have segmental identities 

located anterior or posterior to this region. We define the distance function from the i-th cell 

centered at 
  
c

i
 to an arbitrary straight line with A-P position k (the potential location of boundary): 
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where r is the radius of the cell, and  



 

51 
 

 

  

ReLU(x) =
x, if x > 0,

0, if x £ 0,

ì
í
î

  

is the rectified linear unit function. For a cell in SL or SR with non-zero distance, this distance 

function calculates the Euclidean distance between the anterior or posterior distal ends of this cell 

to the potential location of boundary k. This distance function is illustrated in Fig S6B.  

We quantify the boundary location (m), SI and number of DCs in this region, called K, by solving 

an optimization problem: 
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  (14) 

Particularly if the distance from a cell to the boundary is within three cell-diameters, the cell 

contributes to the boundary location and boundary SI. Otherwise, it is regarded as a DC and it 

does not contribute to the calculation of either boundary location or sharpness.  

Next, we split all cells in the responding tissue domain with index set S into three sets with distinct 

cell types at time t. There are hoxb1a cells (Sh), krox20 cells (Sk) and non-expressing cells (Sn) 

based on their expression level of hoxb1a and krox20.  

 

   

S
h

= i ÎS : [H ]
i
(t) ³1.2{ },

S
k

= i ÎS : [K ]
i
(t) ³1.2{ },

S
n

= i ÎS : i ÏS
h

S
k∪{ }.

  (15) 

Now, we calculate those quantities for four boundaries in the tissue domain one-by-one by utilizing 

Eq. (14) and Eq. (15) as shown in the flow below: 
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Algorithm 1: Calculate m, SI and DC for cells in domain with AP range 
  
[r
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Quantify r3/r4 boundary: 

hoxb1a cells are on the 

right and other cells are on 

the left.  
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Quantify r4/r5 boundary 
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Quantify r2/r3 boundary 
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Quantify r5/r6 boundary 
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m(r5 r 6) = m
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,

SI(r5 r 6) = SI
K

4

,
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Step 6 

  

DC = DC(r2 r3) + DC(r3 r4)

     + DC(r 4 r5) + DC(r5 r6).
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Chapter II 

Improvement of MS2 RNA-labeling system in zebrafish for studying 
transcriptional noise 

 

Introduction 

Segmentation in the hindbrain (rhombencephalon) is a progressive process that divides 

along the anterior-posterior (A-P) axis the future hindbrain territory into seven or eight discrete 

segments known as rhombomeres (Lumsden, 2004; Lumsden & Krumlauf, 1996; Moens & 

Prince, 2002). Boundaries between rhombomeres are initially rough and jagged but eventually 

become razor sharp as hindbrain segmentation progresses. Rhombomere segments have 

distinct gene expression domains with the expression of hoxb1a being restricted to r4 and 

krox20 to r3/5. Cell tracking of krox20+ cells has shown cell sorting contributes to sharpening 

(Calzolari et al., 2014; Terriente & Pujades, 2015), and Ephrin/ Eph signaling has been found to 

be critical for repulsive interactions between cells in different rhombomeres that drive sorting 

(Cooke et al., 2001; Cooke et al., 2005). However, there is evidence from cell lineage tracing 

and transplantation studies in the hindbrain that a certain level of intermingling between cells of 

adjacent segments occurs and that these cells can acquire appropriate A-P identity in 

accordance with their prospective segment suggesting a role for cell identity switching 

mechanisms in boundary sharpening (Fraser et al., 1990; Trainor & Krumlauf., 2000; Schilling et 

al., 2001).  

Cells near future gene expression boundaries experience stochastic fluctuations in 

morphogen concentration (i.e., noise), ability to respond (e.g., number of receptors), 

transcription/translation of target genes, and feedback (Elowitz et al., 2002; Kaern et al., 2005; 

Kepler & Elston, 2001). Noise in RA signaling and in its target genes are expected to 

compromise the ability of cells to interpret their positions within the morphogen gradient or to 

form sharp boundaries of gene expression. Surprisingly, when modeled computationally 
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simultaneous inclusion of noise in both RA and in its target genes (e.g., krox20 and hoxb1a) 

was found to improve sharpening (Zhang et al., 2012).  Based on these findings, a new 

mechanism of “noise-induced switching” for boundary sharpening was proposed (Schilling et al., 

2012; Zhang et al., 2012). In this model, stochastic fluctuations in hoxb1a and krox20 

expression enable cells to transition between two steady states, from hoxb1a+ to krox20+ or 

vice versa, by overcoming an energetic “barrier” between states. This model is counterintuitive 

because it argues for a positive role for noise and suggests that the process of boundary 

sharpening requires noise. Aspects of this model have been validated such as: the observation 

of double krox20 +/hoxb1a+ cells at boundaries (Zhang et al., 2012) and noise in the RA 

gradient (Sosnik et al., 2016). More recently, direct evidence for switching has been found with 

the observation that krox20+ cells in egr2b(krox20):H2B-citrine zebrafish transgenics were 

found to intermingle between hindbrain segments and switch identity due to feedback from 

community retinoid signaling (Addison et al., 2018). These findings reveal the complexity of the 

role of noise in hindbrain pattern formation and may indicate possible roles in other 

developmental processes.   

 Recently, new developments in visualizing gene expression with MS2 RNA stem loops 

have enabled quantitative and dynamic imaging of gene expression in live organisms. The MS2 

RNA-labeling system functions by binary expression of a fluorescent MS2 bacteriophage coat 

protein (MCP) along with an RNA of interest tagged with multiple RNA hairpin MS2-binding sites 

(MBS) which the MCP fusion protein binds to (Hocine et al., 2013).  This system enables 

dynamic live measurement of gene expression noise through time-lapsed imaging and 

quantitative measurements of MCP binding to MBS. While the MS2 system has been used to 

image dynamics of one segmental stripe of even-skipped in the early Drosophila embryo 

(Bothma et al., 2014), this system has yet to be applied to study transcript dynamics during 

pattern formation in vertebrates. The zebrafish presents itself as an ideal vertebrate model 

system for studying early transcriptional events in development due to its transparent embryos 
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which develop outside of the mother’s body. Recent technological developments have 

established a framework for MS2 imaging in the zebrafish system (Campbell et al., 2015) 

though improvements are still required to study accurately transcript dynamics both spatially 

and temporally. In this work, I improve upon the existing tools available for the MS2-RNA 

labeling system in zebrafish for use in future study of transcriptional noise. 
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Results and Discussion 

Design of new constructs to eliminate aggregates in existing tdMCP-eGFP transgenics 

To study transcriptional noise, transcriptional activity has to be visualized and quantified 

accurately. Existing transgenic lines for tandem dimer(td) MCP-eGFP in zebrafish are 

unsuitable for accurate analysis of transcriptional dynamics due to the presence of fluorescent 

aggregates of tdMCP-eGFP that complicate identification of true fluorescent puncta that mark 

transcriptional activity (Campbell et al., 2015). These aggregates are likely a consequence of 

GFP’s natural propensity to dimerize at high concentrations. To address this issue, I modified 

the tdMCP-eGFP construct previously generated (Campbell et al., 2015) (Fig.1). For one 

construct, I monomerized eGFP using a A206K mutation previously described which prevents 

eGFP from dimerizing (Zacharias et al., 2002). In the second construct, I deleted the nuclear 

localization signal (NLS), which disperses GFP throughout the cell reducing its concentration in 

the nucleus. This was the strategy used to reduce background aggregates in the Drosophila 

system (Bothma et al., 2014).  

FIGURE 1 

 

 

Figure 1: Schematic of construct designs for tdMCP-eGFP lines with decreased GFP 
aggregates Two constructs were designed to be expressed ubiquitously under a βactin 
promoter with modifications to the existing tdMCP-eGFP to delete the NLS tag or monomerize 
eGFP with the A206K mutation. Constructs have Tol2 sites to generate transgenic lines by Tol2-
mediated transgenesis. 
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New tdMCP-eGFP transgenics have decreased GFP aggregates 

After successful cloning of the new constructs, zebrafish transgenics were made using 

Tol2-mediated transgenesis (Kawakami, 2007; Kawakami et al., 1998) expressing the tdMCP-

eGFP variants ubiquitously under a βactin promoter (Higashijima et al., 1997). Transgenics 

expressing either of the new constructs showed dramatic reduction or elimination of ectopic 

GFP aggregates when compared to the original Tg(βactin:NLS-tdMCP-eGFP) zebrafish line 

(Fig. 2).  While the original Tg(βactin:NLS-tdMCP-eGFP) line had visibly bright and large 

aggregates throughout the cell nuclei in the absence of any MBS binding, these aggregates 

were largely absent in cells expressing NLS-tdMCP-eGFP(A206K) despite similar nuclear 

localization of GFP. tdMCP-GFP (no NLS) expressing cells showed an absence of aggregates, 

though the GFP expression was much fainter as the signal was diffused across the cell instead 

of localized to the nucleus. This was not seen in NLS-tdMCP-eGFP(A206K) expressing cells 

which still had strong signal localized to nuclei. The decision to utilize either line for studies 

would likely be based on imaging setting preferences and on the focus of the study but both 

provide viable options absent of background aggregates.  

FIGURE 2 

 

 

 

Figure 2: Introduction of A206K mutation to GFP or deletion of NLS eliminates 

aggregates in absence of MBS Imaged GFP-positive cells (green) in zebrafish transgenics 

lines for (A) βactin: NLS-tdMCP-eGFP, (B) βactin: NLS-tdMCP-eGFP (A206K), and (C) βactin: 

tdMCP-eGFP (no NLS). 
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Visualization of active transcription by MCP-MBS binding in new tdMCP-EGFP 

transgenics 

After confirmation of reduction in aggregates in new constructs, the next step was to 

validate whether the MCP-MBS interaction is still occurring in the newly generated transgenics. 

To test this, transgenics were made by injecting both the newly designed tdMCP-eGFP and 

mCherry-24xMBS DNA constructs. When cells in the zebrafish embryo express either of the 

tdMCP-eGFP constructs along with mCherry-24xMBS-tagged RNA, bright green puncta 

representing loci of active transcription were visualized (Fig. 3A-B’). These puncta, unlike 

previous aggregates, were easily identifiable being smaller and brighter.  This demonstrates the 

tdMCP-eGFP expressed by both constructs interacts with mCherry-24xMBS-tagged RNAs in 

these cells. Importantly, these puncta display dynamic expression, indicating that the 

interactions between tdMCP-eGFP and mCherry-24xMBS tagged RNA are transient (Fig. 3C) 

making them suitable for studying transcriptional dynamics. 

 

FIGURE 3 
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Figure 3. Dynamic tdMCP-eGFP+ puncta are observed in cells expressing MBS GFP+ 
puncta (arrows) in zebrafish cells co-expressing (A) βactin: NLS-tdMCP-eGFP (A206K) or (B) 
βactin: tdMCP-eGFP (no NLS) labeled in green with (A’&B’) βactin-mCherry-24xMBS labeled in 
red. (C) Dynamic fluorescence intensities indicative of βactin -driven transcription are visible 
within a live zebrafish cell expressing both mCherry-24xMBS and tdMCP-GFP in a time-lapsed 
movie.   

 

These results offer improvements into the viability of studying transcriptional dynamics 

especially noise in vivo in real-time in a vertebrate organism. Additionally, stable zebrafish lines 

of constructs described in this work have been generated reducing variability from transient 

expression and enabling study of later developmental timepoints. This opens up the possibility 

of investigating further the roles and regulation of transcriptional noise in development. A new 

study in Drosophila using the MS2-RNA labeling system has revealed insights into regulation of 

transcriptional noise by shadow enhancers in suppressing transcription factor noise (Waymack 

et al., 2020). With continuous technological development, there is promise that comparable 

studies can be performed in vertebrate systems especially in combination with site-directed 

transgenesis into single landing sites to reduce site integration variability (Mosimann et al., 

2013). 
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Materials and methods: 

Zebrafish husbandry and transgenic generation 

All animals used in this study were raised and handled in accordance with the guidelines 

of the Institutional Animal Care and Use Committee at University of California, Irvine. AB strain 

embryos were collected from natural crosses, raised at 28.5°C in embryo medium (EM), and 

staged as previously described (Kimmel et al., 1995). To generate transgenics, wild-type AB 

embryos at 1-cell stage were injected with a 1 nl mixture of 25 ng/ul each of Tol2 Transposase 

RNA, either pTol-βactin-tdMCP-eGFP (no NLS) DNA or pTol-βactin- NLS-tdMCP-

eGFP(A206K), and pTol-βactin-mCherry-24xMBS DNA (Campbell et al., 2015) for transcript 

dynamic studies.  

 

Imaging 

Zebrafish larvae were mounted live in 0.5% low melt agarose (Apex Bioresearch 

Products) in embryo media with tricaine. Samples were imaged on a Nikon C1 confocal with a 

20x objective. Imaging processing was performed using ImageJ/Fiji software. 

 

Molecular cloning 

pTol-βactin-tdMCP-eGFP (no NLS) was generated from pTol-βactin- NLS-tdMCP-eGFP  

(Addgene #86248) through PCR mutagenesis using primers tdMCP_GFP_nlsdelF (5’GCG GCC 

GCA ATG GGC TAC CCC TAC GAC GTG CCC 3’) and tdMCP_GFP_nlsdelR (5’GGG CAC 

GTC GTA GGG GTA GCC CAT TGC GGC CGC 3’). pTol-βactin- NLS-tdMCP-eGFP(A206K) 

was generated from pTol-βactin- NLS-tdMCP-eGFP (Addgene #86248) through PCR 

mutagenesis using primers mEGFP_AKmut_F (5’ GCA CCC AGT CCA AGC TGA GCA AAG A 

3’) and mEGFP_AKmut_R (5’ TCT TTG CTC AGC TTG GAC TGG GTG C 3’). Phusion High-

Fidelity DNA Polymerase (NEB) was used for all PCR mutagenesis.  
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Chapter IV 

Crabps and retinoic acid signaling regulate germ cell proliferation and  

play a role in sex determination in zebrafish 

 

Introduction 

Sex determination is a fundamental developmental process that varies greatly across 

organisms and involves both genetic and environmental determinants. The processes that 

regulate sex determination are also surprisingly plastic even within a species. In zebrafish 

(Danio rerio), wild strains have a ZZ/ZW chromosomal sex determination system with ZW 

animals primarily becoming female and ZZ animals becoming male (Sharma et al., 1998; Wilson 

et al., 2014). In contrast, laboratory strains (e.g. AB and TU) derived from domesticated animals 

have lost this chromosomal sex determination system (Wilson et al., 2014). Although the 

mechanisms of sex determination in these lab strains are still unclear, they are thought to 

involve contributions from both environmental determinants and multiple genetic loci. 

The Vitamin-A derivative all-trans-retinoic acid (RA) is a cell-cell signaling molecule that 

plays an important role in sex determination in many vertebrate species. In mice, RA regulates 

initiation of meiosis in oocytes and promotes female sex differentiation through induction of 

Stimulated by RA gene 8 (Stra8), while an RA-degrading enzyme of the cytochrome p450 (Cyp) 

family prevents Stra8 expression in embryonic and adult testes (Koubova et al., 2006). RA 

appears to function differently in zebrafish sex differentiation. Several fish species, including 

zebrafish, lack Stra8 homologues in their genomes (Pasquier et al., 2016).  During the 

bipotential stage in zebrafish (8-20 dpf), most cells throughout the gonad express aldehyde 

dehydrogenase 2 (aldh1a2), the primary enzyme that catalyzes conversion of retinal to RA, 

likely generating high levels of RA throughout the tissue (Rodríguez-Marí et al., 2013). During 



 

63 
 

this time period, all zebrafish initially produce early-stage oocytes which mature and continue to 

be produced in females or are instead degraded in fish that will become males during sex 

differentiation (20-25 dpf) (Takahashi, 1977). This process is strongly influenced by the number 

of oocytes present at the bipotential gonad stage, since mutants with complete loss or 

reductions in oocytes become male (Dranow et al., 2016; Rodríguez-Marí et al., 2010; Siegfried 

& Nüsslein-Volhard, 2008; Slanchev et al., 2005). During sex differentiation, zebrafish express 

cyp26a1 in a sexually dimorphic manner in the gonad by upregulating somatic expression in 

males and downregulating expression in females, resulting in low and high RA levels in male 

and female gonads respectively (Rodríguez-Marí et al., 2013). Prior studies have focused 

primarily on RA at these later stages of sex differentiation and earlier roles for RA in gonad 

development prior to oogenesis have not been described.  

Cellular retinoic acid binding proteins (Crabps) bind RA with high affinity and transport it 

intracellularly. Vertebrates have two classes of highly conserved Crabps, Crabp1s and Crabp2s, 

which are responsible for transporting RA to Cyps for degradation in the cytosol as well as to 

RA-receptors (RARs) in the nucleus (Aström et al., 1991; Budhu et al., 2001; Budhu & Noy, 

2002; Delva et al., 1999). Mammalian CRABP1 and CRABP2 show variable tissue-specific 

expression, with CRABP2 being more commonly expressed in tissues that synthesize RA. 

CRABP2 has also been shown to transport RA to RARs in vitro in addition to Cyps for 

degradation, while CRABP1 has been shown to primarily transport RA to Cyp26s for 

degradation (Boylan & Gudas, 1992; Fiorella & Napoli, 1994; Won et al., 2004).  Consequently, 

in general, only elevating CRABP2 levels increases the transcription rate of RA responsive 

genes, while CRABP1 does not (Napoli, 2017). Zebrafish have four crabp orthologues, 

crabp1a/b and crabp2a/b, as a consequence of the whole genome duplication in the common 

ancestor of teleosts (Amores et al., 1998; Gates et al., 1999; Postlethwait et al., 1998). Our 

previous work studying knockdown of these genes in zebrafish morphants showed that among 

these orthologues, crabp2a is uniquely RA responsive, attenuates noise and promotes 
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robustness in RA levels during patterning of hindbrain rhombomeres (Cai et al., 2012; Sosnik et 

al., 2016). Mice lacking both Crabp1 and Crabp2 are viable but have supernumerary digits on 

the forelimb at low penetrance (Lampron et al., 1995), suggesting compensation for Crabp 

functions in RA signaling by other proteins (Romand et al., 2000). Thus, despite their extremely 

high conservation in all vertebrates, there is little evidence for essential functions in vivo. 

Here, we show essential roles for zebrafish Crabp2s in gonad development and sex 

determination. Combined loss-of-function of both Crabp2a and Crabp2b leads to a dramatic 

increase in the proportion of males, which correlates with reduced gonad size, germ cell 

proliferation and ultimately germ cell number during early gonad development. In contrast, 

combined loss-of-function of both Crabp1a and Crabp1b results in an increased proportion of 

females and increased germ cell proliferation suggesting distinct and opposing roles of Crabp1s 

and Crabp2s in this context. Exogenous RA treatments at bipotential gonad stages promote 

germ cell proliferation, suggesting a direct role for RA in early gonad development and sex 

determination.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 
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Results  

Crabp2s promotes female sex determination  

To investigate requirements for Crabps in zebrafish, we used CRISPR-Cas9-mediated 

gene editing to generate loss-of-function mutants for all four crabp genes (Fig. 1A). Upon 

generation of out-of-frame deletion mutant alleles for each gene, we did not observe any 

discernible phenotypes in single mutants aside from mild early embryonic and adult scoliosis 

defects present in crabp1b-/- mutants (supplementary material Fig. S1) When challenged with 

exogenous RA, crabp2a-/- mutants did not display the sensitized phenotype previously 

described (Cai et al., 2012). Upon analysis of RNA fold expression of crabps in mutants, we 

observed almost two-fold increase of expression in the remaining paralogue (supplementary 

material Fig. S2). We hypothesized that the absence of phenotypes in single mutants was due 

to paralogue compensation.  

To address this, we produced double mutants for both Crabp1s and Crabp2s to rule out 

genetic compensation by the remaining paralogue. Both Crabp double mutants were viable and 

survived to adulthood, so we further generated maternal-zygotic homozygous double mutants 

for each (crabp1a-/-/crabp1b-/- and crabp2a-/-/crabp2b-/-), which were both viable and fertile. Upon 

investigation of these mutants, we did not observe some of the hindbrain patterning defects 

found in Crabp2a morphants. This could be due to genetic compensation triggered by mutant 

mRNA degradation (El-Brolosy et al., 2019). Strikingly though, sex ratios in crabp2a-/-/crabp2b-/- 

mutants were dramatically shifted such that nearly all adults appeared to be males, which was 

not observed in crabp1a-/-/crabp1b-/- mutants or in wild-type (AB) (Fig. 1B). These data 

suggested that Crabp2s have essential roles in female sex determination and/or differentiation 

and the maintenance of proper sex ratios. 

To assess possible causes of the skewed sex ratio, we examined gonads at different 

developmental stages. crabp2a-/-/crabp2b-/- double mutants had notably smaller gonads with 

fewer germ cells (GCs) as marked by the GC-specific marker Ddx4/Vasa when compared to 
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wild-type animals at the bipotential stage at 12 dpf (Fig. 1C-D).  These differences persisted 

through sex differentiation and into adulthood (Fig. 1E-F). Adult crabp2a-/-/crabp2b-/- mutant 

males have testes that appeared identical to those of wild-type animals (Fig. 1G-H). This was 

not surprising as crabp2a-/-/crabp2b-/- mutants are fertile. Based on these results, the differences 

in gonad size and GC number strongly suggests that Crabp2s have a role in regulating early 

gonad development. 

 

FIGURE 1 
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Figure 1. Crabp2s mutants are disproportionately male and have smaller gonads (A) 
Gene schematic of crabp2a with exon 2 indicated by orange arrow. Sequences of crabp mutant 
alleles depicting gRNA target sites (underlined) and deleted regions (red) in exon 2 of crabp1a, 
crabp1b, crabp2a, and crabp2b. (B) Histogram displaying sex ratios in wild-type (male n=77, 
female n=57), crabp1a-/-/crabp1b-/- (male n=51, female n=52), and crabp2a-/-/crabp2b-/- (male 
n=88, female n=5) animals. (C-H) Representative confocal z-projections of 12 dpf (C-D), 24 dpf 
(E-F), and adult (G-H) gonads in wild-type and crabp2a-/-/crabp2b-/- mutant animals. Germ cells 
labeled by Ddx4/Vasa (green). Nuclei labeled with DAPI (blue). Scale bars = 20 μm. 

 

Activation of RA signaling in germ cells of the bipotential gonad  

As Crabps are intracellular transporters of RA and mediate various aspects of RA 

signaling, these results indicate that RA signaling during these early stages is important for 

gonad development. While we observe smaller gonads and lower number of germ cells in 

mutants, it is still unclear whether these are secondary effects from changes in RA signaling in 

somatic cells or in the GCs themselves. To investigate whether loss of GCs or skewed sex 

ratios are a result of GC autonomous or non-autonomous effects, we first looked at RA 

responses in cells of larval and juvenile zebrafish gonads using a RA response element 

transgenic reporter line, Tg(RARE-gata2a:NLS-YFP)ID1 (Perz-Edwards et al., 2001). 

Interestingly, we observed strong RARE-YFP expression specifically in GCs at the early 

bipotential gonad stage at 12 dpf (Fig. 2A-C). Also consistent with earlier reported expression 

(Rodríguez-Marí et al., 2013), elevated RARE:YFP expression persisted through sex 

differentiation at 23 dpf (Fig. 2D-F).  These observations indicate a role for RA signaling in GC 

development.  
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FIGURE 2 

 

Figure 2. Germ cells are responsive to retinoic acid during early gonad development (A-
F) Representative confocal z-projections of 12 dpf (A-C) and 23 dpf (D-F) gonads in 
Tg(RARE:YFP) zebrafish. Relative RA levels labeled by YFP expression (green). Germ cells 
labeled by Ddx4/Vasa (red). Nuclei labeled with DAPI (blue). Scale bars = 50 μm. 

 

Crabp2s promote germ cell proliferation  

Previous studies have shown that higher GC numbers during the bipotential stage in 

zebrafish favor female sex determination while reductions or loss of GCs favor male sex 

determination (Leerberg et al., 2017; Tzung et al., 2015). Notably, laboratory zebrafish larvae 

tend to have a unimodal distribution of GCs in the population at 7 dpf but by 14 dpf a bimodal 

shift can be distinguished with larvae having higher GC numbers being more likely to develop as 

females (Tzung et al., 2015). RA promotes proliferation of human GC-like cells and dissected 

chick primordial GCs in cell culture (Tan et al., 2015; Yu et al., 2012), but this has not been 

tested in vivo. Given this connection between RA and cell proliferation, we hypothesized that 
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Crabp2s and RA are important for regulating GC proliferation during early stages of zebrafish 

gonad development.  

To assess this, we quantified GC numbers in crabp2a-/-/crabp2b-/- mutant gonads stained 

with Ddx4 and compared them to wild-type. We did not observe a significant difference at 7 dpf 

between crabp2a-/-/crabp2b-/- mutant and wild-type animals, but by 12 dpf, crabp2a-/-/crabp2b-/- 

mutant gonads had far fewer GCs compared to wild-type gonads (Fig. 3E). To assess if this 

decrease is due to reduced proliferation, we incubated 11 dpf larvae for 24 hours in 10mM 

BrdU, dissected gonads at 12 dpf and quantified the number of BrdU and Vasa double (+) (Fig. 

3A-D). We found that the proportion of BrdU(+) GCs in crabp2a-/-/crabp2b-/- mutant gonads was 

reduced compared to wild-type gonads (Fig. 3F). This indicates that loss of Crabp2s results in 

decreased GC proliferation early in gonad development causing low GC number during the 

biopotential stage.  

 

FIGURE 3 
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Figure 3. Crabp2 mutant gonads have fewer germ cells and decreased rate of 
proliferation (A-D) Representative confocal z-projections of BrdU incorporation at 7 dpf (A-B) 
and 12 dpf (C-D) gonads in wild-type and crabp2a-/-/crabp2b-/- mutant animals. Germ cells are 
labeled with Ddx4/Vasa (green) and proliferating cells by BrdU (Magenta). (E) Box and whisker 
plots depicting the number of germ cells in a gonad at 7 dpf and 12 dpf. Each data point 
represents the total number of germ cells in one gonad. At 7 dpf, crabp2a-/-/crabp2b-/- mutants 
and wild-type animals have similar germ cell numbers (mean ± SEM = 21.17 ± 1.42, 24.83 ± 
2.09, respectively; P = 0.1775). At 12 dpf, crabp2a-/-/crabp2b-/- mutants have a significantly 
lower number of germ cells compared to wild-type (mean ± SEM = 33 ± 3.85, 67.5 ± 5.79, 
respectively; P = 0.0001). (F) Box and whisker plots depicting the percentage of proliferating 
germ cells in a gonad at 7 dpf and 12 dpf. Each data point represents the number of BrdU(+) 
germ cells in one gonad. At 7 dpf, crabp2a-/-/crabp2b-/- mutants and wild-type animals have 
similar proportions of BrdU(+) germ cells (mean = 4.34% and 7.52%, respectively; P = 0.4507). 
At 12 dpf, crabp2a-/-/crabp2b-/- mutants have a significantly lower proportion of BrdU(+) germ 
cells compared to wild-type (mean = 7.20% and 12.22%, respectively; P = 0.0424). (Unpaired 
two-tailed t-test; * = P < .05; *** = P < .0001; n.s. = no significance). For box and whisker plots, 
genotypes are indicated for wild-type by gray bars and crabp2a-/-/crabp2b-/- by white bars. Nuclei 
labeled with DAPI (blue). Scale bars = 50 μm.  

 

Novel roles for RA in germ cell proliferation during early gonad development 

Based on these findings, we hypothesize that reduction in RA signaling in crabp2a-/-

/crabp2b-/- mutants causes reduction in GC proliferation suggesting that RA positively regulates 

GC cell division. To test this, we treated wild-type zebrafish larvae with either DMSO vehicle 

alone or 0.5 µM RA starting from 8 dpf. Larvae treatment groups were also incubated in 10mM 

BrdU the day prior to their fixation at 10 or 12 dpf to assess proliferation. We expect to see 

greater GC number and proliferation in RA treated fish. (Fig. 4A-D). Both DMSO- and RA-

treated larvae had reduced numbers of GCs and BrdU incorporation compared to untreated fish. 

This is likely due to the larvae being kept in dark conditions to prevent RA degradation and 

possibly less food intake, as the medium is changed daily several hours after their daily feeding 

of live rotifers. Despite this, we did not detect a significant difference in GC number or 

proliferation between either condition at 10 dpf however, we observed a significant increase in 

GC number and proliferation in 0.5 µM RA-treated larvae at 12 dpf (Fig. 4E-F). These results 

point to a novel role for RA in promoting germ cell proliferation at early stages of gonad 

development. These data are consistent with our hypothesis that the loss of the Crabp2s in 
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zebrafish causes decreased RA signaling in GCs resulting in lower levels of GC proliferation 

and subsequently smaller gonad size, thus promoting predominantly male development (Fig. 

4G).  

 

FIGURE 4 
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Figure 4. Retinoic acid promotes germ cell proliferation during gonad development (A-D) 
(A-D) Representative confocal z-projections of BrdU incorporation at 9-10 dpf (A-B) and 11-12 
dpf (C-D) in gonads of DMSO vehicle (A, C) or 0.5 µM RA (B, D) treated animals. Germ cells 
are labeled with Ddx4/Vasa (green) and proliferating cells by BrdU (Magenta). (E) Box and 
whisker plots depicting the number of germ cells in a gonad at 10 dpf and 12 dpf. Each data 
point represents the total number of germ cells in one gonad. At 10 dpf, DMSO- and 0.5 µM RA-
treated animals had similar germ cell numbers (mean ± SEM = 23.50 ± 1.66, 25.00 ± 1.25, 
respectively; P = 0.4930). At 12 dpf, DMSO-treated animals have a significantly lower number of 
germ cells compared to 0.5 µM RA treated animals (mean ± SEM = 32.38 ± 5.28, 58.45 ± 7.56, 
respectively; P = 0.0182). (F) Box and whisker plots depicting the percentage of proliferating 
germ cells in a gonad at 10 dpf and 12 dpf. Each data point represents the number of BrdU(+) 
germ cells in one gonad. At 10 dpf, the majority of both DMSO and 0.5 µM RA-treated animals 
have no BrdU(+) cells (mean = 1.67% and 3.48%, respectively; P = 0.4209). At 12 dpf, DMSO 
treated animals have a significantly lower proportion of BrdU(+) germ cells compared to 0.5 µM 
RA-treated animals (mean = 14.11% and 20.45%, respectively; P = 0.0044). (Unpaired two-
tailed t-test; ** = P < .01; n.s. = no significance).(G) Model schematic for role of RA and Crabp2s 
on regulating germ cell development and sex differentiation (Created with BioRender.com). For 
box and whisker plots, treatment conditions are indicated for DMSO by solid gray bars and 
0.5µM RA by diagonal striped bars. Nuclei labeled with DAPI (blue). Scale bars = 30 μm.  

 

Crabp1s play an opposing role to Crabp2s in RA regulation and germ cell proliferation 

As opposed to Crabp2s who transport RA to both receptors and degradation enzymes, 

Crabp1s have been primarily shown to transport RA to degradation enzymes. With absence of 

Crabp1s, it would be hypothesized that intracellular levels of free RA would be increased due to 

reduced transport to degradation enzymes. Supporting this, crabp1b-/- mutants have early 

embryonic phenotypes similar to embryos treated with exogenous RA (supplementary material 

Fig. S2). In the sex ratio analysis of double Crabp mutants (Fig. 1B), the proportion of females 

was increased in crabp1a-/-/crabp1b-/- mutants compared to WT suggesting Crabp1s may 

promote male sex determination as opposed to female sex determination like Crabp2s.  

After observing that exogenous RA promotes GC proliferation, we questioned whether 

Crabp1 mutants would have a similar phenotype. Since hypothetically if Crabp1s were absent 

and thus transport of RA to degradation enzymes decreased, it should also increase 

intracellular RA levels thus increasing GC proliferation. To examine this, we examined GC 

number and proliferation in crabp1a-/-/crabp1b-/- mutant gonads at 11 dpf and compared them to 

both WT and crabp2a-/-/crabp2b-/- mutant gonads (Fig. 5A-E). While crabp1a-/-/crabp1b-/- 
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mutants did not have significantly higher GC number or proliferation compared to WT, this could 

be due to low number of animals examined (Fig. 5D-E). Even so, the average level of GC 

proliferation tends to be higher in crabp1a-/-/crabp1b-/- mutants compared to wild-type 

suggesting Crabps1 repress cell proliferation (Fig. 5D-E). Additionally, we found crabp1a-/-

/crabp1b-/- mutants had significantly higher GC number and proliferation compared to crabp2a-/-

/crabp2b-/- mutants suggesting distinct and opposing roles of Crabp1s and Crabp2s in GC 

proliferation and sex determination (Fig. 5F).   

 

FIGURE 5 
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Figure 5. Crabp1s mutants have lower germ cell numbers and proliferation (A-C) 
Representative confocal images of antibody staining against phospho-Histone H3 at 11 dpf in 
gonads of (A) wild-type, (B) crabp2a-/-/crabp2b-/-, (C) crabp1a-/-/crabp1b-/- animals. Germ cells 
are labeled with Ddx4/Vasa (green) and proliferating cells by pHH3 (magenta). (D) Box and 
whisker plots depicting the number of germ cells in a gonad at 11 dpf. Each data point 
represents the total number of germ cells in one gonad. Crabp1a-/-/crabp1b-/- mutants and wild-
type animals have similar germ cell numbers (mean ± SEM = 48.00 ± 14, 52.75 ± 12.43, 
respectively; P = 0.8283). crabp1a-/-/crabp1b-/- animals have a significantly higher number of 
germ cells compared to crabp2a-/-/crabp2b-/-animals (mean ± SEM = 19.50 ± 2.16; P = 0.01). (E) 
Box and whisker plots depicting the percentage of proliferating germ cells in a gonad at 11 dpf. 
Each data point represents the number of pHH3(+) germ cells in one gonad. Crabp1a-/-/crabp1b-

/- mutants and wild-type animals have similar proportions of pHH3(+) germ cells. (mean = 
93.96% and 76.00%, respectively; P = 0.3411). Crabp1a-/-/crabp1b-/- animals have a significantly 
higher significantly lower proportion of pHH3(+) germ cells compared to crabp2a-/-/crabp2b-/-

animals (mean = 41.88%; P = 0.0017). (Unpaired two-tailed t-test; ** = P < .01; n.s. = no 
significance). (F) Model schematic of role of Crabps in regulating RA and cell proliferation 
(Created with BioRender.com). For box and whisker plots, genotypes are indicated for wild-type 
by dark gray bars, crabp2a-/-/crabp2b-/- by white bars, and crabp1a-/-/crabp1b-/- by light gray bars.  
Nuclei labeled with DAPI (blue).  

 

 

FIGURE 6 

 

 

Figure 6. Gene expression changes in Crabp2 Mutants Fold change expression of select 
gene transcripts in Crabp2 mutants compared to wild-type. For each sample, four zebrafish 
larvae at 15 dpf were pooled for quantitative polymerase chain reaction (qPCR).  
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Lastly, to assess what RA pathways or targets Crabps may regulate during this 

developmental stage, we performed qPCR on whole crabp2a-/-/crabp2b-/- mutant fish at 15 dpf, 

focusing on genes involved in RA synthesis or degradation (aldh1a2, cyp26a1, cyp26b1), genes 

implicated in early gonad development (nr5a1a/Sf1, gata4, sox9a) (Hu et al., 2013; Kashimada 

et al., 2011; Luo et al., 1994; Rodríguez-Marí et al., 2005; Sun et al., 2013), and genes that 

have roles in GC meiosis or proliferation (vasa, sycp3, pou5h1/Oct4, and ccnb1) (Hartung et al., 

2014; Kehler et al., 2004; Strauss et al., 2018; Yuan et al., 2000) (Fig. 6). We observed slight 

upregulation of cyp26a1, an RA degradation enzyme which is induced by RA in early embryos 

(White et al., 2010) and upregulated in male differentiating somatic cells (Rodríguez-Marí et al., 

2013). We detected only slight changes in RA target genes and the germ line stem cell marker 

pou5h1. These genes are also expressed in a variety of other tissue types, so specific effects 

on GC development and cell states may be obscured in whole fish gene expression analysis. 

We observed a significant decrease in expression of the GC marker ddx4/vasa, consistent with 

our data that crabp2a-/-/crabp2b-/- mutants have fewer germ cells than WT. Also of note was the 

downregulation of cyclin b1 (ccnb1), which is normally upregulated in female zebrafish and 

important for oocyte maturation (King et al., 2020). Surprisingly, we also observed a dramatic 

increase in expression of synaptonemal complex protein 3 (sycp3), which has an important role 

in meiosis. This might suggest that Crabp2s regulate the balance between GC proliferation and 

differentiation, though this requires additional studies. 
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Discussion 

In summary, our data reveals novel and critical roles for Crabps and RA in GCs during 

early gonad development in zebrafish. Our work indicates Crabp2-mediated RA signaling 

promotes GC proliferation which in turn influences the number of oocytes produced during the 

bipotential stage, the number of which is a critical factor in maintaining female development and 

balanced sex ratios. Our findings also suggest that Crabp1s may have an opposing role in GC 

development, instead suppressing GC proliferation. This could be either through lowering 

intracellular RA levels by expediting transport of RA to degradation enzymes or by mediating 

non-canonical activation of ERK1/2 by RA as previously reported in stem cells of other tissues 

(Lin et al., 2017; Persaud et al., 2013). Future studies are needed to elucidate specific roles of 

individual Crabps in RA signaling in early GC development. 

Additionally, our work reveals a novel role of RA in early gonad development that seems 

to function specifically during the period where GC number shifts from a unimodal distribution at 

7 dpf to bimodal distribution at 14 dpf (Tzung et al., 2015). Also, as RA is a dietary derived 

metabolite from Vitamin-A and food availability is well-known to influence sex ratios in zebrafish 

(Lawrence et al., 2007) this could be one of the mechanisms that contribute to that 

environmental influence.  These results emphasize the importance of dietary metabolites and 

the genes that regulate them in development. Overall, our work highlights yet another genetic 

mechanism that contributes to the complex mosaic of germ cell development and sex 

determination in zebrafish. 
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Materials and Methods 

Generation of mutants 

To generate mutants, we used the CRISPR/Cas9 system in zebrafish as previously 

described (Jao et al., 2013). Wild-type AB embryos were injected at the 1-cell stage with Cas9 

mRNA and gRNAs designed using CHOPCHOPv2 web tool (Labun et al., 2019) for crabp2a 

(Gene ID: 171480) and crabp2b (Gene ID: 503502). gRNAs were transcribed using the 

MEGAshortscript T7 Transcription Kit (Invitrogen AM1354). 

For primers used in study, see supplementary materials Table 1.  

 

Retinoic acid and BrdU treatments  

Wild-type or mutant larvae were treated with all-trans RA (Sigma-Aldrich R2625) or the 

vehicle DMSO dissolved in fish water at specified concentrations. Treatments began at 8 days 

postfertilization (dpf) in the dark with treatment medium being replaced daily until fixation with 

4% Paraformaldehyde (PFA). For BrdU treatment, 24 hours prior to fixation larvae were 

transferred to a 0.5% DMSO solution of 10mM BrdU (Sigma-Aldrich B-5002) in fish water.  

 

Immunohistochemistry 

Larvae were euthanized with tricaine (Sigma-Aldrich MS-222) and fixed with 4% PFA at 4°C 

overnight. Samples were washed in PBS-DT (1% DMSO, 0.5% Triton x-100) and blocked with 

either 5% donkey or goat serum in PBS-DT. Primary antibodies and stains in this study were 

used at the following concentrations: Rabbit anti-Ddx4/Vasa 1:2000 (Knaut et al., 2000), Mouse 

anti-BrdU 1:500-1:1000 (Sigma-Aldrich B-2531), Rat anti-pHH3 1:500 (Sigma-Aldrich H9908) 

and DAPI nuclei stain 1:1000. 

 

 

 



 

78 
 

Imaging 

Gonads were dissected and whole-mounted in 100% glycerol onto glass slides for imaging after 

dehydration in progressively higher glycerol concentrations. Confocal imaging was performed 

on a Leica SP8 confocal with a 40x water immersion objective. Imaging processing was 

performed using ImageJ/Fiji software. 
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Chapter V 

Conclusions and Future Directions 
 
 

One of the most essential aspects of development is that it is robust. From the top down, 

structures form from individual to individual of a species in largely the same way, morphogen 

gradients are reproducibly generated, and how even individual cells can be reliably specified is 

a wonder. These processes also show resilience despite large sources of variation from intrinsic 

stochasticity and external environmental influences. In my work, I describe mechanisms that 

drive robust responses to RA at various levels from the tissue wide patterning events by 

morphogen gradients to individual cells in regulating responses to morphogen levels which all 

culminate to big decisions that have a large effect on developmental outcomes. 

 

Mechanisms across a tissue: morphogen gradients and morphogenesis 

During tissue patterning, cells are able to determine their specific position through 

interactions with morphogens and cell-cell interactions. This is important in the hindbrain where 

segments are discrete sizes with razor sharp boundaries. To look further into this topic in 

Chapter II, we decided to look at hindbrain segmentation and boundary sharpening through a 

computational biology lens. Through computational modeling, we were able to examine and 

modulate specific parameters that would be almost impossible to change individually biologically 

to address questions of why specific events happen as they do during this biological process? 

This brings us back to the concept of canalization first proposed by Waddington. Natural 

selection is a driving factor that limits variability in decisions in development making these 

processes more robust.  

This is the case in the zebrafish hindbrain, where we learned the rationale for induction 

of a second local FGF gradient by Hoxb1a in not only specifying additional segments, but in 
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also making the system more robust to variations in initial hoxb1a levels. Developmental 

processes have on many levels these mechanisms of positive feedback that inherently support 

robustness. It is fascinating how these processes tie together different aspects in both gene 

regulation and cell sorting to create synergistic effects. These findings can be applied to other 

tissues that are also patterned similarly by multiple morphogens. Additionally, in the hindbrain 

other morphogens are present such as Wnt, so further investigations are needed to understand 

more comprehensively all the morphogen gradient interactions in the tissue. 

We also saw insights into how morphogenesis orchestrates tissue wide patterning 

events. The zebrafish hindbrain undergoes rapid convergent-extension during a specific window 

early in hindbrain segmentation. This specific rapid rate of elongation of the hindbrain during this 

period was found to be critical for improving boundary sharpening and segment size. It 

accomplished this in two ways: by strengthening cell-cell interactions increasing cell sorting and 

by creating a steeper gradient of RA for more efficient cell switching. Morphogenesis has largely 

been neglected in favor of studying molecular mechanisms that control patterning and cell fate 

specification. Yet this shows these processes are inextricably tied together, with temporal timing 

of morphogenesis being vital for coordinating different molecular mechanisms in hindbrain 

segmentation. Future studies are required to investigate roles of morphogenesis in other tissues 

and of different coordinated cell movements such as those along the D-V axis. 

 

Mechanisms at the cellular level: morphogen transport and signal mediation by 

intracellular binding proteins 

Next to shift gears and look at mechanisms that promote robust responses to RA at the 

cellular level, I examine in Chapter IV the role of individual cellular retinoic acid binding proteins 

in regulating responses to RA. In this work, I was able to show the essential roles of Crabp2s in 

mediating RA signaling and promoting germ cell proliferation. This was in contrast to Crabp1, 

which though structurally similar and has shared functions, has an opposite function in germ 
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cells by repressing cell proliferation. These specific functions of individual Crabps are shown to 

have larger consequences by promoting specific sex fates, influencing organisms on the 

population level by regulating sex ratios.  

Also, while these findings may seem relevant only in this particular sex determination 

context, in many other organism including mammals, early onset of RA signaling and meiosis in 

germ cells is a fundamental event in female sex determination (Koubova et al., 2006; Bowles & 

Koopman, 2007). This indicates RA regulation is still important in sex determination, just that 

other systems gain or lose different regulatory mechanisms based on selection factors. 

Additionally, it is to be noted that Crabps are extremely well conserved in vertebrates and 

expressed in most tissues where RA signaling occurs, pointing to obvious evolutionary 

advantages to Crabp regulation of RA. 

 Future studies are still required to understand how cellular responses to RA are 

regulated in not only germ cells but in other cell types and tissues as well. This is only further 

complicated by the myriad of effects RA has on different cell types during different stages of 

development. In cell differentiation, RA in different contexts can lead to stem cell renewal or 

differentiation (Niederreither & Dollé, 2008). In cancer, RA has different effects on inhibiting or 

promoting growth based on the specific cell type and context (Mezquita & Mezquita, 2019). 

Studying Crabps can help decipher this puzzle, with specific Crabps having been already 

identified as biomarkers for different prognosis in specific cancers (Xiao et al., 2014; Liu et al., 

2015; Celestino et al., 2018; Kim et al., 2018).  

In summary, it is clear based on previous studies and my own findings that Crabp 

regulation of RA is complex. Differential expression and regulation of Crabps in different tissues 

only further amplifies this complexity. This complexity is likely one of many factors that drives 

the diverse yet consistent responses of cells to RA. Understanding how Crabps are regulated 

and how they regulate RA could potentially allow us to differentiate both the various responses 

of cells to RA and the amplitude of response highlighting their importance for future studies.  



 

82 
 

Mechanisms at the molecular level: transcriptional noise 

Finally, previous studies have established the importance of stochastic noise and its 

regulation in development (Elowitz et al., 2002; Kaern et al., 2005; Kepler & Elston, 2001). In 

hindbrain segmentation and boundary sharpening, transcriptional noise in segmentation genes 

was found to have a positive role by giving cells along the boundaries a mechanism to 

accurately interpret noisy RA signals (Zhang et al., 2012).  Studies in vertebrates on gene 

expression noise have been limited due to lack of existing technology suitable for this purpose. 

In chapter III, I focused on developing tools to look at transcriptional noise by improving the MS2 

RNA-labeling system in zebrafish. This system will open up the possibilities of many future 

studies not only on the role of noise during patterning events, but also on the factors regulating 

gene transcription whether it be the basal level of transcription at different temperatures or by 

specific morphogens like RA. This can also be used to study roles of specific cis-regulatory 

elements and their spatial and temporal regulation of gene expression. Even now, existing 

technology is most weak in terms of ability to study events temporally, and from the sum of work 

in my thesis it is clear how important temporal timing is in development.  

With a topic as complex and wide-ranging as developmental robustness, it is always 

essential to investigate the topic on various levels and from many different perspectives.  

In my thesis, I looked into what mechanisms drive robust responses to retinoic acid in 

development from the tissue to the molecular level. While the findings may seem tangentially 

related at first, common themes arise such as the importance of developmental timing and 

diversity in generating robust outcomes.  These themes will form the basis of future studies that 

will lead us to understanding further just how development is so reliably robust.  
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S1. Signaling exchanges between continuum domain and individual cells 

In the computational framework, the morphogen domain uses a regular rectangular mesh and 

the tissue domain uses an irregular mesh, where grids are the nodes in each moving cell. 

Morphogens need to transmit signals to individual cells and FGF synthesis needs hoxb1a 

expression in individual cells. We use interpolations to conduct the signaling exchanges from 

two domains.  

 

 From morphogen domain to tissue domain, we use a constant interpolation. For i-th cell, 

the morphogen level [M]i that is closest to the cell location: 
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Here [M]i can represent either the intracellular RA ([RA]in) or FGF signaling ([Fgf]signal) in i-th 

cell. From tissue domain to morphogen domain, we use the build-in function “griddata” in 

MATLAB to interpolate the hoxb1a expression [H] defined on scatter points (i.e. centers of 

individual cells) to the regular mesh in the morphogen domain: 
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[H](x) = griddata([H]

i i=1

N
cell ,c

i i=1

N
cell ,x)  (S2) 

 
S2. Models for individual cells and their interactions 

Following our previous work (Wang et al., 2017), we use the subcellular element method 

(SCEM) to model individual cells (Newman). Each cell consists of sub-cellular elements 

(nodes) and interacts according to a prescribed intercellular force potential. A cell consists of 

2Nnode (Nnode=6) nodes and those nodes form two hexagonal layers as shown in Fig S6A. The 

radius of the outer layer is Rout and the radius of the inner layer is Rin. Initially cells are uniformly 

distributed in the tissue domain as shown in Fig 2H. For a system with Ncell cells and each cell 

has 2Nnode nodes, the location of i-th node in n-th cell 
   
x

n, j
 is determined by the equation 
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On the right hand side, the first term represents cell migration due to convergent extension 

(Rørth, 2012; Schumacher et al., 2016). It is given by 
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The second term represents the forces between cells while the third term represents forces 

between nodes within the same cell to maintain the stable cell morphology (Newman). For 

two nodes, their interactions are determined by Morse potential with a cutoff distance d: 
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where r is the distance between these two nodes and d is the constant cut-off distance taken 

as two-fold of cell diameter (4R0=16 μm). The short-range repulsion 

  

U exp(-
r

x
) maintains a 
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minimum distance between nodes and the long-range attraction 

  

-V exp(-
r

z
)  makes nodes 

move closer. For nodes in the same cell, the non-zero intracellular forces are determined by: 
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To model selective cell sorting for nodes in two cells, the non-zero intercellular forces depend 

on the identities of these two cells. In some cases, cells with the same identity sort using both 

long-range attractive and short-range repulsive forces, and cells with different identities sort 

using repulsive forces: 
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In our model, selective inter-cellular forces depend on krox20 levels in a pair of cells. We 

determine the inter-cellular forces using an affine combination of two types of forces in Eq. 

(S7). The discrepancy between krox20 levels in these cells is used to determine the 

coefficients of the affine combination. For m-th and n-th cell, a similarity function is defined to 

describe such a discrepancy: 

   (S8) 

where  d
i
 is the relative level of krox20 in i-th cell normalized by the maximum expression 

krox20 over all cells.   d
i = 1 indicates that the cell expresses a maximum level of krox20 and 

  d
i = -1 indicates the cell has zero krox20 expression. The force between two cells is attractive 

when they have similar krox20 levels (  if 
  
d

m
= d

n
= ±1) and is repulsive when they have 

different krox20 levels (  if 
  
d

m
= -d

n
= ±1). The Morse potentials between a pair of nodes 

in two different cells with locations at 
   
x

m, j
 and 

   
x

n,i
 are defined by  



 

103 
 

    (S9) 

 

Taken together, the second term in Eq. (S3) given by  
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where  is the Gaussian-distributed noise.  

 

The canonical SCEM only considers Morse potentials as discussed above. To avoid 

squashed or exploded cells, we add other spring-type pairwise interactions to nodes within 

the same cell (Wang et al., 2017). In i-th cell, we evenly divide nodes into two layers, where 

each layer initially has a regular polygonal structure. These pairwise interactions act on 

neighboring nodes between the same layer 
   
x

n,i
~ x

n,i±1
 and the nodes between different layers 

with the same index 
   
x

n,i
~ x

n,i±N
node

. The force is given by  
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where 
  
l
i , j

n  is the constant length between node 
   
x

n,i
 and 

   
x

n, j
 at an initial time and it has three 

possible values, lout, lin, linter, depending on the types of two nodes (Fig S6A). Then for i-th 

node in the n-th cell, the motion from this force is 
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To prevent cells from leaving the tissue domain, we add two layers of “ghost cells” located 

outside the boundary tissue domain to provide extra forces.  
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S3. One-dimensional gene expression model 

In the main text, we compare and contrast the two-morphogen and one-morphogen models. 

The equations are defined for the fixed one-dimensional domain with deterministic description. 

The equations for the two-morphogen model are given by Eq. (10) in Methods by removing 

noise terms. For the one-morphogen model, RA induces both hoxb1a and krox20. Only 

equations for hoxb1a and krox20 are modified:  
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S4. Initial cell distribution for cell sorting-only model. 

In Fig 5B, we use mixture Gaussian distribution to generate the “salt-and-pepper” initial cell 

distribution. We label the cells with r2, r3, r4, r5 and r6 identities as 1, 2, 3, 4 and 5, 

respectively. For a cell with A-P position x, we normalized its A-P position  in 

the range of [0,1] where 
  
x

min
= r

1
L

1
(0) and 

  
x

max
= r

2
L

1
(0) are A-P positions of boundaries of the 

tissue domain. The probability for this cell being i-th type of cell is given by  

 .  (S14) 

We take the weights and the variance as 
  
f

i
= 1 5  

  
s

i
= 0.08  for all i. The means 
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4
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10
(1,3,5,7,9) denote the average A-P positions of each cell type. The 

probability distributions of different cell types are shown in Fig S6C. 
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S5. Determination of cell fate 

In the main text, we discuss cell commitment time, defined by the latest time that a cell 

changes its fate. To determine cell fate numerically, we used thresholds for hoxb1a and 

krox20 expression. There are three types of cells in the r2-r6 domain. Cells in r2 and r6 have 

low expression of both hoxb1a and krox20. Cells in r3 and r5 have low hoxb1a and high krox20 

expression. Cells in r4 have high hoxb1a and low krox20 expression. “High” and “low” levels 

are defined by expression thresholds of 1.2, with no cell identified as having high expression 

of both hoxb1a and krox20. The expression thresholds are defined as the following: 

 

  

1) none expressing identity: [H] < 1.2, [K ] < 1.2;

2) hoxb1a identity: [H ] < 1.2, [K ] ³ 1.2;

3) krox20 identity: [H ] ³ 1.2, [K ] < 1.2.

  (S15) 

 

S6. Numerical solvers 

S6.1. Solving PDEs (morphogens) in moving boundaries 

For morphogens RA and FGF, the two-dimensional spatial domains have moving boundaries. 

A general form of the equation is given by  
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To numerically solve these PDEs, we first transform the dynamic domain to the unit square 

by using a coordinate transformation: 
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The partial derivatives in a transformed coordinate system are given by  
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The resulting equation in the new coordinate system is given by: 
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For spatial discretization, we use uniform rectangular grids with 151 and 71 grid points along 

the A-P and L-R axis, respectively. The central difference method is used for the discretization 

of the diffusion term. For temporal discretization, we use the Euler-Maruyama method with a 

fixed time step. The time step for morphogens and gene expressions model is 
  
Dt

1
= 1.8 

seconds. 

 

S6.2. Solving equations in discrete cells model 

We use the Euler-Maruyama method to solve Eq. (S3) with the fixed time step 
  
Dt

2
= 3.6  

seconds. For calculations of the pairwise interactions between nodes in Eq. (S10), we use 

GPUs algorithm by using “gpuArray()” function in MATLAB. 
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S7. Parameters 

S7.1. Parameters value and selection 

Parameter values used in our simulations are listed in Tables A, B and C. In particular, 

parameters used in cell mechanical models are listed in Table A, and parameters used in 

gene regulation models are listed in Table B. The sampling ranges of random parameters in 

Fig 7 are listed in Table C.  

 

In cell-based models, the A-P range of the tissue domain, determined by ratios r1 and r2, is 

chosen to allow r2-r6 to be contained within this region, where r3-r5 A-P lengths are from 

experimental measurement (Table G) while r2 and r6 lengths are assumed to have similar 

lengths to r3 and r5 (since all rhombomeres in r2-r6 have similar A-P lengths). The cell radius, 

Rout, is around 4 μm in 11-14hpf, which is estimated from images in (Addison et al., 2018). In 

cell mechanical models, the parameters are taken from our previous work (Wang et al., 2017) 

and the time and length units have been adjusted based on new measurements. In gene 

regulation models, the parameters for RA (i.e. Dr, vr, βr, kmax, and k0) are taken from previous 

modeling and experimental studies (White et al., 2007).  Since FGF generated in r4 is likely 

to have a shorter decay length than RA, we use a 3-fold smaller diffusion coefficient Df than 

for RA (Dr). The degradation rate chosen, df2, is also larger than the degradation rate of RA. 

As a result, FGF gradients are established much faster than RA gradients, Parameters for 

hoxb1a and krox20 expression, ahh, akk, arh, dh, dk bhk and bkh were initially taken from our one-

morphogen model (Zhang et al., 2012) and adjusted manually to achieve values that produce 

a five-segment pattern according to length and time measured in this work. All other 

parameters in the gene regulation models were adjusted to produce a five-segment pattern 

with correct rhombomere A-P lengths. The noise magnitudes, (μ* parameters) were selected 

manually to give effective boundary sharpening that changed with increased or decreased 

noise magnitudes.  
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Parameters Value Unit Reference 

r1 0.038 -- This study 

r2 0.28 -- This study 

Ncolumn 15 -- This study 

Nrow 23 -- This study 

Ncell 345 -- This study 

Nnode 6 -- This study 

Rout (cell radius) 3.60 μm Estimated from 

images in 

(Addison et al., 

2018) 

Rin 1.80 μm (Wang et al., 

2017) lout 3.60 μm 

lin 1.80 μm 

linter 1.80 μm 

m   1.11 sec-1 

  
U

intra
 1.33x10-1 μm2 sec-1 

 
x

intra
 2.4 μm 

  
V

intra
 5.56x10-2 μm2 sec-1 

 
z

intra
 3.6 μm 

  
U

inter

Atr  1.04x10-1 μm2 sec-1 

  
U

inter

Rep  2.50x10-2 μm2 sec-1 
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x

inter
 5.0 μm 

  
V

inter

Atr  6.67x10-2 μm2 sec-1 

 
z

inter
 11.00 μm 

   

Table A. Parameters for the cell mechanical model.  

Parameters Value Unit Reference 

Dr 2.83 μm2 sec-1 (White et al., 2007) 

vr 1.11x10-2 sec-1 

kr 2.22x10-4 sec-1 

 
b

r
  1 -- 

kmax 5.56x10-1 sec-1 

k0 1.11x10-4 sec-1 

Df 0.85 μm2 sec-1 This study 

vf 5.56x10-2 sec-1 This study 

ahf 2 -- This study 

kf 2.67x10-4 sec-1 This study 

krf 2.67x10-4 sec-1 This study 

  
d

f 1
 2.67x10-4 sec-1 This study 

df2 0.013 sec-1 This study 

  
m

r1
  0.1 -- This study 

  
m

r 2
 0.003 -- This study 

  
m

f 1
 0.1 -- This study 
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m

f 2
 0.01 -- This study 

vh 0.056 sec-1 This study 

vk 0.056 sec-1 This study 

vv 0.11 sec-1 This study 

vi 3.33x10-4 sec-1 This study 

ahh 0.85 -- This study 

arh 0.13 -- This study 

akk 0.9 -- This study 

afk 6 -- This study 

arv 0.1 -- This study 

bkh 40 -- This study 

bvh 5 -- This study 

bhk 20 -- This study 

biv 3.5 -- This study 

bvi 5 -- This study 

dh 0.022 sec-1 This study 

dk 0.022 sec-1 This study 

dv 0.022 sec-1 This study 

di 3.33x10-4 sec-1 This study 

 
m

h
 0.01 -- This study 

 
m

k
 0.01 -- This study 

 
m

v
 0.005 -- This study 

 
m

i
 0.005 -- This study 
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Table B. Parameters for the equations of morphogens and intracellular genes.  

S7.2 Parameters sensitivity analysis 

S7.2.1 Random parameters perturbations  

In Fig 7 and Fig S5, we generate the simulations with random parameters for the equations 

for hoxb1a and krox20. We use Latin hypercube sampling to generate high dimension random 

numbers and each sample is written as 
  
w

1
,...,w

N( ) . We list the parameters that are perturbed 

by using the random number. If not listed, those parameters are taken as the same as that in 

Table B.  

Parameters Value Unit 

ahh 
  0.85x2

-0.4+0.8w
1   -- 

akk 
  0.9x2

-0.4+0.8w
2  -- 

arh 
  0.13x2

-1+2w
3   -- 

afk 
  6x2

-1+2w
4  -- 

bkh 
  40x2

-1+2w
5  -- 

bvh 
  5x2

-1+2w
6  -- 

bhk 
  20x2

-1+2w
7  -- 

dh 
  0.022x2

-1+2w
8  sec-1 

dk 
  0.022x2

-1+2w
9  sec-1 

biv 4 -- 

vh 2.5xdh sec-1 

vk 2.5xdk sec-1 

Table C. Parameters for Fig 7 and Fig S5. If not specified, they are the same as that in Table 

B.  



 

112 
 

S7.2.2 Local sensitivity analysis of single parameters in gene regulation 

We performed single parameter perturbations to examine sensitivity to each parameter in our 

morphogen equations (Eq. (5-9)) and gene regulation equations (Eq. (10)). We systematically 

varied each parameter up and down by 20% of its total value and measured the effect on 

quantities including lengths of three rhombomeres, SIs of four boundaries and DC numbers. 

Specifically, we calculated the ratio between quantities in perturbed cases and quantities in 

unperturbed cases at the end of the simulations (14 hpf) (Table D). The system is relatively 

insensitive to most parameters. It is relatively sensitive to vr, kr, df1 and df2 in morphogen 

equations. The robustness in morphogen dynamics can be improved by including many other 

mechanisms (Rackauckas et al., 2018), which were not included in this work for simplification. 

In gene regulation models, the system is sensitive to auto-activation rate (ahh), as also 

reported in previous work (Wang et al., 2017). Since hoxb1a and krox20 compete with each 

other, sensitivity to vh, vk, dh and dk are expected (many simulations fail to form rhombomeres) 

since they risk maximal values of hoxb1a or krox20. Alternatively, we can avoid these 

perturbations on maximal values of hoxb1a or krox20 by coupling the ratio vh/dh or vk/dk. The 

system turns out to be robust to the perturbations on vh or vk with such coupling (Table D). 

  

Parameter 

Fold 

changed 

Ratio of perturbed quantities to unperturbed quantities 
# failed 

simulations r3 r4 r5 SI(r2/r3) SI(r3/r4) SI(r4/r5) SI(r5/r6) DCs 

Dr 

0.8 0.96 1.05 0.85 1.23 1.46 1.11 1 1.45 0 

1.2 1.02 0.9 1.09 0.93 0.94 1.37 1.14 2.26 0 

vr 

0.8 1 1.11 0.94 0.99 0.91 0.97 1.11 0.56 0 

1.2 0.95 0.92 1.07 1.44 1.83 1.39 0.98 4.39 1 

 
b

r
 

0.8 0.97 0.99 1.01 0.83 0.77 0.86 0.97 0.97 0 

1.2 0.97 0.99 1.01 0.83 0.77 0.86 0.97 0.97 0 
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kmax 0.8 0.97 0.99 1.00 0.82 0.76 0.97 0.99 0.81 0 

1.2 0.97 0.98 1.02 0.82 0.76 0.90 0.97 0.97 0 

kr 

0.8 -- -- -- -- -- -- -- -- 10 

1.2 0.92 1.18 0.84 1.1 1.66 2.31 0.82 4.84 1 

Df 

0.8 0.92 0.98 1.02 0.82 0.73 0.95 0.94 1.13 0 

1.2 1.02 1.03 0.95 0.9 0.7 1.23 1.33 0.89 0 

kf 

0.8 1.04 1.03 1.03 0.93 0.66 0.89 1.04 0.48 0 

1.2 0.9 0.97 0.95 0.66 0.91 1.04 1.16 1.61 0 

df1 

0.8 1.12 0.95 1.18 0.85 0.75 0.64 1.07 0.4 0 

1.2 0.84 1.02 0.88 0.87 1.01 1.26 1.17 3.39 0 

df2 

0.8 1.27 0.89 1.3 0.99 0.69 0.78 0.91 1.05 0 

1.2 0.76 1.21 0.7 1.03 3.26 1.75 1.76 4.39 1 

vh 

0.8 -- -- -- -- -- -- -- -- 10 

1.2 -- -- -- -- -- -- -- -- 10 

vk 

0.8 -- -- -- -- -- -- -- -- 10 

1.2 1.31 0.98 1.36 1.57 0.82 0.66 0.96 2.42 0 

vv 

0.8 1.31 1.39 1.14 0.89 0.61 0.94 0.72 0.4 0 

1.2 0.78 0.95 0.63 1.54 4.73 1.66 1.69 6 1 

vi 

0.8 -- -- -- -- -- -- -- -- 10 

1.2 1.2 1.34 1.12 0.7 0.67 0.64 0.78 0.4 0 

ahh 

0.8 0.66 0.94 0.63 1 1.57 2.68 1.87 2.26 0 

1.2 -- -- -- -- -- -- -- -- 10 

akk 

0.8 0.75 0.97 0.83 0.7 0.93 1.2 1.4 3.39 0 

1.2 1.16 1 1.18 1.06 0.73 0.89 1.09 1.21 0 

arh 0.8 0.85 0.89 0.67 1.3 4.44 1.85 1.23 4.84 5 
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1.2 1.26 1.22 1.21 1.19 1.12 0.92 0.99 0.81 0 

arv 

0.8 1.29 1.36 1.19 0.95 0.59 1 0.62 0.4 0 

1.2 0.8 0.97 0.64 2.01 5.1 1.41 1.72 6.05 2 

afk 

0.8 0.86 1.07 0.81 0.54 0.86 1.29 1.36 3.32 1 

1.2 1.09 0.93 1.13 0.86 0.85 0.84 1.11 0.73 0 

bhk 

0.8 0.94 0.95 1.05 0.68 0.74 0.71 1.08 0.89 0 

1.2 0.97 1.03 0.93 0.93 0.69 1.03 1.19 1.13 0 

bkh 

0.8 0.99 1.04 0.96 0.92 0.79 1.09 0.99 1.45 0 

1.2 0.95 0.95 1.02 0.78 0.77 0.89 1.18 0.81 0 

bvh 

0.8 1.07 1.08 1.09 0.98 0.8 0.85 0.86 0.16 0 

1.2 0.93 0.94 0.92 1.22 0.83 1.18 1.39 2.5 0 

bvi 

0.8 1.06 1.11 1.06 0.78 0.92 1.12 0.96 0.24 0 

1.2 0.89 0.9 0.92 0.93 0.91 0.86 1.32 1.53 0 

biv 

0.8 0.84 0.92 0.84 1.21 2.74 1.36 1.62 4.84 1 

1.2 1.09 1.19 1.06 0.96 0.77 1.01 0.84 0.24 0 

dh 

0.8 -- -- -- -- -- -- -- -- 10 

1.2 -- -- -- -- -- -- -- -- 10 

dk 

0.8 1.33 0.94 1.43 1.94 0.69 0.76 0.79 2.66 0 

1.2 0.64 1.08 0.54 1.15 3.66 2.37 2.06 5.4 0 

dv 

0.8 0.82 0.82 0.62 1.51 3.58 2.03 1.38 4.64 2 

1.2 1.27 1.31 1.13 0.81 0.63 0.86 0.69 0.73 0 

di 

0.8 1.13 1.31 1 0.68 0.76 0.91 0.9 0.32 0 

1.2 0.8 0.78 0.89 0.91 2.4 1.47 1.9 4.97 4 

dh and 

vh 

0.8 0.96 1 0.98 1.05 1.05 1.07 1.18 0.89 0 

1.2 0.96 0.99 0.99 0.91 0.94 0.91 1.3 1.05 0 
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dk and 

vk 

0.8 0.96 0.96 0.96 0.91 0.93 0.87 1.17 0.81 0 

1.2 1.01 0.99 1.03 0.84 0.92 0.92 1.15 0.56 0 

di and vi 

0.8 0.93 0.97 0.81 1.35 2.53 1.58 1.47 4.66 1 

1.2 1.09 1.02 1.17 0.89 0.86 0.64 0.85 0.56 0 

dv and 

vv 

0.8 0.96 1.01 0.99 0.82 0.83 1.02 1.07 1.05 0 

1.2 0.96 0.99 1 0.87 0.74 0.93 1.21 0.81 0 

 

Table D. Single parameter sensitivity analysis for parameters in morphogen and gene 

regulation equations. Each parameter was perturbed up and down by 20% individually. In each 

case, 10 simulations were performed to calculate the resulting rhombomere lengths and SIs. 

Numbers of failed simulations missing at least one boundary or having >8 DCs are shown in the 

last column. 

S7.2.3 Noise magnitude 

Additive noise was included for both morphogen and gene regulation equations. Here we explored 

the effects of noise by perturbing the levels 2-fold up and down individually (Table S5). 

Rhombomere lengths were relatively stable to changes in noise level. The exception was noise 

in FGF signaling where larger 
  
m

f 2 
caused expansion of r3 and r5. Our choice of noise levels was 

effective in disturbing boundary sharpness. Some exceptions were observed for 
  
m

f 1
, 
  
m

f 2
 and 

 
m

h
 

at a few boundaries.   

 

 

Parameter 

Fold 

change 

Ratio of perturbed quantities to unperturbed quantities 
# failed 

simulations r3 r4 r5 SI(r2/r3) SI(r3/r4) SI(r4/r5) SI(r5/r6) DCs 

0.5 0.96 1.00 1.01 0.85 0.74 0.92 1.20 1.21 0 
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m

r1
 2 1.00 1.00 1.01 1.06 0.95 0.88 1.15 1.45 0 

  
m

r 2
 0.5 0.97 0.99 1.06 1.05 0.82 0.87 1.19 0.56 0 

2 1.04 1.02 1.03 1.12 1.94 0.99 1.36 2.50 0 

  
m

f 1
 0.5 0.96 1.00 0.98 0.87 0.79 0.81 1.10 0.73 0 

2 0.97 0.99 1.00 0.91 0.75 0.83 1.19 0.81 0 

  
m

f 2
 0.5 0.84 1.01 0.93 0.69 0.88 0.95 0.96 0.81 0 

2 1.44 0.94 1.35 4.26 0.75 0.97 1.83 5.38 1 

 
m

v
 0.5 0.97 0.99 1.03 0.84 0.73 0.85 1.10 0.97 0 

2 0.96 1.00 0.99 0.91 0.78 0.95 1.09 0.97 0 

 
m

v
 0.5 0.98 1.03 1.03 0.99 0.61 0.71 0.62 0.73 0 

2 0.95 0.88 1.11 1.03 1.15 1.91 1.52 2.15 1 

 
m

h
 0.5 0.95 1.00 0.96 1.16 0.69 0.96 1.18 0.73 0 

2 1.02 1.01 1.06 1.01 0.82 0.76 0.86 0.97 0 

 
m

k
 0.5 1.00 0.99 1.02 1.04 1.00 0.94 1.09 0.97 0 

2 0.92 0.97 0.93 1.22 1.83 1.22 1.47 3.39 0 

 

Table E. Noise magnitude and rhombomere formation. Noise levels were perturbed 2-fold up 

and down and 10 simulations were performed to calculate each rhombomere length and SI. 

Numbers of failed simulations missing at least one boundary or having >8 DCs are shown in the 

last column. 

 

 

S7.2.4 Cell mechanical strength and its coupling with gene regulation  
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The cell mechanical model relies on many parameters in Table A. Their values are based on 

previous work (Wang et al., 2017). We assess sensitivity with respect to the strength of the 

critical features in the mechanical model, such as the ratio between attraction and repulsion and 

the strength/timescale of the cell sorting.  

 

We investigate how the model performs with different attraction-repulsion ratios by either 

perturbing attraction or repulsion strength individually (Table F). Specifically, in Eq. (S7), we 

perturb attraction by perturbing 
  
U

inter

Atr  and 
  
V

inter

Atr  equally or repulsion by perturbing 
  
U

inter

Rep  alone. We 

measured the effects of perturbations on lengths of three rhombomeres, SIs of four boundaries 

and number of DCs. We calculate the ratio between quantities in perturbed cases and quantities 

in unperturbed cases at the end of the simulation (14 hpf). Rhombomere lengths are relatively 

insensitive to changes in mechanical forces since cell fates are mainly regulated by morphogens 

and gene expression. The SIs are positively related to the attraction-repulsion ratio, where a 

smaller ratio leads to sharper boundaries. However, the valid range of the attraction-repulsion 

ratio to generate clear five-segment patterns is narrow (~10%, an example in Fig S7A), where a 

20% reduction on attraction-repulsion ratio leads to separation and gaps of cells with different 

identities (Table F and Fig S7B) and a 20% increase of attraction-repulsion ratio leads to rougher 

boundaries (Fig S7C).  

 

We also examined how the coupling between cell mechanics and gene regulation affects the 

patterns. We perturbed the strength/timescale of the cell mechanical model. The rhombomere 

lengths are insensitive to this perturbation since gene regulation plays a major role in controlling 

rhombomere lengths. Because cell sorting plays major roles in boundary refinement, increased 

mechanical force strength makes boundaries sharper with smaller SIs and reduced numbers of 
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DCs. This result supports the conclusion that the combination of global (gene regulation) and local 

(cell sorting) processes works synergistically in boundary sharpening.  

 

Components 

Fold 

change 

Ratio of perturbed quantities to unperturbed quantities # failed 

simulations r3 r4 r5 SI(r2/r3) SI(r3/r4) SI(r4/r5) SI(r5/r6) DCs 

Attractions 

 

0.8* 1.31 1.00 1.15 0.00 0.22 0.20 0.18 0.65 0 

0.9 0.97 1.02 1.01 0.41 0.61 0.47 0.96 0.65 0 

1.1 0.94 1.00 0.98 1.23 1.28 1.61 1.30 1.45 0 

1.2 0.95 0.97 0.99 1.93 2.29 2.53 2.06 2.18 0 

Repulsions 

 

0.8 1.01 0.92 1.01 2.59 3.05 3.61 2.68 2.66 0 

0.9 0.96 0.97 1.01 1.44 1.25 1.86 1.50 1.53 0 

1.1 0.95 1.02 1.01 0.48 0.55 0.56 0.89 0.56 0 

1.2* 1.13 1.00 1.16 0.15 0.28 0.36 0.17 0.73 0 

Cell 

mechanics 

strength 

0.8   0.97   

1.01 

  0.98   1.02   0.83   1.04   1.16   1.05 0 

0.9   0.95   

0.99 

  0.98   0.85   0.84   0.85   1.08   0.89 0 

1.1   0.95   

1.02 

  0.98   0.81   0.72   0.99   1.12   0.65 0 

1.2   0.95   

0.99 

  1.02   0.71   0.67   0.95   1.17   1.13 0 

 

Table F. Attractive and repulsive forces in rhombomere formation. Attraction or repulsion 

was perturbed up or down by 10% and 20%, either individually or together. In each case, 10 

simulations were performed to calculate the statistics for rhombomere lengths and SIs. Numbers 

of failed simulations missing at least one boundary or having >8 DCs are shown in the last column. 

Note: *Simulations show big gaps between clones of cells with different identities. 

 

S8. Experimental measurements of hindbrain dimensions 

Here we list the measurements of hindbrain dimensions made using whole mount in situ 

hybridization at 11-14 hpf (Fig 1C). At 11 hpf, the krox20 expression domain in r3 has rough, 

intermittent boundaries. Thus, at this stage we only measured total hindbrain length and the 
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RA production region. In some samples it was difficult to define the RA production region, 

and these were omitted in calculating average lengths.  

 

Time Sampl

e NO. 

LR 

width 

(L2(t); 

μm) 

AP lengths (μm) 

MHB 

to r3 r3 r3-r5 r5 

r5 to 

RA 

product

ion 

region 

Hindbr

ain 

Total 

Length 

(p(t)) 

RA 

product

ion 

region 

length 

11hpf 1 255 -- -- -- -- -- 343 278 

2 237 -- -- -- -- -- 338 273 

3 308 -- -- -- -- -- 281 284 

4 312 -- -- -- -- -- 294 -- 

5 269 -- -- -- -- -- 313 302 

6 303 -- -- -- -- -- 355 306 

7 316 -- -- -- -- -- 343 281 

8 272 -- -- -- -- -- 339 -- 

9 278 -- -- -- -- -- 298 281 

Mean 283 -- -- -- -- -- 323 286 

12hpf 1 206 74 32 33 27 273 440 -- 

2 152 64 34 33 40 284 455 206 

3 139 71 43 28 49 298 490 203 

4 182 74 38 35 31 283 460 209 

5 175 59 31 30 37 252 410 179 

6 154 61 28 28 37 260 414 217 

7 152 68 36 30 31 262 427 213 

8 150 67 39 32 42 277 457 206 
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9 153 75 35 34 39 274 457 200 

Mean 162 68 35 31 37 274 445 233 

13hpf 1 109 53 33 31 35 219 370 245 

2 131 72 40 31 44 236 423 357 

3 186 91 47 30 54 274 497 369 

4 162 81 41 37 35 266 459 308 

5 133 63 29 20 34 276 422 260 

6 123 86 43 42 41 246 458 348 

7 127 67 59 29 49 242 446 354 

8 157 88 42 31 34 256 452 271 

9 128 67 41 33 39 257 437 280 

Mean 140 74 42 32 40 252 440 310 

14hpf 1 109 85 39 38 36 230 428 -- 

2 110 80 48 29 33 241 431 365 

3 96 82 36 45 41 198 402 420 

4 112 71 46 29 34 234 414 375 

5 97 93 43 35 43 236 450 452 

6 99 74 46 33 36 233 423 -- 

7 106 62 46 31 38 214 391 375 

8 111 92 41 31 38 223 426 379 

9 91 65 32 29 28 190 343 -- 

Mean 104 78 42 33 37 222 412 394 

 

Table G. Experimental measurement for hindbrain dimensions.  
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S9. Multiplicative noise in gene regulation models 

Additive noise in morphogen (Eq. (5) and Eq. (8)) and gene regulation equations (Eq. (10) was 

used throughout most of this study. Here we investigate multiplicative noise. The equations for 

RA with multiplicative noise (bold font) are given as the following: 
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 (S20) 

where 
  
h

r1
[RA]

out

dm
r1

(t)

dt
 and 

  
h

r 2
[RA]

in

dm
r 2

(t)

dt
 are the multiplicative white noise. Similarly, 

equations for FGF and morphogen downstream genes with multiplicative noise are given: 
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 (S21) 

 

   

d[H ]
i

dt
= v

h

a
hh

[H ]
i

2 + a
rh

[RA]
in

2

1+ a
hh

[H ]
i

2 + a
rh

[RA]
in

2 + b
kh

[K ]
i

2 + b
vh

[V ]
i

2
- d

h
[H ]

i
+ h

h
[H]

i

dm
h

dt
,

d[K ]
i

dt
= v

k

a
kk

[K ]
i

2 + a
fk

[Fgf ]
signal

2

1+ a
kk

[K ]
i

2 + a
fk

[Fgf ]
signal

2 + b
hk

[H ]
i

2
- d

k
[K ]

i
+ h

k
[K]

i

dm
k

dt
,

d[V ]
i

dt
= v

v

a
rv

[RA]
in

2

1+ a
rv

[RA]
in

2 + b
iv
[I]

i

2
- d

v
[V ]

i
+ h

v
[V]

i

dm
v

dt
,

d[I]
i

dt
= v

i

1

1+ b
vi
[V ]

i

2
- d

i
[I]

i
+ h

i
[I]

i

dm
i

dt
.

 (S22) 

 

Compared with additive noise (Fig 4), our findings suggest that the positive effects of rapid initial 

convergence on segmental pattern robustness also occur with multiplicative noise (Fig S8). Initial 
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rapid convergence results in the smallest r4 A-P length compared with medium or slow initial 

convergence. The initial slow convergence has largest rhombomere lengths for r3, r4 and r5. All 

four boundaries are also sharper with initial rapid convergence compared with slow initial 

convergence. In addition, rapid initial convergence results in fewer numbers of DCs compared to 

slow initial convergence. Medium convergence leads to sharper boundaries for r3/r4, r4/r5 and 

r5/r6 than rapid initial convergence, but leads to defects in rhombomere lengths, with r4 larger 

than r3 and r5, and r5 is smaller than r3. A difference between the effects of multiplicative versus 

additive noise is that with the former, the posterior boundaries (i.e. r4/r5 and r5/r6) appear much 

rougher than anterior boundaries (r2/r3 and r3/r4). This is likely because RA levels are higher 

posteriorly and RA noise levels are also higher with multiplicative noise. Noise magnitudes used 

in Fig S8 are provided in Table H. 

Multiplicative noise 

magnitude 

values 

hr1 0.002 

hr2 0.002 

hf1 0.002 

hf2 0.002 

hv 0.02 

hi 0.02 

hk 0.02 

hh 0.02 

Table H. Multiplicative noise magnitudes used in Fig S8.  

 

S10. Model with cell proliferation and growth 

In the patterning period we have modeled, cells divide in the hindbrain. Cell proliferation and 

growth are coupled with cell migration along the D-V axis that thickens the neural plane. As a 
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result, in the two-dimensional plane consisting of A-P and L-R axes, the number of cells remains 

relatively unchanged (Addison et al., 2018). We therefore simplified our two-dimensional model 

by not considering cell proliferation and growth.  

 

Between 11-14 hpf in zebrafish embryos, cells begin to enter the 16th cell cycle and divide 

asynchronously with an average cell cycle length of 4 hours (Kimmel et al., 1994). Cells tend to 

divide and separate in the direction perpendicular to the A-P axis (Kimmel et al., 1994). We 

modeled cell division according to the experimental evidence on cell cycle and division orientation. 

In the model, we randomly assigned division times for each cell in a 4-hour window (11-15 hpf), 

where a cell would not divide if it had not divided by 14 hpf (Fig S9C). For each cell, division has 

three key stages: elongation, separation, and growth (Fig S9A). First, a cell needs to determine 

its division line. We modeled each cell with a hexagonal shape. The division line goes through 

mid-points of two opposite sides of each hexagon. With three pairs of opposite sides, there are 

three possible choices of division line. We selected the division line having the minimum angle 

relative to the A-P axis (Fig S9A). After the division line is selected, the intrinsic lengths in Eq. 

(S11) for the sides intersected by the line of orientation grow linearly with similar velocities. Cell 

elongation will continue for 30 minutes until the lengths of the growing sides increase lout. Then 

the cell divides into two daughter cells and the intrinsic length lij in Eq. (S11) for all sides becomes 

60% of their default values. The two daughter cells grow to normal size in 30 minutes with linearly 

growing intrinsic lengths (Fig S9A). 

 

Similar to Fig 4, we perform simulations to compare the effects of convergence rates on 

pattern formation (Fig S9B and S9D-F). Our major finding, that rapid initial convergence improves 

pattern robustness, remains. A clear five-segment pattern is established (Fig S9B), but cells 

distribute more tightly than in cases without cell division. The lengths of all three rhombomeres 

under three different convergence patterns (Fig S9D) are similar to the cases without division (Fig 
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4G), but have higher variance. Rapid initial convergence yields the smallest SIs for all four 

boundaries with both medium and slow initial convergence rates (Fig S9E).  

 

S11. Models without convergent extension 

Without convergent extension, morphogens change less because the tissue no longer elongates 

to scale morphogens distributions (Fig S10). Indeed, most cells commit to fates much earlier and 

the five-segment pattern is established around 12 hpf (Fig S10A). From 12-14 hpf, boundaries 

are refined through cell sorting, though some minor refinements of boundaries are observed. 

Comparisons between models with and without convergent extension (Fig S10B-D) reveal that 

without convergent extension, much smaller r3 and r5 A-P lengths result and all boundaries are 

rougher with higher SIs. r3 and r5 are only one or two cells long along the A-P axis, and such a 

limited number of neighboring cells with similar identities provides very weak adhesion and 

difficulty sorting cells back to their correct segments (Fig S10A). These observations further 

support the idea of a trade-off between segment size and boundary sharpness. 

 

S12. Models without advections of intracellular morphogens 

As the tissue deforms, the extra-cellular morphogens may have active motion driven by the tissue 

dynamics while the intra-cellular signals induced by morphogens may also move due to the cell 

movements in Eulerian coordinates. In a continuum model using Eulerian coordinates, the 

advections are usually required to capture the morphogen dynamics with moving boundaries 

(Čanić, 2021).  

 

We also provide a model without advection for the intracellular morphogens for both RA and FGF, 

using the modified equations of Eq. (5) and (9):  
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  (S23) 

Our main result showing positive effects of rapid initial convergence on patterning remains when 

such advection is removed. The rapid initial convergence induces sharper boundaries over all 

four boundaries and fewer DCs than medium and slow initial convergence (Fig S11C and 

S11D). The discrepancy in intracellular RA between rapid and slow initial convergence 

decreases when advection is removed but still exists (Fig S11E and S11F).  
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Appendix II 

Supplementary Material: Chapter IV 

Crabps and retinoic acid signaling regulate germ cell proliferation and  

play a role in sex determination in zebrafish 

 

TABLE S1 

CRISPR Primers 

crabp1a 
GCA GCT AAT ACG ACT CAC TAT AGG CGA TGC TCC GGA AAG TAG GTT TTA GAG 
CTA GAA 

crabp1b 
GCA GCT AAT ACG ACT CAC TAT AGC TGA GAA AAG TGG CTT GTG GTT TTA GAG 
CTA GAA 

crabp2a GCA GCT AAT ACG ACT CAC TAT AGG TGA TGC TCC GTA AGA TTG GTT 

crabp2b GCA GCT AAT ACG ACT CAC TAT AGG TGG TCC GAA CGC TGG TGG GTT 

Genotyping Primers 

 Forward Reverse 

crabp1a TGG GGC AGT TTC AAA GAG TTA T CAG TGG TGG AGG TCT TGA TGT A 

crabp1b CAG CTC AGT CAA GAG TGA CGA C TTG ATA TAG AAC TGC TCC CCG T 

crabp2a ACA TCA CTC TCA TTC CCC CGA  TGG GTG TGT GTA TAC CGT GC  

crabp2b GCA GAC TGG ACA CGC TCA TTA  GAG AGA ATT TGT GGC GTA CTG TG  
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FIGURE S1 

 

Figure S1. Phenotypic analysis of Crabp1b-/- mutants (A) qRT-PCR analysis shows 
relative fold-change in gene expression of rps13 (housekeeping gene) and crabp1b in 
wild-type (WT) and Crabp1b-/- embryos at 36 hpf. Several embryos are pooled for each 
sample. (B) Representative image of scoliosis in Crabp1b-/- adult zebrafish (n= 7/38, 
18.4%) (C) Bar graphs comparing phenotypes present in WT (cardiac edema, n= 2/96, 
2.1%) and Crabp1b-/- (cardiac edema, n= 4/63, 6.3% and bent/curved tail, n=6/63, 
9.52%) embryos at 24 hpf. (D) Bar graphs comparing proportion of phenotypes present 
in embryos treated overnight with exogenous RA and/or DEAB (inhibitor of RA 
biosynthesis): 5uM DEAB treated (cardiac edema, n= 3/20, 15%), 5uM DEAB treatment 
with 1nM RA (cardiac edema, n= 7/21, 33.33% and bent/curved tail, n=4/21, 19.05%), 
and 1 nM RA treated (bent/curved tail, n= 1/20, 5%). Proportion of embryos with specific 
phenotypes are indicated by follow colors: normal embryos (blue), bent/curved tails 
(grey), and cardiac edema (orange).  
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FIGURE S2 

 

Figure S2. Upregulation of remaining crabp2 paralogue in Crabp2 mutants qRT-
PCR analysis shows relative fold-change in gene expression of rps13, crabp2a, and 
crabp2b, in WT, Crabp2a-/-, and Crabp2b-/- embryos at 24 hpf. Several embryos are 
pooled for each sample.  

  

 

 

 

 

 

 

 




