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“I’m going to choose a Hibble”: Social and statistical reasoning in DEI contexts
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Abstract

Diversity, equity, and inclusion (DEI) initiatives are
widespread within progressive institutions. However, many
such initiatives backfire because they diminish external
perceptions of diverse hires’ competence. Across four
preregistered experiments, we develop a novel theory: that
statistical reasoning about candidate competence is clouded in
DEI cases by existing priors and stereotypes, as well as causal
attributions about selector intention. Supporting this, we find
that people do make logical statistical inferences with uniform
populations and arbitrary selection processes. However,
as people receive more information about the population
and the selection process, their decisions move away from
optimality. Our data suggest that this is a consequence of
causal attribution, i.e., whether people attribute selections to
competence or to group membership. Implications for DEI
messaging and initiatives are discussed.

Keywords: statistical reasoning; causal reasoning; DEI; bias

Introduction
In 2020, President Biden vowed to select a woman as his
running mate before choosing former Senator Kamala Harris.
Upon taking office, Vice President Harris became simultane-
ously the first female, Black, and Asian person to occupy the
position. Harris’s selection was lauded by many as an impor-
tant step toward representation in our government’s highest
branch (De Witte, 2021), but critics have since labeled her a
“diversity hire,” casting doubt on her merit and undermining
her extensive qualifications (Herndon, 2023).

In general, formal and informal diversity, equity, and inclu-
sion (DEI) efforts aim to increase the representation of his-
torically marginalized groups in traditionally White and male
fields (Sekaquaptewa et al., 2021; Settles et al., 2023). These
efforts are well-intentioned: Visible gender representation in
academic and workplace settings can reduce anti-woman bias
(Fan et al., 2019), mitigate sex discrimination (Fine et al.,
2020), and even increase young girls’ motivation to pursue
STEM fields (Shachnai et al., 2022; González-Pérez et al.,
2020); conversely, under-representation can induce perfor-
mance pressure and catalyze attrition for women and minority
candidates (Cohen & Swim, 1995; Kanter, 1977).

However, many DEI efforts backfire because they call into
question their targets’ competence (e.g., Dover et al., 2020;
Coate & Loury, 1993; Heilman & Welle, 2006); for exam-
ple, DEI efforts may imply that diverse hires needed help to
succeed, that they were not selected on the basis of merit, or

that they had more opportunities than non-diverse counter-
parts (L. M. Leslie, 2019; Burnett & Aguinis, 2023). Exist-
ing research lacks a cognitive framework for understanding
how these judgments come about. Here, we explore the cog-
nitive and social factors that underlie negative judgments of
successful candidates in DEI contexts.

First, we consider the impact of selection process on peo-
ple’s judgments of successful candidates. For example, Pres-
ident Biden explicitly subsetted the space of possible running
mate candidates when he declared he would select a woman.
We propose that in such DEI contexts, explicit population
subsetting triggers basic statistical reasoning, which could af-
fect judgments of candidate competence.

From early childhood, humans are statistical learners. In-
fants harness statistical reasoning to learn word meanings
(Saffran & Kirkham, 2018), predict future events (Téglás
et al., 2011; Denison & Xu, 2014), and understand object
properties (Wu et al., 2011). Crucially, even eight-month-
old infants can reason probabilistically (Xu & Garcia, 2008).
Adults possess more sophisticated and complex statistical in-
tuitions and harness them in everyday life. For example,
adults can predict the emotions of others based on their prior
emotional states (Thornton & Tamir, 2017). They can also
invoke intuitive tenets of probabilistic reasoning to solve ob-
jective problems—for example, to determine lottery charac-
teristics (Nisbett et al., 1983; Fong, 1983). Thus, people
may correctly conclude that subsetting random populations
has no mathematical effect on the probability of selecting a
winning, or best, item or candidate. However, when asked
to make judgments about people in non-random groupings,
adults draw on a number of non-statistical heuristics (Nisbett
et al., 1983; Fong, 1983). It is therefore plausible that statis-
tical reasoning will not be the only process affecting people’s
judgments about selected candidates.

One such mechanism by which people scaffold statistical
inferences about candidates’ competence may be causal rea-
soning about why the selecting agent chose to subset the pop-
ulation. Reasoners readily and consistently ascribe intentions
to other agents (Malle & Knobe, 1997; Dennet, 1987): “This
person did that thing because ...”. We constantly construct
such causal hypotheses about the world around us (Kuhn,
1989; Nisbett & Ross, 1980; Klahr & Dunbar, 1988). When
multiple possibilities for the outcome of an event exist (e.g.,
“selected for merit” or “selected for diversity”), success-
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ful learners evaluate evidence to discriminate a more prob-
able hypothesis from less probable alternatives (Klahr et al.,
1989; Klayman & Ha, 1989; Dougherty & Hunter, 2003).
Expressed intent to select from a population subset (e.g.,
women) may constitute evidence for the possibility that a suc-
cessful female candidate was selected for her gender, and not
necessarily her merit. However, an alternative interpretation
under these same conditions is that she was selected because
women are equally or more competent than men. Why does
general consensus favor the former inference, as suggested by
Cauterucci, 2021?

Critically, a commitment to diversity can co-exist with
the desire to select a maximally qualified candidate. That
identity-based and merit-based inferences are often thought
to be at odds with each other may implicate additional as-
sumptions that are, to say the least, controversial and inaccu-
rate (e.g., that there are not maximally qualified candidates in
the target diverse pool). In DEI-type contexts, such assump-
tions may obfuscate objective causal reasoning and instead
spur motivated reasoning. Reasoners who hold prior beliefs
or biases might discredit evidence that disconfirms their pri-
ors to preserve their main hypothesis (Kunda, 1990; Lodge &
Taber, 2000). For example, those who endorse stereotypes
about women and minoritized people as less competent—
which emerge early and persist into adulthood (Bian et al.,
2017; Baharloo et al., 2022; S.J. Leslie et al., 2015)—may
dismiss evidence that Vice President Harris is qualified to
maintain the hypothesis that she was selected because she was
a woman. In this way, learners “think what they feel” (Lodge
& Taber, 2013). We propose that in DEI-type selection sce-
narios, people rely on their priors and existing biases when
choosing which causal hypothesis to privilege. In this case,
pre-existing stereotypes about women being less competent
than men may block the possibility that President Biden sim-
ply favors women on competence-related dimensions. Other
gendered and racial stereotypes, which situate White men as
more competent than women and minoritized people (Biernat
& Kobrynowicz, 1997), may also scaffold people’s inferences
about selecting agents’ intentions.

The current study elucidates the cognitive and social fac-
tors that underlie judgments about candidate competence in
DEI contexts. In the first of four experiments, we begin with
more objective cases in which people’s existing priors and
biases are unlikely to influence their reasoning. In the subse-
quent experiments, we layer on additional complexity. This
allows us to quantify the contribution of “purely” statistical
inferences (including the possibility of biased statistical rea-
soning; Tversky & Kahneman, 1974; Kahneman & Tversky,
1982) to people’s reasoning about selected candidates in such
contexts, before adding some of the additional complexity
present in real-world DEI cases.

In each study, we present a vignette where an agent se-
lects an item or candidate from a population. Across stud-
ies, we manipulate a number of different factors. First, we
vary the selection process used by the agent to determine

how an agent’s intention to select from a subset of a popu-
lation impacts people’s inferences about the selected candi-
date. People may interpret intentional subsetting of a popu-
lation by a trait or characteristic as indicative of an agent’s
goal (e.g., the agent prefers this subset). Second, we manipu-
late population diversity to scaffold inferences about why the
agent prefers a given subset. In particular, we expect peo-
ple to ascribe more meaning to the selection of candidates
from diverse (versus homogeneous, or uniform) populations.
Finally, across studies, we will progressively increase the ani-
macy and social salience of the population. We expect partic-
ipants to make richer inferences about why a candidate was
chosen as these factors increase. The series of studies cul-
minates with a vignette about two novel social groups, one
dominant and one historically marginalized, to more closely
parallel current DEI contexts.

Experiment 1
Exp. 1 (pre-registered) assessed people’s pure statistical in-
ferences about a homogeneous population with no natural di-
versity.

Method
295 participants completed Exp. 1 on Prolific. 4 participants
were excluded due to failing attention checks, yielding a final
sample of 291 participants (gender: 150 women, 134 men,
6 non-binary, 1 did not report; race: 206 White, 28 Asian or
Pacific Islander, 25 Multiracial, 20 Latine/x, 9 Black, 1 Native
American or Alaskan Native, 2 did not report).

We presented participants with a simple vignette: a cartoon
agent must choose a plastic egg from two baskets, both with
an equal number of visually identical eggs. Our paradigm
was a 2x3 design crossing population diversity (uniform or
diverse) with subset type (intentional-subset, no-subset, or
random-subset). In the uniform condition, all eggs were iden-
tical. In the diverse condition, half of the eggs were orange,
and half were purple. We told participants that there were 30
eggs in each basket, and that ten eggs had $10 hidden inside.

Participants then watched the agent’s selection process. In
the random-subset condition, the agent flipped a coin to de-
cide from which subset to select an egg (uniform: the basket
on the left; diverse: purple eggs). In the intentional-subset
condition, the agent intentionally decided to choose an egg
from one of the subsets (left basket; purple eggs). In the no-
subset condition, the agent selected an egg from the full pop-
ulation (both baskets; both colors). Importantly, the math-
ematical probability of selecting the best candidate remains
the same across subset procedures.

After the agent made a selection, we asked participants
the following questions to assess their inferences about the
chosen object’s objective and comparative quality: (1) “How
likely do you think it is that [the agent] will be happy with
the chosen egg?” (quality likelihood estimate) and (2) “How
likely do you think it is that the egg [the agent] chose had $10
inside?” (superiority likelihood estimate). Here and across
studies we focus on the superiority likelihood measurement,
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Figure 1: Populations were either uniform or diverse in Studies 1-4.

as results for both measures were similar and judgments of
superiority are more directly linked to statistical judgments.

We hypothesized that population diversity (diverse vs. uni-
form) would impact judgments of item superiority in the
intentional-subset condition. We also predicted that when
participants in the diverse condition saw an agent intention-
ally choose an egg from one of the subsets (intentional-
subset condition), they would rate object superiority likeli-
hood higher.

Results and Discussion
All results were preregistered unless stated as exploratory.
Models were linear regressions predicting superiority likeli-
hood estimates alongside posthoc pairwise comparisons.

Diversity. As predicted, we observed an effect of diver-
sity on participants’ superiority likelihood estimates in the
intentional-subset condition (t(96) = 3.95, p < 0.001). Con-
versely, participants in the uniform condition made equiva-
lent superiority likelihood estimates across subset types (p >
0.05). Further exploratory analyses showed that, compared
with uniformity and across all subset types, diversity in-
creased participants’ ratings of the likelihood that the selected
egg had $10 in it (t(289) = 7.64, p < 0.001). Because the
probability of success is equivalent regardless of diversity or
subset type, some other inference must have driven partici-
pants’ skewed ratings in the diverse condition.

Subset type. As predicted, there was no effect of subset
type in the uniform condition (ps> 0.05). However, contrary
to our hypothesis, there was also no effect of subset type on
superiority likelihood estimates in the diverse condition, no-
tably between the no-subset and intentional-subset selection
types (t(143) = 0.67, p = 0.78). One possible explanation for
this effect is that when population diversity increases, both
expressing intent to select from a subset and simply selecting
from that subset convey a level of intentionality.

Exp. 1 demonstrates that when there are otherwise no dif-
ferences in a population or context, participants make ac-

curate likelihood estimates about the superiority of a cho-
sen item. However, perceptual diversity can inflate these
estimates—regardless of selection process. Thus, these re-
sults point towards non-statistical influences on inferences
about selection. In Exp. 2, we increase the natural diver-
sity of the population to elucidate the non-statistical factors
contributing to judgments of selected candidates.

Experiment 2
Exp. 2 (pre-registered) tested how population subsetting and
greater population diversity would impact inferences about a
selected item from a population of salak fruit.

Method
306 participants completed Exp. 2 on Prolific. One partic-
ipant was excluded due to attention check failure, resulting
in a final sample of 305 participants (gender: 138 women,
156 men, 8 non-binary, 3 did not report; race: 199 White,
33 Black, 24 Asian or Pacific Islander, 23 Multiracial, 20 La-
tine/x, 2 Middle Eastern or North African, 1 Native American
or Alaskan Native, and 3 did not report).

Exp. 2 was identical to Exp. 1 except that the agent chose
from two baskets of salak fruit instead of plastic eggs. We
used this unusual fruit because it is less known than more
common fruit (e.g., apples, oranges) and displays natural
variation in a way that the identical plastic eggs did not. This
opened the possibility of richer causal inferences about agent
selection rationale.

We anticipated that here, like in the diverse condition in
Exp. 1, participants’ ratings would diverge from statistical
optimality. We predicted a positive effect of intention on
judgments of superiority (“How likely do you think it is that
the chosen salak fruit was the best salak fruit?”), particularly
within the diverse condition. We also expected a difference
in superiority likelihood estimates across diversity levels be-
tween the intentional-subset and no-subset conditions.
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Figure 2: Participants in Exp. 1, who rated the likelihood of an egg being one that has $10 in it, computed and adhered to
accurate probabilities for success in the uniform condition (see dashed line at the probability of selection, p($10) = 1/6). Given
more information—in the diverse condition of Exp. 1 and in all conditions of Exp. 3—participants’ ratings rise inaccurately.

Results and Discussion
Diversity. Contrary to our prediction, diversity alone did not
impact participants’ estimates of salak fruit superiority likeli-
hood (t(299) = -0.71, p = 0.48). It is possible that the natural
heterogeneity of the salak fruit population (which, again, is
greater than that of Exp. 1’s plastic eggs) rendered artificial
diversity a less powerful manipulation.

Exploratory analyses comparing superiority likelihood es-
timates between Exp. 1 and Exp. 2 support this possibil-
ity: Superiority likelihood estimates in Exp. 2 increased
from the uniform condition in Exp. 1, whether a brown
(uniform; F(592) = 19.12, p < 0.001) or purple (diverse;
F(594) = 21.32, p < 0.001) fruit was selected. Given that
the actual superiority likelihood estimate in Exp. 2 is lower
than it was in Exp. 1, it is reasonable to conclude that partici-
pants in Exp. 2 deviate from pure statistical reasoning in this
context.

Subset type. Population subset type (intentional, random,
or none) predicted superiority likelihood ratings across levels
of population diversity (F(3,301) = 3.23, p = 0.02). Cru-
cially, consistent with our hypothesis, selector intentionality
predicted higher superiority likelihood estimates in the di-
verse condition(t(303) = 2.04, p = 0.04).

These data suggest that natural and intra-population het-
erogeneity affect statistical inferences about selected item
traits. Within the salak fruit population, the potential for
added diversity (e.g., bruised fruit; sweet fruit) may have ex-
panded the available possibilities for why the fruit was se-
lected. This would allow people to make richer inferences
about agent intentionality—why an agent selected the specific
fruit—and therefore, exactly how good that fruit might be.

It remains unclear, however, how these mechanisms might
scaffold inferences about agentic populations. Thus, Exp. 3
introduces a population of two novel groups to add a more
meaningful layer of natural heterogeneity.

Experiment 3
Exp. 3 (pre-registered) assessed whether more meaningful
natural variation—in this case, membership in a novel social
group—would induce richer causal inferences about the qual-
ity of a chosen candidate.

Method
We recruited 301 adult participants on Prolific. Seven partic-
ipants were excluded due to attention check failure, resulting
in a final sample of 294 participants (gender: 144 women, 146
men, 2 non-binary, 2 did not report; race: 207 White, 27 Mul-
tiracial, 25 Black, 19 Asian or Pacific Islander, 11 Latine/x, 1
Native American or Alaskan Native, 4 did not report).

In Exp. 3, the selecting agent is trying to select a class
(diverse condition) or school (uniform condition) president.
In the diverse condition, two groups, Hibbles and Glerks (see
Figure 1), are in the same school classroom. In the uniform
condition, there are only Hibbles at the school, but they are
split into the Red Classroom and the Blue Classroom.

In the random-subset condition, the selecting agent (class-
room teacher or school principal) flips a coin, and the result
reveals which subset to choose from: Hibbles (vs. Glerks; di-
verse) or the Red Classroom (vs. Blue Classroom; uniform).
The agent then chooses a student from that subset. Partic-
ipants in the intentional-subset condition watched the agent
decide to choose a student from one of those subsets. In the
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no-subset condition, the agent chose a student from the full
population (Hibbles and Glerks; both classrooms). Partic-
ipants then rated the likelihood that the chosen student (1)
would be a good class president and (2) was the best student
for the job (which we focus on here). Finally, to assess the
extent to which priors about social group stratification im-
pacted participants’ judgments of the selected candidate, we
administered a social dominance orientation (SDO; Pratto et
al., 1994) questionnaire.

We predicted effects of intentionality and diversity, such
that participants in diverse condition who witnessed inten-
tional subsetting would rate the selected candidate higher
than participants in the uniform condition and participants
who witnessed random subsetting. We also predicted that par-
ticipants who saw no subsetting would rate the chosen candi-
date higher in the diverse (vs. uniform) condition.

Results and Discussion
Diversity. Contrary to our predictions, we did not find an
effect of diversity on ratings of candidate superiority in the
intentional-subset condition (t(101) = 0.52, p = 0.61). How-
ever, exploratory analyses showed that diversity positively
impacted ratings of candidate superiority across manipula-
tions (t(290) = 2.450, p = 0.01).

Subset type. As predicted, in the diverse condition, par-
ticipants who saw the no-subset manipulation rated candi-
date superiority higher than participants who saw the random-
subset manipulation (t(145) = 3.14, p = 0.006). However,
there was no difference in the diverse condition between
intentional-subset and random-subset participants’ ratings of
candidate superiority (t(145) = 1.44, p = 0.32).

One possible explanation for this finding is that partici-
pants have made opposing inferences: Some participants may
have concluded that intentional subsetting would increase
candidate quality and others that it would decrease candi-
date quality. This possibility would implicate participant’s
prior social beliefs as a driving mechanism for their superi-
ority likelihood estimates. If so, we might observe reliable
individual differences in judgments.

SDO. Exploratory analyses revealed a null effect of SDO
score on participants’ overall judgments of candidate superi-
ority (t(290) =−0.71, p= 0.48). However, an interaction be-
tween SDO score and intentional subsetting predicted higher
ratings of candidate superiority (t(288) = 2.02, p = 0.04). In
other words, people with higher social dominance scores—
those who endorse more rigid social strata—rated the selected
candidate’s likelihood of superiority higher when the candi-
date was selected via an intentional subsetting process.

The interaction between intentional subsetting and high
SDO corroborates the possibility that the null subset effects
are due to opposing inferences: It suggests an influence
of individual beliefs about the impact of population subset-
ting. Also supporting this theory is that competence ratings
between the intentional- and random-selection subset types
within the uniform condition were essentially equivalent: It
is plausible that the number of possible causal inferences

about selection rationale compounded in Exp. 3 and pro-
duced a noisier distribution of superiority ratings across sub-
set types. Because of this, it is uncertain whether participants
were merely failing to make statistically viable competence
evaluations at all or whether our procedure induced different
effects in different participants (DEI-based, merit-based, or
some combination), supported by different real-world priors.
We thus propose that causal reasoning governs these effects.
Exp. 4 explores the role of causal reasoning in scaffolding
judgments of selected candidates by introducing a more ex-
plicit paradigm that mirrors a real-world DEI context.

Experiment 4
In Exp. 4 (pre-registered), we added additional context about
the historical status of Hibbles and Glerks to more closely
parallel the real world. We tested the effect of this context
and examine participants’ causal attributions for selection.

Method
We recruited 300 adult participants on Prolific. Two partici-
pants were excluded due to attention check failure, resulting
in a final sample of 298 participants (gender: 138 women,
149 men, 6 non-binary, 5 did not report; race: 201 White,
36 Black, 26 Asian or Pacific Islander, 20 Multiracial, 13 La-
tine/x, 2 did not report).

In this paradigm, we described more substantial differ-
ences between Hibbles and Glerks. Critically, because we
are now working with more meaningful social groups, we
removed the artificial diversity component. We told partic-
ipants that in the past, only Glerks were able to attend school.
A few years ago, Hibbles joined, and now there are both Hib-
bles and Glerks at school and in Classroom A (see Figure 1).
However, all the past classroom presidents have been Glerks,
even since Hibbles have been allowed to attend school. There
is a new teacher (Teacher Ro) in Classroom A. The teacher is
supposed to select a new class president. In the intentional-
subset condition, participants heard that Teacher Ro will se-
lect a Hibble for class president. In the no-subset condition,
participants heard that Teacher Ro will select a student. In
the random condition, the result of a coin flip tells Teacher
Ro to select a Hibble. Moreover, participants also reported
why they thought Teacher Ro made their selection and how
much they liked Teacher Ro.

We predicted a negative effect of intentional-subsetting and
no-subsetting on judgments of candidate superiority and can-
didate quality, anticipating that participants would view any
selection of a marginalized candidate as a DEI-type initia-
tive. We also predicted that superiority likelihood estimates
would be lower under Exp. 4’s intentional-subsetting and no-
subsetting manipulations than under the same manipulations
in Exp. 3.

Results and Discussion
Subset type. Contrary to our predictions, the no-subset and
intentional-subset manipulations both predicted higher rather
than lower superiority ratings (no-subset: t(295) = 6.94, p <
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0.001; intentional-subset: t(295) = 5.65, p < 0.001), corrob-
orated by preregistered planned contrasts.

Comparison with Exp. 3. Against our predictions, par-
ticipants in the intentional-subset condition in Exp. 4 also
rated candidate superiority higher compared to the diverse
condition in Exp. 3 (t(196) = 4.14, p < 0.001). Partic-
ipants in the no-subset condition in Exp. 4 also yielded
higher candidate superiority ratings in the diverse condition
(t(196) = 3.96, p < 0.001).

SDO. Crucially, controlling for condition, exploratory
analyses revealed that participants’ SDO scores predicted rat-
ings of superiority (t(294) = 2.27, p = 0.02). Specifically, an
interaction between no subsetting and SDO score predicted
lower ratings of candidate superiority (t(292) = −2.38, p =
0.02). In this case, when participants with high social domi-
nance scores watch the selection of a marginalized candidate,
they believe it is less likely that the candidate was the best
one.

Causal attribution. We qualitatively coded participants’
causal attributions for Teacher Ro’s selection as merit-based
(merit), group membership-based (DEI), or merit- and group
membership-based (both). Exploratory analyses showed that
participants who believed Teacher Ro’s selection was based
on merit estimated a higher likelihood of selected candidate
superiority than participants who Teacher Ro selected based
on group membership (t(232) = 5.94, p < 0.001) or even
both attributes (t(232) = 3.76, p < 0.001).

Taken together, the results of Exp. 4 suggest that judg-
ments of candidate competence in this DEI-adjacent scenario
are scaffolded by participants’ prior beliefs and their causal
attributions. As people learn context about the novel groups
that more closely parallels real-world social groups (e.g., men
and women), their judgments about DEI interventions vary
as a function of their broader views about social hierarchy
as well as their causal reasoning about the successful candi-
date’s selection. With this in mind, it is possible that par-
ticipants are purposely skewing their competence ratings to
express broader support for (or disagreement with) DEI ini-
tiatives. Providing even stronger context information (e.g.,
cues to the presence of an ability-related stereotype), could
elucidate these judgments and their relationship with SDO.

General Discussion
Certain diversity, equity, and inclusion efforts involve explic-
itly signaling the intention to select candidates from a de-
mographic subset of the candidate population (e.g., selecting
from group of only women). While well-intentioned, these
initiatives have been shown to backfire by calling into ques-
tion their targets’ competence. We elucidate the cognitive
and social factors that scaffold these inferences: In particu-
lar, we find that statistical reasoning about population sub-
setting is clouded by social priors and causal reasoning about
selector intent. Across four preregistered studies, we assessed
beliefs about selected candidate superiority under several in-
creasingly complex vignettes. We found that reasoners are

capable of making basic statistical inferences about superior-
ity likelihood in purely random, objective cases. However,
this capacity is affected by social and causal inputs as people
receive more social and contextual information.

Populations with low heterogeneity—like the plastic eggs
in Exp. 1—constrain the number of inferences people may
make about them. Consistent with literature that suggests
reasoners struggle to employ statistical reasoning in more
subjective contexts, complete population uniformity allowed
for accurate statistical inferences about candidate selection.
However, when even artificial variation was introduced in
this random context (i.e., the eggs became orange and pur-
ple), people’s ratings of candidate superiority displayed bias.

This trend held under different subset types and even with
objects with more natural diversity, like fruit. Crucially, peo-
ple’s inferences became noisier and more complex when they
were reasoning about animate populations (i.e., Hibbles and
Glerks) in meritorious contexts (i.e., in a classroom). Ratings
were affected by social dominance orientation and causal rea-
soning about why a candidate was selected, indicating that
individual differences in social cognition (e.g., prior beliefs,
causal inference) may be responsible for inconsistent results
in more convoluted contexts. It is also possible that peo-
ple used the opportunity to rate the selected candidate to
express their attitudes toward the DEI initiative itself. In
other words, someone who supports DEI initiatives may have
overcorrected their ratings of candidate superiority to express
their support, while someone against DEI initiatives may have
rated the chosen candidate lower. Ongoing work aims to vali-
date this possibility by manipulating the status of the selected
candidate (i.e., whether a Hibble or Glerk is selected).

Across studies, we found evidence for inaccurate statisti-
cal inferences driven by social cognitive mechanisms. As our
experimental paradigm got closer to mirroring a real-world
DEI initiative, people’s inferences diversified. Crucially, the
novel groups in our paradigm—even with context about their
past marginalization—cannot replicate the implicit and nu-
anced inferences people make about gender and race in the
real world. Future work will investigate whether more deeply
held automatic priors—e.g., gender stereotypes—more uni-
versally skew statistical reasoning in DEI contexts.

Our findings build a framework of social and cognitive fac-
tors that shape judgments about diverse candidates selected
under DEI messaging. While statistical reasoning offers a
foundation for assessing candidate selection processes, social
cognition—shaped by stereotypes, priors, and causal infer-
ences about selectors—complicates this assessment in pre-
dictable ways. Thus, it is not enough to simply implement
policies aimed at increasing diversity. Rather, it is critical
that DEI initiatives are designed with an acute awareness of
the cognitive underpinnings that shape perceptions of merit.
Our future work will investigate exactly which DEI messages
genuinely enhance inclusivity without inadvertently reinforc-
ing the very biases they seek to eliminate.
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