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ABSTRACT OF THE DISSERTATION

Development of stratocumulus cloud modeling in coastal California for solar forecasting

by

Elynn Wu

Doctor of Philosophy in Engineering Sciences (Mechanical Engineering)

University of California San Diego, 2020

Professor Jan Kleissl, Chair

Solar energy integration into the power grid requires forecasting of solar power due

to the natural variability of solar irradiance, primarily due to clouds. Recently, rooftop solar

photovoltaic (PV) installations have grown dramatically in California, with a majority of these

systems concentrated near the densely-populated coast. A common weather phenomena in

coastal California are vast sheets of convective low clouds called Stratocumulus (Sc) clouds. The

formation and dissipation of Sc clouds greatly impact solar power production.

The challenges surrounding the modeling of Sc clouds come from the complex interplay

among the governing physics– namely, surface-driven convection, cloud-top triggered convection,

microphysical processes, and entrainment across the inversion layer. This thesis uses tools

xv



including satellite images, statistical analysis, and numerical weather prediction (NWP) models

to predict Sc clouds and generate solar irradiance forecast. First, a novel approach of tracking

the evolution of stationary clouds to produce short-term solar forecast using satellite images is

presented. The method predicts Sc dissipation time accurately by overcoming the limitation of the

frozen cloud assumption in traditional cloud motion vector satellite solar forecasting techniques.

Second, an observation-based analog ensemble forecast is investigated to better understand the

meteorological variables contributing to Sc cloud lifetime. Intra-day analog ensemble solar

forecasts suggest that boundary layer averaged heat, moisture, and height are key to capturing

Sc dissipation time. Finally, Sc forecast beyond intra-day is investigated through the use of a

numerical weather prediction model– Weather Research and Forecasting (WRF). In WRF, the

planetary boundary layer (PBL) scheme parameterizes mixing processes in the PBL that impact

the heat and moisture profile in the PBL. An eddy-diffusivity/mass-flux (EDMF) framework

is adopted to model realistic mixing in the PBL. The framework models the non-convective

environment through eddy-diffusivity and the convective area using a mass-flux. Specifically,

cloud-top triggered downdrafts are developed and integrated into the mass-flux model. Turbulent

downdrafts help mix the heat and moisture in the top part of the PBL and result in better

representation of thermodynamic profiles and cloud thickness.
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Chapter 1

Introduction

1.1 Background

Stratocumulus (Sc) clouds are one of the most common cloud types on Earth (Wood,

2012). They have a strong negative radiative impact on the Earth’s energy budget because they

strongly reflect incoming solar radiation and have very little effect on outgoing longwave radiation.

They form under strong temperature inversions and are commonly seen off the western coast of

continents in the mid-latitudes, making them a familiar cloud to a large population. The distinct

overcast feature of Sc earn them the nickname ”May Gray”, ”June Groom”, and ”Fogust” to many

residents in coastal California. Sc clouds have been the topic of research for many years because

of their prevalence to the Earth’s climate, weather, and energy budget. They impede visibility to

negatively affect air traffic (Reynolds et al., 2012), and they also impact solar power integration

into the electric grid. As a result, accurate modeling of Sc clouds is of high importance.

In the state of California, due to its aggressive renewable mandate, high electricity prices,

and decreasing solar system costs, more than one million rooftop solar photovoltaic (PV) systems

have been installed during the last two decades. Since a majority of rooftop PV systems are

located along the densely-populated coast of California, an accurate forecast of Sc clouds is ever
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more important as they greatly reduce the solar power production. Traditionally, solar forecast

rely on different systems depending on the forecast horizon. For short-term solar forecast up to

about 5 h ahead, imagery-based cloud advection techniques are used, such as cloud motion vectors

(CMV) from satellite images (Perez et al., 2010). Imagery-based CMV techniques assume “frozen”

clouds to move in the direction of the regional wind field. While the assumption is valid for a

few hours, it becomes inaccurate for longer time horizon. For longer-term solar forecast, ranging

from hours-ahead to days-ahead, physics-based numerical weather prediction (NWP) is used

(Jimenez et al., 2016, Mathiesen and Kleissl, 2011). NWP leverages current weather observations

in the model initialization and then integrates a set of primitive equations numerically in time to

produce the forecast. Due to computational constraints, state-of-the-art NWP models have limited

spatial and temporal resolution and can lead to erroneous representation of clouds. Another set of

forecast systems– statistical solar forecast– build upon existing forecast and perform statistical

post-processing to improve the overall forecast accuracy.

While CMV and NWP successfully predict many weather conditions, they often struggle

for stratocumulus-topped boundary layer (STBL). This is because the physical processes gov-

erning STBL are complex and often range in spatial and temporal scales, making the modeling

of Sc clouds difficult. On the one hand, large scale subsidence sets up the strong temperature

inversion and is a result of the descending branch of the Hadley cell, where the circulation is

on the order of O(10km). The strength of subsidence determines how warm and dry the free

troposphere is and has a direct effect on Sc cloud lifetime. On the other hand, entrainment

takes place at the interface of the cloud-top and the free troposphere, within a layer of O(10m).

Between these largest and smallest scales several important processes occur on scales on the

order of typical STBL height (O(1km)). At the surface, sensible and latent heat fluxes provide

warm and moist air into STBL and are often considered in the form of rising plumes. At the

cloud-top, radiative and evaporative cooling initiates cooled downdrafts, and entrainment also

interacts with these downdrafts. Together updrafts and downdrafts drive turbulence and transport
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surface and cloud-top properties throughout the STBL. Wind shear at the surface also generates

turbulence for STBL. Because of the strong turbulence, the STBL is coupled from the surface

up to cloud-top, leading to well-mixed profiles in liquid conserved potential temperature and

total water mixing ratio. During the day, solar radiation heats the cloud layer and often leads to

thinning or dissipation of Sc clouds. Finally, drizzle also contribute to the thinning of Sc clouds.

The interplay of the aforementioned processes ultimately determine the fate of Sc clouds. The

following paragraph describes how these physical processes limit the forecast accuracy of CMV

and NWP techniques and novel algorithms that I have developed to improve forecasts of the

STBL.

1.2 Overview of the Dissertation

In this dissertation, tools including satellite images, statistical models, and numerical

weather prediction (NWP) models are used to model Sc clouds and generate solar irradiance

forecast in coastal California. First, short term forecast using satellite imagery are used. Since Sc

clouds do not normally follow the synoptic wind direction, the ”frozen” cloud technique in CMV

breaks down and leads to false Sc cloud advection (Miller et al., 2017). In coastal California, Sc

clouds often form at night and reach maximum coverage before sunrise. During the day, solar

heating at the surface and entrainment of warm and dry air from the free troposphere cause Sc

clouds to dissipate. With these physical insights in mind, a novel approach to track the evolution

of stationary clouds and produce solar forecast using satellite images is proposed in Chapter 2.

This differs from CMV approaches where only advection of frozen clouds is considered.

Another approach to leverage physical insights is in the form of statistical post processing

or data-driven approaches. Data-driven approaches predict the future based on past relationships

in the input and output data. In Chapter 3 an observation-based analog ensemble (AnEn) solar

forecast illustrates the usefulness of combing physical and statistical insights.
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While observation-based AnEn is useful for intra-day forecast, the accuracy suffers with

increasing forecast lead time. For longer-term forecast, accurate NWP output is an invaluable

input to statistics-based models. The Weather Research and Forecasting (WRF, Skamarock

et al. (2019)) is an open-source community NWP model used in research and in operational

settings. WRF consists of two major components: a dynamical solver and model physics. The

dynamical solver consists of numerical techniques to solve the fully-compressible, Eulerian

nonhydrostatic equations. Prognostic variables include velocity components, perturbation moist

potential temperature, perturbation geopotential, and perturbation dry-air surface pressure. Scalars

such as water vapor mixing ratio, cloud water mixing ratio, and chemical species may also be

included. The model physics are parameterizations aimed to represent processes that are complex

and difficult to resolve. They include microphysics, cumulus, land-surface interaction, planetary

boundary layer (PBL), and radiation. Specifically, the vertical sub-grid fluxes parameterized by

PBL schemes play a critical role in Sc cloud maintenance and dissipation. Chapter 4 and Chapter

5 focus on PBL parametrization in WRF for Sc modeling.
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Chapter 2

Coastal Stratocumulus cloud edge forecasts

2.1 Introduction

Stratocumulus (Sc) clouds are the most common cloud type on Earth, with an annual mean

coverage of 22% for the ocean surface and 12% for the land surface (Hahn and Warren, 2007).

Sc clouds strongly reflect incoming solar radiation. Due to their low cloud height they emit a

similar amount of outgoing longwave radiation as the surface. Therefore, Sc clouds have a strong

net negative radiative effect on the Earths radiative balance (Hartmann et al., 1992, Wood, 2012).

Sc clouds form in a shallow planetary boundary layer and are capped by a strong temperature

inversion. The inversion limits the vertical mixing of warm dry air above, and cool moist air

beneath (Klein and Hartmann, 1993), which keeps the clouds from evaporating. Geographically,

the highest Sc cloud land coverage is found in the mid-latitude coastal region next to eastern

boundary currents (Wood, 2012), where the temperature inversion in this region is associated

with the warm dry descending branch of the Hadley cell.

Coastal California is an area of high Sc cloud coverage during the late spring and summer

months when the semi-permanent North Pacific High has the greatest intensity (Clemesha et al.,

2016). Sc clouds greatly influence the weather, water, and energy of the ecosystem and have
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been a topic of extensive research for many years (e.g. Beer and Leopold, 1947, Iacobellis and

Cayan, 2013, Johnstone and Dawson, 2010, Williams et al., 2015). In recent years, an aggressive

renewable energy mandate in the state of California has attracted more than half a million rooftop

solar photovoltaic (PV) installations. As solar PV becomes an important source of generation

to the grid, it is critical for the utilities and system operators to maintain reliable service while

maximizing solar energy utilization (Denholm et al., 2016). With a majority of rooftop solar PV

along the densely-populated coast of California, an accurate forecast of Sc clouds during the

summer months becomes important as these clouds reduce solar irradiance substantially.

Two types of methods are traditionally used in solar irradiance forecasting depending on

the forecast horizon. For short-term solar forecasting, imagery-based cloud advection is used.

Ground-based sky imager systems are used for intra-hour forecasting (Chauvin et al., 2016, Chow

et al., 2011, Dev et al., 2017, Huang et al., 2013a, Peng et al., 2015, Yang et al., 2014), while

satellite cloud motion vectors (CMV) are used for forecasting up to 5-hour ahead (Perez et al.,

2010). Traditional image-based cloud advection assumes “frozen” clouds to move in the direction

of the regional wind field. While this assumption generally holds true for a few hours, it loses

validity for longer term forecast. For longer-term solar forecasting, ranging from hours-ahead to

days-ahead, physics-based numerical weather prediction (NWP) is used (Jimenez et al., 2016,

Lara-Fanego et al., 2012, Mathiesen and Kleissl, 2011). NWP uses current weather observations to

solve a set of primitive equations and numerically integrate the weather forward in time. Forecast

accuracy varies considerably depending on the time, location, and weather condition. Perez et al.

(2010) found that hourly-averaged satellite CMV forecast mean bias error (MBE) and root mean

square error (RMSE) on an annual basis range from 0.2 W m-2 and 104 Wm-2 in an arid region

like Desert Rock, NV to 30 Wm-2 and 159 Wm-2 in a semi-arid elevated place like Boulder, CO.

Mathiesen and Kleissl (2011) found that NWP models generally under-predict cloudy conditions,

resulting in an over-prediction of solar irradiance. Recent studies have combined satellite images

and NWP to better improve short-term solar forecasting (Arbizu-Barrena et al., 2017, Lee et al.,
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2017). For example, in addition to using traditional CMV techniques, Arbizu-Barrena et al.

(2017) use a NWP to allow both advection and diffusion to the cloud index derived from Meteosat

Second Generation. It is shown that this technique outperforms traditional CMV in areas with

low topographic complexity, but struggles in areas where cloud patterns are influenced by the

terrain, as is the case for coastal California.

NWP forecasts of Sc clouds in coastal California have been improved through better cloud

initialization (Mathiesen et al., 2013, Yang and Kleissl, 2016) or by modifying inversion base

height in NWP to better represent the clouds (Zhong, 2017). Imagery-based cloud advection

forecasts have received less attention. Traditional satellite CMV forecasts do not accurately

predict how Sc clouds move or dissipate in time largely because Sc clouds do not typically follow

the synoptic wind direction. An example of false Sc cloud advection by traditional satellite CMV

forecast has recently been reported by Miller et al. (2017). Sc clouds over land often form at night

and reach their maximum coverage before sunrise. During the day, Sc clouds dissipate because

of solar heating at the surface (and the resulting surface sensible heat flux), solar heating of the

cloud, and entrainment of drier warmer air from aloft (Ghonima et al., 2016). As dissipation of

Sc clouds is not considered, frozen cloud advection in satellite CMV often under-predicts solar

irradiance.

The objective of this paper is to improve solar irradiance forecasting during Sc cloud

days primarily through quantifying the dissipation time of Sc clouds. A Sc cloud edge forecast

(hereinafter called “line forecast” ) using the Geostationary Operational Environmental Satellite

(GOES) is proposed to improve solar irradiance forecasting by allowing for Sc cloud dissipation.

The forecast is based on tracking the most inland edge of Sc clouds. The novelty of the method is

that it can track evolution (dissipation in this case) of a stationary cloud, while standard cloud

motion approaches only consider advection of frozen clouds. The method combines physical

insights into lower atmospheric cloud top heights under a strong inversion with statistical methods.

While applied here to Sc cloud forecasting in California, we expect the cloud edge tracking to be
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equally valid for other overcast stationary clouds such as coastal Sc cloud forecasts elsewhere

and inland fog forecasts. For example, fog and low stratus in Germany pose a challenge for the

transmission system operators. In addition to the low stratus risk forecast system designed for

day-ahead warnings (Kohler et al., 2017), line forecasts for short-term forecasting could also help

support the decision makings.

This paper is organized as follows. Section 2.2 explains the conceptual motivation and

assumptions of the line forecast 2.2.1, followed by a description of Sc cloud dissipation time

and cloud thickness evolution (2.2.2 and 2.2.3). Then error metrics are presented in Section

2.2.4. Section 3 contains input data (2.3.1 and 2.3.2), case study setup (2.3.3), and validation

sites and data (2.3.4). Section 2.4 contains the validation results and discussion. Validation

of assumptions are investigated in 2.4.1 , followed by validation against satellite observations

(2.4.2), and discussion of geographical error distributions (2.4.2). Finally, Section 2.5 provides

conclusions.

2.2 Methods

2.2.1 Cloud edge line forecast conceptual motivation and assumptions

In coastal California, the Sc cloud eastern (inland) boundary edge elevation is typically

found to be at a maximum during the early morning and then decreases in time. Conceptually,

clouds thicken and spread at night due to longwave cooling, but start to thin when longwave

radiative cooling is balanced by solar heating, which occurs shortly after sunrise (Akyurek and

Kleissl, 2017). In southern California, the terrain rises nearly monotonically and peaks at about

1.5 km elevation 40 to 80 km inland. The eastern boundary of Sc clouds usually follows isolines

of land elevation. Iacobellis and Cayan (2013) showed that the inland penetration of Sc clouds

is limited by the height of the inversion base and coastal topography. In other words, Sc clouds

extend inland up to where the land elevation reaches the inversion base height, and the inversion
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base height equals the cloud top height. Dissipation of Sc clouds occurs after sunrise, often

following land elevation as the mass of air required to be heated in order to become cloud-free

decreases with increasing elevation.

The line forecast employs the correlation between land elevation and the Sc cloud eastern

boundary, by extrapolating the evolution of cloud edge elevation in time to predict the future

cloud edge location. The line forecast assumes: (i) constant inversion height (and cloud top

height) along the cloud edge; (ii) a constant rate of decrease in the cloud edge boundary elevation;

(iii) an exponential increase in the ratio of GHI to clear sky GHI (clear sky index, kt) from sunrise

to one when the clouds dissipate; and (iv) no satellite parallax effect. Assumptions (ii) and (iii)

will be tested in Section 2.4.1. Rastogi et al. (2016) investigated the inversion base height at

San Diego Miramar (NKX: 32.85◦N, 117.115◦W), Vandenberg Air Force Base (VBG: 34.75◦N,

120.56◦W), and the northern Channel Islands (approximately 34◦N, 120◦N) during 19652015

using radiosonde data and the Modern-Era Retrospective Analysis for Research and Applications

(MERRA) (Rienecker et al., 2011). While radiosonde data showed that inversion height is

generally 100 m lower at VBG than NKX, MERRA data showed nearly identical inversion base

height for the three points. Although radiosonde data showed differences between VBG and

NKX, the lack of spatial coverage made it hard to determine the inversion height everywhere in

the domain. As such, assumption (i) was treated as valid for this study. As the GOES satellite is

at a zenith angle of approximately 43 degrees and 50 degrees in the southern and northern end of

California, the projection of the cloud edge on the surface will be displaced horizontally by tan

(zenith angle) times cloud top height above ground level. However, because average cloud top

heights are only 400 m above mean sea level the parallax error is small relative to the scales of

terrain elevation changes and the horizontal resolution of the satellite images.
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2.2.2 Cloud Dissipation Time

The GOES visible channel captures a new image every 15 min. At each satellite image

time stamp, a visible reflectance cloud test (Iacobellis and Cayan, 2013) is performed, and the

eastern boundary of Sc clouds with its corresponding land elevation are extracted. The median

land elevation of all the points over the boundary is used to represent the elevation at each time

step. Any missing satellite images are ignored. The time step of the line forecast model is every 15

min. An example of the Sc cloud inland boundary moving towards lower land elevation is shown

in Figure 2.1. The median land elevation of the boundary as shown in Figure 2.1 decreases from

900 m at 0700 to 370 m at 1000 PST. Pacific Standard Time (PST) lags Coordinated Universal

Time (UTC) by 8 h and will be used for the remainder of this study. Figure 2.2 shows the step by

step approach used to issue a Sc cloud line forecast for this day. A time series of the boundary

median elevation is shown in Figure 2.2b. Note that the accuracy of the line forecast is limited by

the number of visible images available. While the forecast issued at 0800 PST is accurate for this

day, at 0700 PST the line forecast would not be able to accurately predict the cloud dissipation.

Only two elevation points were available by 0700 PST, and the extrapolation of these median

land elevation would result in clouds persisting for the whole day.

To predict when Sc clouds will dissipate at a given location, a linear regression is per-

formed on a time series of the points corresponding to the Sc cloud eastern boundary land

elevation (Figure 2.2b) and extrapolated in time to the elevation for the given location. A linear

regression is chosen empirically, and this assumption will be tested in the next section. The

method uses a least square linear fit. It is hypothesized that the time when the predicted cloud

edge elevation reaches the elevation of the specified surface location is the time when Sc clouds

dissipate:

tclear =
Esite−a

b
, (2.1)

where tclear is the cloud dissipation time, Esite is the land elevation of the site of interest, and a
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Figure 2.1: GOES visible images at 0700, 0800, 0900, and 1000 PST on June 14, 2016 with
Sc cloud inland boundary highlighted in blue. Raw images are post-processed such that pixels
within 15.5% of their clear sky reflectance are plotted as dark (clear), while pixels with larger
than 15.5% difference are plotted in grey scales (cloudy). Threshold value of 15.5% was
previously tested and finalized (see Text S1 in Clemesha et al. (2016)). The position of the
boundary advances towards the coast from 0700 to 1000 PST. Note that Santa Ana Mountains
(33.70◦N, 117.50◦W) are clear because the land elevation is above the inversion base height.
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Figure 2.2: Steps to issue a cloud edge or the line forecast at 0800 PST for Escondido with a
land elevation of 250 m: (a) Extract Sc cloud inland boundary in consecutive GOES images up
to 0800 PST and record the median land elevation under the colored lines (between 32.5◦N and
34.5◦N). (b) Extrapolate the median land elevation in time using a best fit line through 0645 to
0800 PST. Cloud dissipation time is when the forecasted elevation intercepts with the station
elevation (here approximately at 1030 PST). (c) Interpolate between current kt at 0800 PST and
clear sky kt at cloud dissipation time using the exponential function described in Section 2.3.
The green line in (c) is the line forecast issued at 0800 PST with a 15-min time resolution.
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and b are the intercept and slope from the least square linear fit.

2.2.3 Cloud Thickness Evolution

To describe the cloud thickness evolution between forecast issue time and dissipation

time, the clear-sky index (kt) is interpolated using an exponential function between forecast issue

time and dissipation time to represent the thinning of Sc clouds:

k∗t (t
∗) = aebt∗+ c, (2.2)

where a, b, and c are constant coefficients. k∗t and t∗ are normalized kt and time as defined later in

Eqs. 2.3 and 2.4. Physically, when the sun angle is low (early morning), not much heat is received

at the surface and the thickness of the clouds is approximately constant. As the day progresses,

solar heating increases drastically, and the cloud thickness decreases successively quicker. As

such, an exponential function is chosen.

The clear sky irradiance model from Perez et al. (2002) is used to compute kt . To

determine the coefficients for the fitted exponential function, the coastal low cloudiness dataset

from Clemesha et al. (2016) is used. The dataset was created using GOES images from 1996 to

2016 with a spatial resolution of 4 km and a temporal resolution of 30-minutes. Historical days

within the dataset when Sc clouds are present are identified. The corresponding SolarAnywhere

(2019) data, a satellite solar irradiance product, are extracted to determine the exponential function

that best describes the increase in kt from sunrise to cloud dissipation time. SolarAnywhere data

are available from 2003 to 2016, and only the overlapped time period between the coastal low

cloudiness dataset and SolarAnywhere are used. Note that 2016 is excluded in this analysis as it

will be used to validate the forecast (Section 2.4.1). June and August are selected in southern

and central and northern California, respectively, as they represent the respective months with

the most dominant marine layer cloud influence (Clemesha et al., 2016). A map of southern and
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central and northern California domain is shown in Figure 2.3.

Figure 2.3: Elevation map showing validation site locations. Specific site elevations are given
in the legend. The cut-off of southern California from central and northern California is around
Pt. Conception, all southern California stations are shown in the inset.

Time stamps are scaled by the time difference between sunrise and cloud dissipation time:

t∗ =
t− tsunrise

tclear,obs− tsunrise
, f ortsunrise ≤ t ≤ tclear,obs, (2.3)

where tclear,obs is the first time when observed kt is clear, and tsunrise is the time stamp at sunrise.

The observed clear kt) is defined following Kankiewicz et al. (2014) where clear sky is defined as

kt) greater than 0.8. Sunrise is chosen as the reference time because that is when solar heating

starts to thin the cloud deck. Similarly, to normalize different starting kt at sunrise, kt for each
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Table 2.1: Coefficients of the average of the fitted exponential function in Eqs. 2.2 for central
and northern California and southern California (black dashed lines in Figure 2.5) for different
sunrise times.

Location a b c
Central and northern California

(sunrise at 0600 PST) 0.003 5.959 0.022
Central and northern California

(sunrise at 0630 PST) 0.006 5.041 0.022
Southern California

(sunrise at 0530 PST) 0.005 5.238 0.014

individual day is scaled by kt at sunrise:

k∗t =
kt− ktsunrise

1− ktsunrise

, (2.4)

where ktsunrise is the clear sky index at sunrise. To avoid picking earlier times where the accuracy of

kt decreases because of difficulty of modeling clear sky irradiance near sunrise, the first daytime

point is chosen to be when cosine of solar zenith angle is greater than 0.1. Cosine of solar zenith

angles are calculated for all stations shown in Figure 2.3. During the month of June, 0530 PST

marks the time when cos (solar zenith angle) is greater than 0.1 for stations in southern California.

For central and northern California, 0600 PST marks the time when cos (solar zenith angle) is

greater than 0.1 for early August while the time gradually shifts to 0630 PST by late August.

An example of the fitted exponential function at a single site is shown in Figure 2.4. For

this study, two sets of coefficients are determined after repeating the analysis for multiple sites.

The first set will be used to forecast kt in central and northern California in August, and the

second set will be used to forecast kt in southern California in June. The coefficients are tabulated

in Table 2.1 and the corresponding curves can be seen in Figure 2.5. The stations shown in this

analysis will be used as validation sites and will be discussed in greater details in Section 2.3.4.

To produce a time series of forecasted kt , forecast issue time and future time stamps are

scaled following Eqs. 2.3, and cloud dissipation time is calculated following Eqs. 2.1(1). These
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Figure 2.4: Scaled time t∗ and scaled clear sky index kt∗ for Sc cloud days in August from 2003
to 2015 at Santa Rosa, CA. The average of the kt∗ for individual days (red line) is used to fit
the exponential function (blue line). Negative k∗ during the day indicates a decrease of kt from
sunrise.

Figure 2.5: The fitted exponential function at each individual station and their average for
central and northern (left) and southern California (right). The corresponding coefficients can
be found in Table 2.1.
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scaled time stamps are then plugged into Eqs. 2.2 to retrieve k∗t . Lastly, k∗t is transformed back to

kt by rearranging Eqs. 2.4 and replacing ktsunrise as kt at forecast issue time to:

kt = k∗t (1− kt,0)+ kt,0. (2.5)

This kt model has the benefit that points that are falsely flagged as cloudy by the line forecast

at the forecast issue time (e.g., land elevation is lower than the median land elevation of the

boundary yet the pixel is initially clear), are automatically corrected to clear because future kt

is an interpolation between current kt ( kt,0 = 1 in this case) and clear kt (i.e., kt = 1 ). In other

words, these points will not be changed to lower kt and will remain clear.

2.2.4 Error metrics

The error metrics used for validation are mean bias error (MBE), mean absolute error

(MAE), and forecast skill (FS):

MBE ≡ 1
N

N

∑
n=1

xn− xobs
n (2.6)

MAE ≡ 1
N

N

∑
n=1
|xn− xobs

n | (2.7)

FS≡ 1− MAE
MAEpersistence

(2.8)

where xn is the nth forecast of GHI, and xobs
n is the nth observation of GHI. To further quantify

the skill of the Sc cloud line forecast, the FS defined by Coimbra et al. (2013) and modified

by Yang and Kleissl (2016) is used to intercompare line forecasts against persistence forecasts.

Positive values of FS indicate that line forecasts have a lower MAE than persistence forecasts.

The maximum value of FS is 1.
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2.3 Data and Validation

2.3.1 Elevation data

Land elevation data are obtained from General Bathymetric Chart of the Oceans (GEBCO,

2017) at 30 arc-second intervals (or approximately 1 km). At each time stamp, the land elevation

at the cloud boundary is retrieved. Land points below the median cloud boundary elevation are

assumed to be cloudy, and the median cloud boundary land elevation is assumed to be decreasing

during the day. In other words, non-negative slope b in Eqs. 2.1 are not considered, but such cases

are limited to early morning, presumably because solar heating is still weaker than longwave

cooling at large solar zenith angles, leading to an initial increase in cloud cover and/or thickness

(Akyurek and Kleissl, 2017). On most days, the cloud edge elevation eventually drops to sea

level, representing a complete clearing of Sc clouds for the coastal land area. Cloud boundaries

over the ocean are ignored as the focus of this paper is solar irradiance forecasts over the land.

Further constraints on the domain are required to avoid assigning far inland points as

cloudy because they have a land elevation below the median Sc cloud edge elevation. The

topography of coastal California rises steeply near the coast, but then drops to near sea level

across the coastal mountain range in the Central Valley and Imperial Valley. In reality, Sc clouds

seldom penetrate that far inland as the mountain ranges act as barriers to the airmasses that

support Sc clouds. The inland valleys represent arid climates and are mostly clear throughout the

summer. To constrain the domain to areas where Sc clouds commonly occur, we filter the points

using the 20-year summertime California coastal low cloudiness dataset from Clemesha et al.

(2016). Land points with no low cloud occurrence in the 20-year low cloud dataset are removed

from the cloud mask. Doing so also assures that the extrapolation of boundary elevation will not

include land points with the same land elevation but too far inland (e.g., a land point can be at

sea level but located a few hundred kilometers away from the coast). The final coastal domain is

shown in Figure 2.6.
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Figure 2.6: California coastal low cloudiness (Clemesha et al., 2016) occurrence is averaged
between 0600 and 0800 PST over 20-years for June in southern California and August for
central and northern California.
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2.3.2 GOES data and cloud edge retrieval

GOES-15 Imager measurements in the visible channel at 1-km resolution are obtained

from National Oceanic and Atmospheric Administration (NOAA) Comprehensive Large Array-

Data Stewardship System (CLASS). Images are captured every 15 minutes. During the daytime

hours, images are missing at 1515, 1015, 1245, and 1315 PST. A post-launch calibration developed

at NOAAs National Environmental Satellite, Data, and Information Services (NESDIS, 2017) is

applied to the images to account for sensor degradation.

To retrieve clouds from the satellite images, a clear sky or background reflectance is

determined by sorting the reflectance from all images at each month and hour and selecting the

minimum reflectance at each pixel (Iacobellis and Cayan, 2013). Instead of using the preceding

one month of data (∼ 30 images) as was the case in Iacobellis and Cayan (2013), we use the

preceding three months of data (∼ 90 images) because it yields a better cloud detection. This

method assumes that there is at least one clear day during the three-month window. After

obtaining clear sky reflectance for every pixel, a binary cloud mask is turned on every time the

pixel reflectance exceeds its clear sky reflectance by 15.5% (Clemesha et al., 2016). Once the

cloud mask at each time stamp is determined, the longest consecutive contour line is extracted as

the Sc cloud eastern boundary.

2.3.3 Location and time period for the case studies

As mentioned in Section 2.2.3, June and August are the peak months of southern and

central and northern California coastal low clouds, respectively. Therefore, the months of June and

August 2016 are chosen for southern California and central and northern California for validation,

respectively. We quantify days with Sc cloud coverage using the following approach: (1) For

the first visible image of the day, at least 10 % of cloud coverage in the coastal low cloudiness

product are present over land in each domain. (2) Use the corresponding thermal infrared image
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at 10.7 µm to compute scene temperature (i.e., cloud top temperature) following Weinreb and

Han (2011). As Sc clouds are low and have relatively uniform cloud top height, the variation in

cloud top temperature in the coastal domain is used to exclude days with significant amount of

high clouds. After threshold testing, a standard deviation in cloud temperature of 3 % (about 8

K) among the cloudy pixels is chosen. Days with scene temperature standard deviation greater

than 3 % are removed. While the standard deviation thresholding removes days with significant

multi-level clouds (i.e., both low and high clouds are in the domain), there are some days when

the proportion of high clouds is too small to raise the standard deviation above 3% . These days

are kept in the dataset, but to avoid misclassifying the cloud edge elevation, land elevation at

pixels with scene temperature lower than 280 K are removed. A flowchart to determine when the

line forecast should be used is shown in Figure 2.7.

For southern California, a total of 19 days passed (June 1 to 9, 11 to 15, 23 to 25, and 29

to 30) the threshold tests. For central and northern California, a total of 25 days passed (August 1

to 28, excluding August 18, 19, and 22).

Figure 2.7: Flowchart defining under what conditions line forecasts are applied for coastal
California.
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Table 2.2: Summary of validation sites in central and northern California. Median Sc cloud
burn-off time is obtained from 20 August months (1996-2015) using the coastal low cloudiness
product at half hour time resolution.

Station Eureka Santa Rosa San Francisco Saratoga Salinas Valley San Luis Obispo Monterey
Latitude [◦] 40.798 38.447 37.752 37.262 36.427 35.283 36.583

Longitude [◦] -124.163 -122.709 -122.477 -122.013 -121.322 -120.653 -121.906
Elevation [m MSL] 13 59 82 141 77 127 114

Median Sc cloud
burn-off time [HHMM PST] 1130 0930 1230 0800 0900 0830 1130

Table 2.3: Summary of validation sites in southern California. Median Sc cloud burn-off time
is obtained from 20 June months (1996 – 2015) using the coastal low cloudiness product at half
hour time resolution.

Station Solana Beach Rancho Santa Fe Escondido Lake Wohlford
Latitude [◦] 33.007 33.033 33.159 33.178

Longitude [◦] -117.276 -117.189 -117.031 -116.995
Elevation [m MSL] 1 86 252 491

Median Sc cloud
burn-off time [HHMM PST] 0900 0830 0800 0800

2.3.4 Validation sites

For the central and northern California case study, seven cities ranging from as far north

as Eureka to as far south as San Luis Obispo are chosen as validation sites. Their locations and

elevations are tabulated in Table 2.2. The sites are carefully chosen to represent the different

challenges in forecasting Sc clouds in different regions.

For the southern California case study with a focus in the greater San Diego area, four

sites along a line from coastal to inland are chosen. These four sites are part of the San Diego

Gas & Electric (SDGE) weather station network with LI-COR LI200 pyranometers measuring

GHI at a 5-minute resolution. Their locations and elevations are tabulated in Table 2.3. A map of

all 11 validation sites is shown earlier in Figure 2.3.
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2.3.5 Satellite solar resource data

Clean Power Researchs SolarAnywhere (2019) data utilizes GOES images to output

solar irradiance by modulating a clear sky irradiance model (Perez et al., 2002). For June 2016,

SolarAnywhere data are validated against the SDGE weather stations, with an average hourly

MBE of 18 W m-2, MAE of 30 Wm-2, and RMSE of 57 Wm-2. Jamaly and Kleissl (2012) also

validated SolarAnywhere data against 52 California Irrigation Management Information System

(CIMIS) ground sensors and found similar results an average hourly MBE of 19 Wm-2, MAE

of 46 Wm-2, and RMSE of 65 Wm-2 over the year 2010. Because the accuracy is comparable

to that of a typical ground sensor, accurate under typical conditions to ± 5 % (CIMIS, n.d.),

SolarAnywhere data will be used as observations for validation hereinafter. SolarAnywhere data

at 2 km spatial resolution and 30-minute temporal resolution are retrieved for the 11 validation

sites.

2.3.6 Satellite cloud motion vector and persistence forecast

For reference, hourly satellite CMV data (Perez et al., 2010) from 1 hour to 5 hours ahead

derived from GOES images are computed for the 11 validation sites. For the seven sites in central

and northern California, data are available for 1–31 August 2016. For the four sites in southern

California, data are only available for 5–15 June 2016. The (smart) persistence forecast uses

the clear sky index (kt) from SolarAnywhere satellite measurements at forecast issue time and

assumes fixed kt out to 5-hours ahead.
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2.4 Results and Discussion

2.4.1 Validation of assumptions

Two assumptions described in Section 2.2.1 are tested here. If the Sc cloud boundary

elevation decreases at a constant rate, then a linear least-square regression through the elevation

points should have a coefficient of determination (R2) that is close to 1. For each validation day,

boundary elevation derived from GOES images between 0630 to 1230 PST (∼ 23 images) as

shown in Figure 2.8 are used to fit a linear least-square regression, and the R2 is recorded. A

detailed summary of each validation day can be found in Table 2.4. The average R2 for the 43

validation days is 0.86, indicating that the slope of boundary elevation is nearly constant. If the

boundary does not advance towards the coast and moves around the inland area throughout the

day, a low R2 is found, such as on June 11. Because the median boundary elevation is consistently

higher than zero for this particular day, the least-square regression would suggest a burn-off time

that is days away from the forecast issue time. As a result, the line forecast acts like a persistence

forecast with only a slight increase in kt for the day.

Figure 2.8: Time series of median cloud edge elevation for 19 days from June 2016 in (a) and
25 days from August 2016 in (b). The median edge elevation is shown in red. The cloud edge is
detected using GOES data, and the median elevation is obtained from GEBCO.

To verify that morning kt exponentially increases to clear sky when the clouds dissipate,
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Table 2.4: Coefficient of determination for the linear least-square regression through the Sc
cloud boundary elevation between sunrise time as determined in Section 2.2.3 and 1230 PST (or
until the land is clear, whichever is earlier). Note that June 2016 is for southern California and
August 2016 is for central and northern California.

Date R2 Date R2 Date R2 Date R2 Date R2

1-Jun 0.93 12-Jun 0.91 1-Aug 0.93 11-Aug 0.91 24-Aug 0.83
2-Jun 1.00 13-Jun 0.87 2-Aug 0.88 12-Aug 0.95 25-Aug 0.94
3-Jun 0.69 14-Jun 0.97 3-Aug 0.62 13-Aug 0.76 26-Aug 0.97
4-Jun 0.83 15-Jun 0.90 4-Aug 0.95 14-Aug 0.88 27-Aug 0.98
5-Jun 0.93 23-Jun 0.94 5-Aug 0.97 15-Aug 0.93 28-Aug 0.86
6-Jun 0.88 24-Jun 0.51 6-Aug 0.92 16-Aug 0.92 Average 0.86
7-Jun 0.95 25-Jun 0.59 7-Aug 0.95 17-Aug 0.86
8-Jun 0.75 29-Jun 0.97 8-Aug 0.98 20-Aug 0.97
9-Jun 0.96 30-Jun 0.80 9-Aug 0.87 21-Aug 0.89

11-Jun 0.30 10-Aug 0.94 23-Aug 0.77

the exponential function with coefficients in Table 2.1 is applied to SolarAnywhere data during

June and August 2016. Cloud dissipation time is defined as the first time after sunrise when

SolarAnywhere kt is greater than 0.8. The average of the fitted exponential line is shown in Figure

2.9, and the hourly kt MAE is tabulated in Table 2.5. Note that this analysis is not a forecast as

cloud dissipation time is known. Smaller kt MAE are found at inland stations, while stations

at the immediate coast have larger errors (e.g., Solana Beach, San Francisco, and Monterey).

The larger errors are due to ambiguous cloud dissipation time or clouds persisting for the whole

day. For example, kt decreases after the first clear point at San Francisco in Figure 2.9b, and

the fitted exponential function is unable to capture any decreasing trend. Similar issues occur in

Monterey. All inland stations have hourly kt MAE less than 0.1, with Escondido, Lake Wohlford

and Saratoga having the minimum MAE at 0.04. Overall, the exponentially fitted curves are

representative for most validation stations.
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Table 2.5: Hourly MAE kt for the exponentially fitted kt against actual SolarAnywhere kt data
at all validation stations. The fitted kt is generated with known dissipation times as the first point
where SolarAnywhere kt ¿ 0.8.

Station MAE kt [-]
Solana Beach 0.13

Rancho Santa Fe 0.06
Escondido 0.04

Lake Wohlford 0.04
Santa Rosa 0.01
Saratoga 0.02

Salinas Valley 0.06
San Luis Obispo 0.06

Eureka 0.04
San Francisco 0.17

Monterey 0.12

Table 2.6: Number of days when clouds did not dissipate (i.e., persisting days) in southern
California in June 2016 and central and northern California in August 2016.

Station Persisting days [-] Number of days considered
in Figure 2.9 [-]

Solana Beach 6 19
Rancho Santa Fe 1 19

Escondido 1 19
Lake Wohlford 1 19

Santa Rosa 0 25
Saratoga 0 25

Salinas Valley 0 25
San Luis Obispo 0 25

Eureka 2 25
San Francisco 3 25

Monterey 7 25
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Figure 2.9: Time series of 30-min instantaneous kt from SolarAnywhere averaged over all
days with known valid cloud dissipation time (i.e., kt is greater than 0.8). Depending on the
station, there are approximately 25 days for (a) and (b) and 19 days for (c); days where kt
never exceeds 0.8 are removed. Solid lines are actual SolarAnywhere averages, and dashed
lines are the averaged exponential fits using the coefficients in Table 2.1. Note that these are
hindcasts with known dissipation time to illustrate the exponential fit function. A breakdown of
the number of days when clouds did not dissipate is shown in Table 2.6.

27



2.4.2 Validation against satellite observations

Southern California

Time series of hourly-averaged GHI are shown in Figure 2.10 for forecasts issued from

0700 to 1000 PST. While the line forecast is computed for all 19 days in June, Figure 2.10 is

the average of 5–15 June 2016 because of the availability of satellite CMV forecasts. Forecasts

issued after 1100 PST are not of interest as clouds have already dissipated on most days and the

line forecast would coincide with persistence forecast with a clear sky index of 1. SolarAnywhere

GHI shows that Sc clouds tend to stay longer at the coastal site where land elevation is lower.

This is consistent with the assumption that Sc cloud eastern boundary moves towards the coast

during the day, and the average land elevation of the boundary decreases.

MBE, MAE, and FS are shown in Figure 2.11. The line forecast consistently performs

better than satellite CMV and persistence for all forecast horizon and forecast issue times at

Rancho Santa Fe, Escondido, and Lake Wohlford. For Solana Beach, the line forecast is superior

to the persistence forecast but slightly worse than satellite CMV. The line forecast has the lowest

forecast skill for forecasts issued at 0700 PST. This is likely because only three visible GOES

images are available at the time of the forecast issuance. In addition, dissipation often happens

several hours after sunrise as seen in Table 2.2 and Table 2.3, making it difficult to forecast the

burn-off time several hours ahead. With later forecast issue times, more images are available and

the prediction of burn-off time becomes more accurate. Persistence forecasts have the worst error

statistics because Sc clouds are present at the forecast issue time, fixing the clear sky index at

the forecast issue time results in under-prediction of irradiance. While satellite CMV forecasts

out-perform persistence at all four sites, CMV forecasts under-predict the irradiance. As Sc

clouds do not follow the direction of the synoptic winds, the assumption of CMV breaks down

and results in a cloudy bias.

The coastal topography of San Diego is predominantly north-south oriented, with in-
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creasing land elevation from the coast to inland. This simple topographic elevation distribution

favors line forecasts because it provides for more consistent meteorological conditions across

the forecast domain. For example, (i) absorbed surface irradiance and resulting heating rates

are similar due to consistent surface type, (ii) advection is similar due to homogeneous pressure

gradients and surface roughness, (iii) microscale meteorological distortions such as local slope

flows are avoided, (iv) a straight cloud edge provides for more consistent cloud edge erosion

as detailed in the next paragraph. This consistency supports the line forecast assumptions of

homogeneous land elevation at the cloud edge and homogeneous rate of change of land elevation

at the cloud edge.

Horizontal entrainment of dry air at the cloud edge also plays an important role in the

westward movement of the edge. Crosbie et al. (2016) found that the horizontal entrainment at

the interface between clear skies and the cloud edge produces evaporatively cooled downdrafts

and accelerates the erosion of the cloud edge. In southern California, the cloud edge is rela-

tively straight (north-south) because of the distribution of land elevation. Therefore, horizontal

entrainment does not produce as much inhomogeneous mixing as would be the case if the cloud

edge was curved and the clear region was not just on one side of the edge. Because of relatively

homogeneous lateral mixing and dominant Sc cloud dissipation due to solar heating, the line

forecast exhibits significant error reductions compared to persistence and satellite CMV forecasts

in southern California.

Central and northern California

The time series of hourly-averaged GHI from the 25 valid days in August 2016 is shown

in Figure 2.12. MBE, MAE, and FS are shown in Figure 2.13. The line forecasts perform better

than persistence forecasts at 5 out of 7 sites, and the number drops to 4 when compared to satellite

CMV forecast. Unlike the four sites in southern California (Figure 2.10), more complex terrain

makes forecasting the dissipation time of Sc clouds using the line forecast method difficult. This
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Figure 2.10: Hourly average of forecasted and satellite observed GHI for 5-15 June 2016 at
Solana Beach, Rancho Santa Fe, Escondido, and Lake Wohlford. Each column represents a
different forecast issue time. Note that each circle indicates the irradiance instantaneously at the
hour, with the first circle corresponding to the real-time measured data, the second circle being
the 1-h ahead forecast, and the sixth circle being the 5-h ahead forecast.
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Figure 2.11: Averaged MBE, MAE, and FS for forecast horizons between 1 h to 5 h ahead for
5-15 June 2016 at Solana Beach, Rancho Santa Fe, Escondido, and Lake Wohlford.

is likely because of cold ocean advection and inhomogeneous horizontal entrainment between the

clear and cloudy edge. For Santa Rosa, Saratoga, Salinas Valley, and San Luis Obispo, the line

forecast exhibits a similar FS as for the sites in southern California, outperforming the persistence

and CMV forecasts over all forecast horizons and forecast issue times. As these four sites are

located away from the immediate coast, solar heating is likely the dominant factor that controls

the burn-off time.

SolarAnywhere GHI in Figure 2.9 indicates that Sc clouds often persist for the whole day

at San Francisco and Monterey. Among the four sites in central and northern California where Sc

clouds dissipate before noon, it can be seen from the area between SolarAnywhere GHI and clear

sky GHI curve (Figure 2.12) that Saratoga is the least cloudy station. Saratoga also has the highest

land elevation among these four sites. Stations at the immediate coast have larger errors (e.g., San

Francisco, Monterey) due to ambiguous cloud dissipation time or clouds persisting for the whole
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day. This phenomenon happens more frequently at the immediate coast as cold advection from

the ocean has a greater impact in this region. Ocean advection has a smaller impact further inland

as the coastal land acts as a barrier for the advection. In some cases, mountain ranges act as a

coastal land barrier between the ocean and the station, making it very difficult for clouds to come

back after the initial dissipation. For example, the Santa Cruz mountains are located immediately

to the west of Saratoga. As a result, it is unusual for ocean advection to have a strong impact at

Saratoga, and clear sky is expected after the initial burn-off of the Sc cloud deck. Wind direction

and coastline orientation also influence whether clouds will come back. The line forecast is

expected to perform better at stations outside of the immediate coastal swath as good agreements

between fitted kt and dissipation time are found in Figure 2.9. In practice, the performance of the

line forecast depends on the accuracy of forecasted cloud dissipation time. Figure 2.9 indicates

the best-case scenario of the line forecast (i.e., with known cloud dissipation time).

In complex terrain, many different factors also control the dissipation time. Torregrosa

et al. (2016) found that besides land elevation, terrain feature placement relative to wind direction

and length of terrain feature are important factors controlling Sc cloud coverage. For example,

low-lying gaps at Salinas Valley promote inland incursions of Sc clouds. Leeward coastlines (SW-

S) are less cloudy than windward (W-NW) coastlines. This is the reason Eureka is cloudier than

a station to the south where the coastline changes direction from NW to SW (e.g., Mendocino,

located about 150 km south of Eureka) even if both locations have the same land elevation.

While taking the median land elevation of the boundary would have falsely flagged places like

Mendocino as cloudy, the way the line forecast predicts future kt automatically corrects these

points to clear. However, the line forecast is unable to correct the points that are falsely flagged

as clear. This is evident in San Francisco and Monterey (Figure 2.12) where the line forecast

over-predicts irradiance. In fact, satellite CMV forecasts perform better than the line forecast and

persistence at these two locations. During the morning forecast issue time, the satellite CMV

does not detect movement of Sc clouds, and no cloud advection is being forecasted at the coastal

32



stations. This is the reason satellite CMV forecast behaves similarly to persistence, except that

the persistence forecast often suffers from using a fixed single kt at forecast issue time while

CMV averages kt from previous times.

Geographical error distribution

To exhaustively quantify the usefulness of the line forecast, hourly SolarAnywhere GHI

data at a horizontal resolution of 2 km is analyzed. Figure 2.14 is a spatial map of the line

forecast FS averaged over all forecasts issued at 0800 PST in southern California, averaged

across all forecast horizons, and Figure 2.15 is for all forecasts issued at 0800 PST in central and

northern California. Note that FS has a maximum of 1, and a positive value of FS represents an

improvement over persistence forecast.

For southern California, positive FS is found almost everywhere in the domain, making the

line forecast a competitive forecast during Sc cloud days. The slightly negative FS around Santa

Ana Mountains (33.7◦N, 117.5◦W) is associated with its high land elevation. Land elevation

here is often higher than the inversion base height in this area, making it hard for Sc clouds to

form (an example can be seen in Figure 2.1). For central and northern California, positive FS

are found in regions slightly away from the coast, while negative FS are found at the immediate

coast. Areas of negative FS vary along the coastline. The most negative FS is found along the

coast of Monterey Bay a region with an abundant coverage of low clouds (Clemesha et al., 2016,

Torregrosa et al., 2016). Although FS is negative at the San Francisco station chosen in Section

2.3.4, a gradient of FS can be seen near the San Francisco Bay. FS becomes positive about

20 km south of the chosen San Francisco station, including at the San Francisco International

Airport where Sc clouds often hinder the use of parallel runways due to low visibility. The spatial

distribution of FS suggests the use of different forecast systems in different regions. Specific

local forecast models based on machine learning and NWP may be more skilled at forecasting Sc

cloud lifetime at the immediate coast where clouds tend to persist for the whole day and where
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Figure 2.12: Hourly average of forecasted and satellite observed GHI for August 2016 at seven
locations in central and northern California. Each column represents a different forecast issue
time.
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Figure 2.13: Hourly averaged MBE, MAE, and FS for forecast horizon between 1 h to 5 h
ahead from August 2016 at 7 sites in central and northern California.
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the line forecast FS are negative. Away from the coast where Sc clouds dissipate during the day

and the line forecast FS are positive, the line forecast should be used to forecast GHI.

Figure 2.14: Left: Forecast skill of line forecasts issued at 8 PST, averaged over 1 h to 5 h
ahead for 19 days in June 2016 for southern California. Right: Satellite derived kt averaged
between 7 and 10 PST for the same 19 days.

2.5 Conclusions

A Sc cloud line forecast using GOES images is proposed and implemented in coastal

California to improve the prediction of cloud dissipation time for forecast horizons between 15

hours ahead. The land elevation under the inland boundary of Sc clouds is used to track the

cloud boundary and extrapolate it forward in time. This method assumes that solar heating is
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Figure 2.15: Forecast skill of line forecasts issued at 8 PST, averaged over 1 h to 5 h ahead for
25 days in August 2016 for central and northern California. Right: Satellite derived kt averaged
between 7 and 10 PST for 25 days in August 2016.
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the main factor controlling the dissipation of Sc clouds during the day, and a decrease in median

land elevation at the boundary after sunrise is expected. This is because a strong temperature

inversion marks the cloud top height, a lower land elevation means a larger mass of air above

ground, and more heat is required to become cloud-free. Validation against satellite solar resource

data shows that the line forecasts consistently outperform the persistence forecasts at 9 out of

11 stations. In addition, the line forecasts outperform the satellite CMV forecasts at 7 out of

11 stations. Supplementary validation at 2 km spatial resolution using the same satellite solar

resource data shows superior performance to persistence forecasts in most places aside from the

immediate coast where Sc clouds are more likely to persist for the whole day.

For the two regions validated in this study, the line forecast shows higher forecast skills

in southern California than it does in central and northern California. The coastal topography

likely plays an important role in the discrepancy in forecast skills (e.g., the simple topographic

elevation distribution in San Diego favors the line forecast as it has more consistent meteorological

conditions across the forecast domain). The lack of forecast skill at the immediate coast and

the sharp gradient of dissipation time within a few kilometers of the coast suggest that at the

immediate coast local processes are important in determining when the clouds dissipate. While

the satellite CMV forecast performs the best at the immediate coast, it is inaccurate on days when

the clouds do dissipate.

Improved Sc cloud forecasting is important because Sc cloud presence critically influences

a broad array of applications. The novel Sc cloud forecast approach presented here may contribute

to, among other applications, better management of the power system for the utilities and better

planning for the aviation industry. Future work will focus on understanding factors controlling

whether Sc clouds persist during the day at the immediate coast.
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Chapter 3

Observation-Based Analog Ensemble Solar

Forecast in Coastal California

3.1 Introduction

Solar generation can display high variability and an accurate solar forecast enables an

improved operation of the electric grid. Despite steady improvements of forecasts from Numerical

Weather Prediction (NWP) models, forecast skill is still limited by mean and conditional biases.

In coastal California, solar production is often hindered by the formation and dissipation of

Stratocumulus (Sc) clouds, which are most prominent in late spring and summer months. The

majority of installed rooftop systems are located along the coast, posing a significant challenge.

Sc clouds form in a shallow planetary boundary layer (PBL) at night and begin to dissipate

after sunrise. Typical PBL height is often less than 1 km. Due to computational constraints,

state-of-the-art NWP models have limited vertical resolution and parameterize the physical

processes governing Sc clouds instead of directly solving them. This often leads to an erroneous

representation of Sc clouds and thus an inaccurate solar forecast. While efforts have been made

to improve the physical representation of Sc clouds in NWP models, imperfect initial conditions
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and numerical and physical approximations still affect the accuracy of the forecast.

Statistical post-processing of NWP models (e.g., support vector regression, gradient-

boosted regression, random forest regression) have been shown to improve the skill of solar

forecasts (Gala et al., 2016, Gensler et al., 2016, Haupt and Kosovic, 2015). An analog ensemble

(AnEn) for short-term solar forecast using historical runs from one NWP model (Regional

Atmospheric Modeling System) outperformed quantile regression and persistence ensemble

Alessandrini et al. (2015). In this study, we aim to build upon Alessandrini et al. (2015) and

generate an observation-based AnEn to forecast day-ahead (sunrise to sunset) solar irradiance.

The observation-based AnEn benefits from knowledge of the initial state, albeit it is often only

available at a single location. Satellite data is employed to expand knowledge of the initial state.

3.2 Methods

3.2.1 Data

Satellite: Coastal low cloud identification

Geostationary Operational Environmental Satellites (GOES) provide images at both

visible and infrared wavelengths. A GOES-based long-term coastal low cloudiness (CLC) dataset

along the California coast Clemesha et al. (2016) identifies whether a 4 km pixel is covered with

low clouds every 30 minutes. Each day in the CLC dataset is classified as Sc or non-Sc day,

following criteria similar to Wu et al. (2018). The CLC cloud coverage percentage in three coastal

and one ocean regions are used to generate the analogs.

Satellite: Solar irradiance

Another GOES derived product, SolarAnywhere (2019), provides half-hourly solar irradi-

ance data at 1 km spatial resolution. For Sc days, each low-cloud pixel is labeled based on its
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averaged normalized solar irradiance (kt) between 0700 to 1000 Pacific Standard Time (PST),

where kt is defined as the ratio of global horizontal irradiance (GHI) to clear sky GHI. PST is

8 h behind Coordinated Universal Time (UTC) and will be used for the remainder of this study.

Greater San Diego (31.5◦−34.5◦N, 116.5◦−118.5◦W) with land elevation lower than 375 m is

considered. Land pixels are classified as immediate (averaged kt < 0.6), intermediate (kt < 0.7),

and extended coastal land (kt < 0.8). One ocean region (32.0◦− 33.0◦N, 117.3◦− 118.3◦W)

is defined to capture Sc clouds over the ocean. Classifying three coastal land regions has two

main advantages: (i) capturing more details of the Sc cloud location and (ii) determining whether

Sc clouds exhibit dissipating signals during the early morning, which is commonly seen in the

extended coast.

Radiosonde

Radiosonde data at the NKX Miramar Marine Corps Air Station in San Diego, CA (NKX:

32.85◦N, 117.11◦W) are reported at 0400 PST, describing the vertical structure of the PBL. When

a single layer of Sc clouds is present, thermodynamic properties are nearly constant in height

and the PBL is said to be well-mixed. On the other hand, decoupling describes a separated

layer within the PBL and allows Cumulus clouds to form below the Sc cloud layer. Radiosonde

profiles of temperature and moisture are used to classify each day’s PBL state into: (i) cloudy and

well-mixed, (ii) cloudy and decoupled following Ghate et al. (2014), and (iii) clear. The following

variables are available from the radiosonde: inversion base height (zi), PBL averaged liquid water

potential temperature (θlBL), inversion strength (∆θl), tropospheric total water mixing ratio (qt3km),

lifting condensation level (zb), surface temperature (Tsfc), surface dew point temperature (Tdew),

precipitable water for the entire sounding (PW), and geopotential height difference between

1000 and 500 hPa (∆Z). A detailed description of the retrieval of each variable can be found in

Zamora Zapata et al. (2020).
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Surface weather observations

Surface weather observations at NKX (32.86◦N, 117.14◦W) are used to retrieve zonal

and meridional wind speed (u, v) at 10 m. Finally, sea surface temperature (SST) is retrieved

from one buoy (Torrey Pines Outer: 32.933◦N, 117.391◦W). For surface observations and buoy

measurements, only data corresponding to the radiosonde launch time (0400 PST) are used.

3.2.2 Analog ensemble implementation

The AnEn forecast is issued at NKX daily at 0400 PST, the time when radiosonde data

are available. For cloudy well-mixed or cloudy decoupled days, 12 variables including low cloud

coverage CC (over ocean CCocean, immediate CCim, intermediate CCint, and extended coastal

land CCext), zi (which is also the cloud top height), θlBL , ∆θl , qt3km , zb (also known as cloud base

height), u, v, and SST are used to find the closest match. For clear days, the number of variables

decreases to eight, with zi, Tsfc, Tdew, PW, ∆Z, u, v, and SST. For each scenario, the top matching

days are selected, and their corresponding observed GHI timeseries are used to constitute the

mean and median ensemble forecast. The top matches are determined following Delle Monache

et al. (2011), where the metric used to rank past observations’ similarity is:

LO,A =
N

∑
i=1

wi

σi

(
Oi−Ai

)2
, (3.1)

where O is the current observation, A is the analog observation in the past, N is the number of

physical variables, wi and σi are the weight and standard deviation of each physical variable, and

i denotes different variables. The rank metric LO,A is calculated each day at 0400 PST. Sensitivity

on the number of analogs and variable weights will be discussed in the next section.

During the testing stage, LO,A is computed from May to September 2014-2017, excluding

the test day. While this study focuses on issuing an AnEn forecast at one location, it can be

extended to other sites within the domain as specified in section 3.2.1 as a similar PBL state is
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expected.

Fig. 3.1 and Fig. 3.2 illustrate two sample AnEn forecasts where five analogs (gray lines)

are used to generate the mean and median ensembles (blue and green lines). Fig. 3.1 shows

an example of a cloudy and well-mixed case, where the cloud dissipation around 0800 PST is

well captured by most of the analogs. Fig. 3.2 shows a cloudy and decoupled case that is highly

variable throughout the day and that is very different from the previous day (orange line). The

AnEn forecasts predict some of this variability as seen in the spread of the individual analogs.

Figure 3.1: Example of a cloudy and well-mixed AnEn forecast at NKX: July 21, 2017.

3.2.3 Error metrics

The performance of the AnEn forecast is evaluated using the root mean square error

(RMSE), which is decomposed into centered root mean square error (CRMSE) and bias (BIAS),
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Figure 3.2: Example of a cloudy and decoupled AnEn forecast at NKX: May 26, 2016.

as represented in Delle Monache et al. (2011), Taylor (2001):

RMSE2 =
1

Np

Np

∑
i=1

(
Fi−Oi

)2
= CRMSE2 +BIAS2, (3.2)

where

CRMSE2 =
1

Np

Np

∑
i=1

[(
Fi−F

)
−
(
Oi−O

)]2
, (3.3)

and

BIAS = F−O. (3.4)

The quantity Np is the number of available (Fi,Oi) pairs, where Fi and Oi denote a forecast and

an observation pair. F and O are the average of forecasts and observations among the Np pairs.

CRMSE is the random component of RMSE and can be interpreted as the intrinsic predictive

skill of the forecast. BIAS is the systematic error.
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3.3 Discussions and Results

3.3.1 Determining the best number of analogs
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Figure 3.3: Error statistics with different number of analogs under clear, cloudy decoupled, and
cloudy well-mixed days. AnEn mean, median, and persistence forecast are shown.

We study the sensitivity of the AnEn forecast to the number of analogs for a base setup

of equal weights, and varying the number of analogs within [3, 5, 10, 15, 20, 25]. A small

number of analogs is unlikely to be statistically consistent, while a large number of analogs will

include irrelevant historical days and could be less accurate. Fig. 3.3 shows the error statistics for

clear, cloudy decoupled, and cloudy well-mixed cases. The persistence forecast is defined as the

observed GHI from the previous day and is thus insensitive to the number of analogs. For the

AnEn mean and median, RMSE and CRMSE follow the same trend, while the trend for BIAS
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differs in clear and cloudy cases. In general, RMSE and CRMSE decrease with the number

of analogs and plateau around 15 analogs. In some cases, the error increases slightly after 15

analogs. We therefore conclude that 15 analogs are sufficient to reach statistical consistency. In

this sensitivity test, equal weights are used for the clear cases, and a best guess of weights is used

for the cloudy cases where weights are doubled for zi, ∆θl , and CCocean while the other variables

have equal weights.

3.3.2 Determining the best weights

In order to determine the weights that minimize the RMSE of ensemble mean and median

forecasts, we explore the sensitivity of the method to different combinations of weights. In this

section, we focus on cloudy decoupled and well-mixed cases. We begin with 12 variables as stated

in Section 3.2.2. To establish a baseline reference, equal weights for all 12 variables are used

(Sens1 in Fig. 3.4). In the next 12 sensitivity tests (Sens2−13), we double one variable weight

while keeping the remaining 11 weights equal. Fig. 3.4 shows the RMSE of the baseline and

sensitivity tests for cloudy decoupled and cloudy well-mixed days. We find that cloudy decoupled

days have lower errors than the baseline (Sens1) when the weight for zi or v is doubled (Sens2,8).

For cloudy well-mixed days, lower errors are found when doubling the weight for zi, ∆θl , qt3km ,

zb, u, CCim, or CCint (Sens2,4− 7,11,12). The results of this test suggest that the decoupled

days may not have a lot of similarity associated with the radiosonde nor satellite variables. This

is expected as the well-mixed assumption does not represent decoupled days, and as a result

the detection of variables such as ∆θl , qt3km , zb is questionable. The exception is zi, since it is

independent of the well-mixed assumption, and strongly decoupled PBLs typically show larger

zi. For cloudy well-mixed days, both radiosonde and satellite variables play an important role in

generating a good AnEn forecast. Overall, the AnEn median has a lower RMSE than the AnEn

mean.

The weight sensitivity test reveals that some variables impact the results of the AnEn
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more than others. In order to find one set of optimal weights for all cloudy cases, we perform a

sequential search on all possible weight combinations with some constraints based on the previous

test (Fig. 3.4). We limit wi ≥ 0.2 for i ∈ {zi,∆θl,u}, and set increments of 0.1 for each weight,

generating 715 possible weight combinations. The AnEn median is used to quantify the skill

of AnEn forecast under each weight combination. Fig. 3.5 shows the distribution of RMSE for

cloudy decoupled and cloudy well-mixed days. The AnEn for decoupled days is more sensitive to

the different weight combinations as the spread is wider. Of the 715 cases, 105 (or 15%) runs have

a smaller RMSE than the reference case (Sens1) for cloudy decoupled days. As for the cloudy

well-mixed days, the number increases to 229 (or 32%). We select the optimal set of weights

as the one that results in the lowest sum of RMSEs for cloudy decoupled and well-mixed days.

The final weights are wzi = 0.3, wθlBL
= 0.2, wu = 0.2, wqt3km

= 0.1, wSST = 0.1, and wCCim = 0.1.

The final configuration results in a reduction in RMSE of 3.0 W m−2 for decoupled days and 2.5

W m−2 for well-mixed days when compared to the reference case (Sens1).
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Figure 3.4: Sensitivity to different weights for cloudy decoupled and cloudy well-mixed days.
Left panel: RMSE of AnEn mean and median. Right panel: the corresponding weights used in
each sensitivity test. The dashed line indicates the RMSE from the reference case (Sens1).
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Figure 3.5: Histogram of RMSE for 715 combinations of weights for cloudy decoupled and
cloudy well-mixed days using AnEn median. The dashed lines are the reference case (Sens1 in
Fig. 3.4) RMSE.

3.3.3 Overall error statistics

We quantify the performance of the AnEn forecast with the optimal number of analogs

(15) and weights. An additional NWP model– Weather Research and Forecasting (WRF)– is used

as a baseline for comparison with the AnEn method. WRF is an in-house operational forecast

issued for San Diego, with initial and boundary conditions derived from the 1600 PST North

American Model (NAM) data. A more detailed description of the model setup can be found in

Sahu et al. (2018). Table 3.1 shows the half-hourly averaged error metrics calculated for the

testing dataset during May to September from 2014-2017. Both AnEn mean and median have a

lower overall RMSE and CRMSE than the persistence forecast. Errors are consistently lower for

the clear cases, since clear conditions are expected to prevail for the whole day (equal weights

were used for clear days). In contrast, decoupled days show the largest errors, indicating that their

higher variability is more difficult to capture with both the persistence and AnEn forecast. The
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good performance of the AnEn forecast for the well-mixed cloudy cases indicates that the initial

meteorological state is a good predictor of dissipation time. The differences between the mean

and median forecast suggest that the distribution of the set of analogs is not Gaussian. AnEn

forecasts have lower errors than WRF forecasts, especially for cloudy decoupled cases.

The skill of the AnEn method relies on historical similarity for local cloudy conditions. For

Sc clouds, we expect similarity in meteorological conditions at 0400 PST to be a strong predictor

of dissipation time. If clouds form again in the afternoon, the timing of these events might be

harder to capture with 0400 PST conditions due to greater changes in synoptic conditions.

Higher GHI variability is observed for decoupled days, because Cumulus clouds can form

underneath the Sc layer. There is a lack of knowledge on the dissipation of decoupled PBL clouds

over coastal regions, but we expect them to dissipate later, as they usually have greater cloudiness

over marine regions in comparison to Sc layers.

Table 3.1: Half-hourly averaged error statistics for three PBL states from 2014-2017: clear (122
days), cloudy and decoupled (106 days), cloudy and well-mixed (382 days).

RMSE/CRMSE/Bias [Wm−2]
PBL state AnEn AnEn Persistence WRF†

mean median
Clear 59/50/10 54/47/25 65/58/2 58/52/21
Cloudy decoupled 79/70/6 79/70/23 102/91/-9 96/86/11
Cloudy well-mixed 72/63/2 68/61/19 79/71/3 76/66/28

†Note that WRF forecast is only available in 2016 and 2017.

3.4 Conclusions

We developed and tested an observation-based AnEn in San Diego, CA. The AnEn takes

observations from satellite, radiosonde, and surface stations to find the closest historical days

(analogs) and blends them to generate a forecast of solar radiation for the whole day. Sensitivity

to the number of analogs and weights were performed in order to minimize the errors. We found

15 to be the ideal number of analogs, and that the optimal weights highlight the importance

50



of the following variables: zi, θlBL , u, qt3km , SST, and CCim for cloudy days. Both AnEn mean

and median forecasts have a lower RMSE and CRMSE compared to both persistence and WRF

forecasts. The AnEn median method has the higher forecast skill of the two. The AnEn forecast is

able to capture the Sc dissipation for the well-mixed cases in the early morning, but the variability

in the decoupled cases is harder to capture, which leads to higher errors.
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Chapter 4

On the Parameterization of Convective

Downdrafts for Marine Stratocumulus

Clouds

4.1 Introduction

Stratocumulus (Sc) clouds are one of the most common cloud types on Earth (Hahn

and Warren, 2007). They form under strong temperature inversions and are prevalent off the

western coast of continents, on the descending side of the Hadley cell. Their impact on the

Earth’s energy budget is significant as they strongly reflect incoming solar radiation, with a much

weaker effect on outgoing longwave radiation (Wood, 2012). Accurate modeling of Sc clouds

has high importance for several reasons: (i) they are one of the key sources of uncertainty in

climate predictions (Bony and Dufresne, 2005, Zelinka et al., 2017), (ii) they affect solar power

integration into the electric grid (Wu et al., 2018, Yang and Kleissl, 2016, Zhong et al., 2017), and

(iii) they impact aviation by hindering the takeoff and landing of flights (Reynolds et al., 2012).

Physical processes governing the evolution of the stratocumulus-topped boundary layer
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(STBL)— such as cloud-top radiative cooling, entrainment, evaporative cooling, surface fluxes,

wind shear, and precipitation— widely range on spatial and temporal scales, and modeling Sc

clouds is quite challenging as a result (e.g. Lilly, 1968, Stevens, 2002, Wood, 2012). Efforts

through both observational campaigns (e.g. Crosbie et al., 2016, Malinowski et al., 2013, Stevens

et al., 2003) and high resolution numerical modeling (e.g. Blossey et al., 2013, Chung et al., 2012,

de Lozar and Mellado, 2015, Kurowski et al., 2009, Matheou and Teixeira, 2019, Mellado et al.,

2018, Pedersen et al., 2016, Stevens et al., 2005, Yamaguchi and Randall, 2011) have significantly

advanced our understanding of the physics of Sc clouds. These physical insights are important

for numerical weather prediction (NWP) and general circulation models (GCMs) where grid

resolution is coarse.

The picture emerging from those studies is that cloud-top radiative cooling is a critical

source of STBL turbulence (Matheou and Teixeira, 2019), contributing to cloud-top entrainment

(Mellado, 2017). The combined effect of both evaporative and radiative cooling— the former

typically enhanced by wind shear (Mellado et al., 2014)— destabilizes the top of cloud layer

through buoyancy reversal that leads to the formation of negatively buoyant weak downdrafts.

This process is often considered responsible for the generation of cloud holes in largely unbroken

Sc clouds (Gerber et al., 2005, Kurowski et al., 2009). Many small-scale phenomena (e.g.,

entrainment, shear, evaporative cooling, cloud microphysics) are at play in the origin of downdrafts

and can strongly influence vertical mixing (Mellado, 2017). Exactly how these processes interact

with each other remains a research challenge.

Turbulent transport in the STBL is the main driver to the formation, maintenance, and

dissipation of Sc clouds. In coarse-resolution models, turbulent transport is typically parameter-

ized using simplified one-dimensional planetary boundary layer (PBL) schemes. Global NWP

models (e.g. Teixeira, 1999) and climate models tend to underestimate Sc clouds (Lin et al., 2014,

Teixeira et al., 2011), although there is an improvement in the representation of the radiative

properties by a newer generation of climate models (Engstrm et al., 2014). In terms of mesoscale
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models, Ghonima et al. (2017) compared three different PBL schemes in the Weather Research

and Forecasting (WRF) model and found that they all underestimate entrainment, producing too

moist and cold STBLs. Huang et al. (2013b) compared five different WRF PBL parameterizations

and highlighted the difficulties of simulating the STBL. Recent studies supported the importance

of downdrafts in transporting turbulent heat and moisture flux in the PBL (Brient et al., 2019,

Chinita et al., 2017, Davini et al., 2017) through analyzing LES of STBL. Brient et al. (2019) con-

cluded that for a more accurate parameterization of turbulence within STBL, downdrafts should

be explicitly included in climate models. Downdrafts were recently implemented by Han and

Bretherton (2019) in a turbulent kinetic energy (TKE)-based moist Eddy-Diffusivity/Mass-Flux

(EDMF) parameterization within the GFS model, and they found more accurate liquid water and

wind speed profiles for marine STBLs.

This study introduces parameterized downdrafts into NWP and aims at investigating their

impact on the evolution of the STBL. To test whether convective downdrafts are necessary to

properly represent Sc clouds, we implement a new downdraft parameterization in WRF based on

the EDMF approach that uses Mellor-Yamada-Nakanishi-Niino (MYNN) as the ED component.

This differs from Han and Bretherton (2019) where different ED and MF models were used and

additional features were implemented to advance the vertical turbulence mixing parameterization

for not only STBL but also other conditions. We place a special emphasis on evaluating the role

of non-local transport in STBL with gradual changes to the model in order to separate the effects

coming from convective downdrafts. The new parameterization is evaluated in two typical STBL

cases, frequently used in modeling studies.

Section 5.3 describes the EDMF and MYNN schemes as well as the updraft and downdraft

implementation in WRF. The numerical design of the LES setup, WRF single column model

(SCM), and updraft and downdraft properties are described in Section 4.3. WRF SCM results for

both STBL cases are shown in Section 5.4. Finally, conclusions are presented in Section 5.5.
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4.2 PBL scheme with downdrafts

In coarse resolution atmospheric models, the PBL scheme determines turbulent flux

profiles within the PBL as well as the overlying air, providing tendencies of temperature, moisture,

and horizontal momentum due to mixing and turbulent transport for the entire atmospheric

column. This section first gives an overview of the EDMF framework, then the details of ED

and MF models are presented (Sections 5.34.2.2 and 5.34.2.3). The properties of updrafts and

downdrafts are diagnosed using LES and presented in Section 4.3 in order to quantify the validity

of the parameterized mass-flux model.

4.2.1 The Eddy-Diffusivity/Mass-Flux (EDMF) Approach

Siebesma et al. (2007), Siebesma and Teixeira (2000), Teixeira and Siebesma (2000)

introduced the eddy diffusivity/mass-flux (EDMF) approach for parameterizing turbulence in

the dry convective boundary layer, and additional improvements have been made by Witek et al.

(2011). The idea behind EDMF is to parameterize the turbulent fluxes as a sum of local (diffusive)

transport through ED and non-local (convective) transport through the mass-flux contribution.

The EDMF approach has been extended to represent moist convection since then (e.g. Angevine

et al., 2010, 2018, Neggers, 2009, Neggers et al., 2009, Soares et al., 2004, Suselj et al., 2019a,b,

2013). For the moist extention, the updrafts start out as dry and condense when the saturation

conditions are met. In other words, dry updrafts can continuously change into moist updrafts,

without assuming any coupling between those two layers. In this sense, the EDMF approach

provides a unified parameterization of the boundary layer and moist convection that makes it a

convenient framework for modeling STBL.
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4.2.2 ED scheme: The Mellor-Yamada Nakanishi and Niino (MYNN)

The ED component we use is the level 2.5 Mellor-Yamada Nakanishi and Niino (MYNN)

model, which is a modified Mellor-Yamada turbulence closure scheme originally developed by

Mellor and Yamada (1982), with significant improvements made over the years (Nakanishi and

Niino, 2006, 2009). In MYNN, vertical turbulent fluxes are modeled according to K-theory:

w′ϕ′ =−K
∂ϕ

∂z
, (4.1)

where eddy diffusivity K is parameterized as a function of the TKE (q), master length scale L,

and stability correction functions Sh,m, which differ for heat and momentum:

Kh,m(z) = q(z)L(z)Sh,m(z). (4.2)

The prognostic thermodynamic equations in MYNN use moist conserved variables: liquid

water potential temperature θl and total water mixing ratio qt . The prognostic dynamic variables

are the horizontal components of wind u and v. An additional prognostic equation of the MYNN

Level 2.5 model solves the (doubled) subgrid TKE: q2 = 2× T KE = u′2 + v′2 +w′2 , and is

formulated as:

∂q2

∂t
=− ∂

∂z

(
LqSq

∂q2

∂z

)
−2
(

u′w′
∂U
∂z

+ v′w′
∂V
∂z

)
+2

g
θ0

w′θ′v−2ε. (4.3)

Eq. 4.3 describes the tendency of TKE, due to turbulent and pressure transport, shear production,

buoyant production, and turbulent dissipation. L is the master length scale as in Eq. 4.2, and

Sq = 3Sm is the stability correction function for TKE (see Nakanishi and Niino (2009) for detailed

formulations). L is designed such that the smallest length scale out of three different formulations

dominates at a given level. The first formulation is the surface length scale Ls f c, which is the

Prandtl mixing length corrected for stability. It is small near the surface, but increases rapidly
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with height. The second one, the turbulent length scale for a well-mixed layer Lturb, is formulated

as a function of the vertically-integrated TKE, independent of height. Finally, the buoyancy

length scale Lbuoy is computed as a function of local stratification (i.e., ∂θv
∂z ), and it decreases

with increasing stratification. The buoyancy length scale is only active in stable conditions.

The stability functions for heat and moisture Sh,m contain empirical constants, which generally

decrease with increasing stability, as they are inversely related to the Richardson number (Eq. 27

and 28 in Nakanishi and Niino, 2009). Finally, the dissipation rate is parameterized as ε = q3

B1L ,

where B1 is a closure constant (B1 = 24 in the MYNN scheme).

4.2.3 Adding mass flux to MYNN

The MYNN Level 2.5 ED model determines turbulent mixing at each vertical level based

on the gradients in scalars between immediately adjacent vertical levels (Eq. 4.1). When deep

mixing due to larger eddies becomes important, the MYNN scheme has been shown to produce

erroneous thermodynamic profiles (Huang et al., 2013b). Non-local models, such as the YSU

and ACM2 schemes, account for this deep mixing by using a counter-gradient term (Hong et al.,

2006) or a transilient mass flux matrix (Pleim, 2007). Another common approach is the EDMF

framework, which decomposes the subgrid vertical mixing into local mixing through ED and

non-local (mass-flux; MF) transport through convective plumes. Traditionally, PBL schemes,

such as MYNN, model the turbulence within the PBL through only turbulent diffusion. In the

EDMF framework, ED is used to model the turbulent transport in the non-convective environment,

with an additional contribution from the convective mass flux.

Mass flux model overview

To represent non-local transport, we use the stochastic multi-plume EDMF model. The

idea behind this model is that the horizontal subgrid domain is composed of an ensemble of

convective plumes and the remaining non-convective environment. The multi-plume approach
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is designed to account for the non-linear interactions between the plumes and the environment

through the stochastic lateral entrainment. Following the same notation as Suselj et al. (2019a,b),

the grid-mean value of any variable ϕ can be written as:

ϕ =
N

∑
n=1

aunϕun +
M

∑
m=1

admϕdm +aeϕe, (4.4)

where N/M is the total number of updrafts/downdrafts. The subscripts un, dm, and e denote mean

values from the n− th updraft, m− th downdraft, and the environment, while aun , adm , and ae

are the corresponding areas. In WRF, assuming the fractional area of updraft and downdraft are

small, we approximate ϕ≈ ϕe, and the turbulent flux can be written as (see Eqs. 7 in Suselj et al.

(2019b)):

w′ϕ′ =
N

∑
n=1

aun(ϕun−ϕ)(wun−w)+
M

∑
m=1

adm(ϕdm−ϕ)(wdm−w)+aew′ϕ′|e, (4.5)

where the vertical transport of non-convective environment w′ϕ′|e is modeled using Equation 4.1.

Surface-driven updrafts

A version of EDMF including surface-driven updrafts (Olson et al., 2019) has been

implemented as an add-on option in MYNN since WRF v3.8 and is used for NOAA’s operational

Rapid Refresh (RAP; Benjamin et al. (2016)) and High Resolution Rapid Refresh (HRRR)

forecast systems. The original version of this dynamic multi-plume mass-flux scheme in WRF

v3.8 (bl mynn edm f = 1) followed Suselj et al. (2013), but the version in the current WRF v4.0

contains considerable changes from the original form. We do not base our EDMF implementation

(bl mynn edm f = 3) on what is currently available in WRF, but instead follow Suselj et al. (2013)

and Suselj et al. (2019a,b). The numerical implementation is documented in Suselj et al. (2019b)

(Appendix B).

The surface-driven updrafts are represented by an ensemble of steady-state plumes with
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different initial conditions and stochastic entrainment rate profiles. The thermodynamic and

dynamic properties of the n-th updraft ϕun = {θl,un , qt,un , uun , vun} follow:

∂ϕun

∂z
= εun(ϕ−ϕun), (4.6)

where εun is the entrainment rate. Note that an additional source term, due to microphysical

processes in Suselj et al. (2019b), is not included here as it has no effect in non-precipitating

STBL. The number of updrafts is fixed to ten (n = 1, ...,N; N = 10). The steady-state equation of

the updraft velocity is:
1
2

∂w2
un

∂z
= awBun− (bwεun +Pwud)w

2
un
, (4.7)

where aw = 1, bw = 1.5 are model constants (de Roode et al., 2012, Suselj et al., 2019b, 2013).

Variable Bun = g(θv,un/θv−1) is the updraft buoyancy, and θv = θ(1+0.61qv−ql) is the virtual

potential temperature. Pwud represents the dynamical pressure effects as updrafts approach the

inversion and is parameterized as:

pwud =


1−exp((zi−z)/z00−1)

0.1(zi−z) , z > (zi− z00)

0, z≤ (zi− z00),

(4.8)

where z00 denotes the distance from zi when pwud starts to be in effect. For this work, we use

z00 = 100 m. Assuming a normal distribution of the vertical velocity near the surface, the updrafts

are thought to represent the positive tail of the distribution, between one and three standard

deviations, divided into N bins. This results in a total updraft area of approximately 15% near

the surface. The thermodynamic surface conditions for the updrafts are identical to Suselj et al.

(2019a) (Appendix A). εun is the stochastic entrainment rate, computed as:

ε(∆z) =
ε0

∆z
P
(

∆z
Lε

)
, (4.9)
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Lε = L0exp(−centz/zi), (4.10)

where ε0 = 0.2 is the fractional mass of air entrained in a single entrainment event. P(λ) is a

random number drawn from the Poisson distribution with parameter λ =
(

∆z
Lε

)
, which represents

the number of entrainment events a single updraft experiences over height ∆z. L0 = 100 m denotes

the distance a plume needs to travel to entrain once. The exponential term in Eqs. 4.10 represents

the dynamic effect near strong temperature inversion, as the updrafts cannot penetrate above that

layer and are assumed to entrain more and disintegrate; cent = 0.5 is a model constant controlling

how fast entrainment length decreases with height. For STBL, we use the cloud-top height zi

(also known as the inversion height) to denote where this dynamic effect is at its strongest. zi

is defined as the last point near the PBL height where ql > 10−6 kg kg−1, and cloud fraction

is greater than 50%. This definition of zi is identical to that in Olson et al. (2019), where they

included an option for top-down buoyancy production in ED when Sc clouds were present. In

the MYNN parameterization, there are three options to represent sub-grid cloudiness, which are

controlled by bl mynn cloud pd f parameter. In this work, bl mynn cloud pd f = 1, for which a

statistical partial condensation cloud scheme based on joint-Gaussian probability distribution

function of θl and qt is used (KuwanoYoshida et al., 2010). By default, the Gaussian PDFs are

applied to the whole grid box (i.e., including non-convective environment and convective updrafts

and downdrafts). We thus assume that Gaussian distributions of the thermodynamic variables

(cf. Figure 4.1) yield reasonably accurate cloud cover and liquid water values for STBL. Cloud

fraction would ideally be computed from Eqs. 4.4, and we use this approximation for simplicity.

Note that for STBL, saturation conditions are usually met for most of the PDFs area.

While Suselj et al. (2013) did not include either the dynamical pressure effect (i.e. Pwud

term in Eqs. 4.7) or modification of entrainment length (Lε) by proximity of inversion for the

STBL simulation, we find that those modifications yield results that are more consistent with the

plume statistics in LES, as discussed further in Section 4.3. The entrainment rate is the same for

all variables (θl,un , qt,un , uun and vun). Although Suselj et al. (2019b) used 1
3εun for uun and vun ,
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we find that equal entrainment rate results in more consistent u and v profiles.

Since each updraft is characterized by different surface conditions and entrainment rates,

the thermodynamic properties and termination heights also differ. Each plume is integrated

independently in the vertical until the vertical velocity becomes negative. Condensation occurs

within a plume if its total water mixing ratio exceeds the saturated water mixing ratio. Therefore,

there exist dry and partly moist plumes among the N updrafts, and the fate of each plume is

determined by its initial conditions, dynamical pressure effect, and lateral entrainment. Since each

individual updraft is integrated independently, whenever the vertical velocity becomes negative

and the updraft terminates, the total updraft area is reduced. This is common in regions with

strong lateral entrainment rates.

Cloud-top triggered downdrafts

Several important physical processes are at play near the STBL top. Radiative and

evaporative cooling produces cooled downdrafts and drives buoyant production of turbulence

in the PBL. Entrainment from the free troposphere can impact downdrafts near the cloud-top:

warm air from the free troposphere counteracts the radiative cooling and buoyant production of

turbulence. When the PBL is less turbulent, the entrainment rate decreases, indicating a negative

feedback loop (Wood, 2012). Surface-driven updrafts may also affect the downdrafts. As updrafts

approach the inversion, they begin to diverge and can help initiate or enhance downdrafts (Davini

et al., 2017, Kurowski et al., 2009). This enhances the downdraft vertical velocity and, in turn, the

turbulence in the PBL. In the proposed 1D parameterization of downdrafts, those dependencies are

important for the formulation of the downdraft initial conditions. Our downdraft parameterization

in MYNN can be activated by specifying bl mynn edm f dd = 1 in the namelist. The numerical

implementation follows Suselj et al. (2019b) (see Appendix C).

Similar to the surface-driven updrafts, downdrafts are also represented by an ensemble

of steady-state plumes with stochastic lateral entrainment. The thermodynamic and dynamic
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properties of the m-th downdraft ϕdm = {θl,dm , qt,dm , udm , vdm} follow:

∂ϕdm

∂z
=−εdm(ϕ−ϕdm). (4.11)

εdm = ε0
∆zP
(

∆z
Lε

)
is the entrainment rate similar to Equation 4.9, where Lε = L0, and the values

of L0 and ε0 are the same as for the updrafts. The entrainment rate is same for θl,dm and qt,dm,

however, it is increased 1.4 times for udm and vdm. We find that increasing entrainment rate

for momentum results in more consistent u and v profiles. The additional source term due to

microphysical processes described in Suselj et al. (2019b) is neglected here. The number of

downdrafts is fixed to ten (m = 1, ...,M; M = 10). The steady-state equation of the downdraft

velocity is identical to Suselj et al. (2019b) :

1
2

∂w2
dm

∂z
= awBdm +(bwεdm + pwdd)w

2
dm
, (4.12)

where pwdd represents the dynamical pressure effects as downdrafts approach the surface and is

parameterized as:

pwdd =


1−exp(z/z00−1)

2z , z≤ z00

0, z > z00,

(4.13)

where z00 = 100 m. This is equivalent to the dynamical pressure effect in updraft, except we

replace zi with 0.

We assume that downdrafts are initiated randomly in the upper half of the cloud layer. We

avoid starting all downdrafts at zi to avoid numerical instabilities in this region during the model

spin-up time (not shown; see next section for details). Similarly to the updraft parameterization,

we assume that the downdrafts represent the negative tail of the vertical velocity distribution

which is assumed to be normal (between negative one and three standard deviations), resulting

in a total downdraft area of approximately 15% slightly below cloud-top. The formulation of

cloud-top conditions for downdrafts is similar to the formulation for surface-driven updrafts
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(Suselj et al., 2019a). The difference lies in the parameterization of the variances of vertical

velocity σw, total water mixing ratio σqt , and virtual potential temperature σθv . The strength of

downdraft vertical velocity is proportional to σw:

σw = c1w∗,dd, (4.14)

where c1 = 0.3 is a model constant. w∗,dd is the the convective vertical velocity scale which takes

into account both the intensity of surface-driven updrafts and cloud-top radiative cooling and is

similar to the entrainment parametrization in Ghonima et al. (2017):

w∗,dd =
[
0.15(w3

∗+5u3
∗)+0.35w3

rad

]1/3
, (4.15)

where w∗ ≡ (g/θv)w′θ′v|sztop is the Deardorff convective velocity scale, u∗ is the surface friction

velocity, and wrad ≡ (g/θv)w′θ′v|radztop is a velocity scale based on the net radiative flux diver-

gence at the cloud-top where w′θ′v|rad = Frad
ρcp

(Lock and Macvean, 1999). In WRF, Frad is defined

as the radiative flux divergence between cloud-top and cloud base.

The framework for parameterizing σqt and σθv is similar to that described by Kohler

(2006). The downdraft initial total mixing ratio deficit is proportional to σqt :

σqt = c2q∗, (4.16)

where c2 = 30 is a model constant, and q∗ ≡ w′q′t ent
wrad

is the moisture scale due to mixing with

entrained air. The entrainment fluxes w′ϕ′ent are modeled according to the flux-jump relation

w′ϕ′ent = we∆ϕzinv (Lilly, 1968), where ∆ϕzinv = ϕzinv+1−ϕzinv represents the jump value of the

scalar ϕ across the inversion. we is the entrainment velocity and is parameterized following
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Ghonima et al. (2017):

we =−
θv0

g∆θv,invzinv

[
0.15(w3

∗+5u3
∗)+0.35w3

rad
]
. (4.17)

In WRF, the jump in moisture, ∆qt , is defined as the difference in qt at 700 hPa and the surface.

The downdraft initial virtual potential temperature is proportional to σθv:

σθv = c3θv,∗, (4.18)

where c3 = 1 is a model constant, and θv,∗ ≡
w′θ′vent
w∗,rad

is the buoyancy scale due to mixing with

entrained air and radiative cooling. The jump in heat, ∆θv, is similar to (Wood and Bretherton,

2006):

∆θv = (θv,700−θv,0)−ΓFT (z700− zinv), (4.19)

where θv,700 is θv at p = 700 hPa, θv,0 is θv at the surface, ΓFT is the free tropospheric adiabat, and

z700 is the height of the p = 700 hPa surface. Since difference in θv at 700 hPa and the surface is

a combination of temperature increase across the capping inversion and the accumulated static

stability between this inversion and the 700 hPa reference level, we subtract ΓFT (z700− zinv) to

focus on temperature jump across the inversion. We find this definition of inversion jumps to be

more systematic and consistent than attempting to diagnose the exact point where the temperature

inversion begins and ends.

Similar to the updrafts, equations for each downdraft are independently integrated in the

vertical until the downdraft velocity vanishes. Condensation occurs within a downdraft if its

total water mixing ratio exceeds the saturated water mixing ratio. Similarly to updrafts, there

can exist dry and partly moist plumes among the M downdrafts, and the fate of each plume

is determined by its initial conditions, dynamical pressure effect near the surface, and lateral

entrainment. Since each individual downdraft is integrated independently, whenever vertical

64



Table 4.1: Summary of large eddy simulation setups in UCLA-LES, including uniform horizon-
tal grid spacing ∆x,y, vertical grid spacing at the inversion ∆zinv[m], horizontal domain size Lx,y,
and divergence of large-scale winds D.

Case ∆x,y[m] ∆zinv[m] zinv Lx,y[m] Lz[m] D[s−1]

DYCOMS-II RF01 35 5 837 3,360 1568 3.75×10−6

CGILS S12 Control 25 5 677 2,400 1572 1.68×10−6

velocity becomes zero/positive and the downdraft terminates, the total downdraft area is reduced.

4.3 Design of Numerical Experiments

4.3.1 LES Setup

Large eddy simulations are performed using the UCLA-LES model (Stevens, 2010) and

treated as ”ground truth.” Two idealized non-drizzling marine Sc cases are chosen as baseline

simulations: the DYCOMS-II RF01 (Stevens et al., 2005) and CGILS S12 Control (Blossey et al.,

2013) (hereinafter DYCOMS and CGILS). The experiments are set up following the respective

intercomparison studies. Interactive radiation is treated differently in the two cases. Specifically,

a simplified model of radiative forcing matching the δ-four stream transfer code (Stevens et al.,

2005) is used in DYCOMS. As for CGILS, a full radiative transfer code is used, which utilizes

Monte Carlo sampling of the spectral integration (Pincus and Stevens, 2009). The DYCOMS case

is run for 4 h, and the CGILS case is run for 24 h. While we focus our analysis of the updraft

and downdraft properties on nocturnal quasi-steady conditions (first 4 h), the 24 h simulation

of CGILS provides reference to the generalization of the parameterization during the day. In

both experiments, a non-uniform vertically-stretched grid is used with 5 m resolution around the

inversion, and a several times coarser resolution in the horizontal. This LES setup is identical to

that in Ghonima et al. (2017). A summary of the model setups is provided in Table 4.1.
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Determining plume properties

Simulation outputs are stored at one minute intervals from hour three to four in order

to diagnose updraft and downdraft properties. The statistics are averaged over one hour. We

use the joint normal probability density function (PDF) between vertical velocity w, total water

mixing ratio (qt = qv + ql), virtual potential temperature (θv = θ(1+ 0.61qv− ql)), and liquid

water potential temperature (θl = θ− (Lvql)(cpπ)−1) to define LES updrafts and downdrafts. Lv

is the latent heat of vaporization, cpd is the specific heat of dry air at constant pressure, π is the

Exner function, and subscripts are v for vapor, l for liquid. We define the normalized variable

to be ϕ′ = ϕ−ϕ

σϕ
, where ϕ is the slab mean and σϕ is the standard deviation of ϕ. By carefully

investigating the joint PDFs, we define updrafts to be the LES grid-points that conform to the

following conditions: w′ > 1, q′t > 0, and either θ′l < 0 or θ′v > 0. We define downdrafts to be

w′ < 0, q′t <−1, and θ′l > 0. Specifically, this definition of downdrafts captures the negative tail

in the joint normal PDF. Figure 4.1 shows the joint normal PDF for DYCOMS at a normalized

height close to the cloud-top (z/zi = 0.97). A strong negative tail is observed in Figure4.1A,

where w′ < 0 and q′t <−1. We also confirm that grid-points satisfying these criteria correspond

well with negatively buoyant (θ′v < 0) parcels that are warmer in terms of the liquid water potential

temperature (θ′l > 0). While the definitions of updraft and downdraft used here are not as rigorous

as in Brient et al. (2019), Chinita et al. (2017), Davini et al. (2017), we find that the overall

properties are consistent with their study.

The mean downdraft and updraft properties are shown in Figure 4.2 for DYCOMS and

Figure 4.3 for CGILS. Updraft and downdraft areas are comparable in the middle of the PBL

(Figure 4.2A & 4.3A), with updrafts decreasing near cloud-top and downdrafts decreasing before

reaching the surface. Figure 4.2B & C and Figure 4.3B & C show partial contributions to the

total heat and moisture fluxes from the environment, updrafts, and downdrafts. Similar results

are found in both STBL cases: cloud-top entrainment heat flux is largely from updrafts; the

peak in downdraft heat and moisture transport is slightly below the peak in updrafts (≈100 m
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Figure 4.1: Joint probability density function (PDF) of normalized vertical velocity fluctuations
w′ and (A) normalized total mixing ratio fluctuations q′t , (B) normalized virtual potential
temperature fluctuations θ′v, and (C) normalized liquid water potential temperature fluctuations
θ′l near cloud-top (z/zi = 0.97). Each tick represents one standard deviation away from the
mean. LES results from hour 3-4 are shown.

lower); heat and moisture transport from downdrafts is stronger than updrafts in cloudy region;

environmental mean of w, θl , θv, qt , and ql is very close to the grid mean. Both cases have similar

updraft and downdraft properties: downdrafts terminate before reaching the surface (Figure 4.2A

& Figure 4.3A); updraft and downdraft vertical velocity are approximately a mirror image of

each other (Figure 4.2D & Figure 4.3D); downdrafts become negatively buoyant (θ′v < 0) slightly

below cloud-top (Figure 4.2F & Figure 4.3F); updrafts correspond to thicker cloud regions and

downdrafts are co-located with cloud holes (Figure 4.2H & Figure 4.3H). Since the peak in

downdraft heat and moisture transport is slightly below the peak in updraft, the choice of starting

downdrafts randomly between cloud-top and half way through cloud-base is consistent with the

findings in LES.

The properties shown in these two STBL cases compare well to the case in Brient et al.

(2019), where the First ISCCP Regional Experiment (FIRE) study was simulated for 24 h to

study the diurnal cycle of coherent updraft and downdraft properties. Specifically, the nighttime

results of Brient et al. (2019) show that the areas of updrafts and downdrafts are comparable in

the middle of the PBL (around 12%) and the downdraft area decreases quickly to zero below

100 m, which corresponds well with our findings for DYCOMS. CGILS results show a slightly
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Figure 4.2: DYCOMS case: Updraft and downdraft area (A), vertical velocity (D), difference
from mean liquid water potential temperature (E), virtual potential temperature (F), total water
mixing ratio (G), and actual liquid water mixing ratio (H). (B) and (C) show the contribution to
total heat and moisture flux from updrafts, downdrafts, and the environment. For this and all
following figures, WRF results from hour 3-4 are shown.

smaller downdraft area in the middle of the PBL (around 9%). The turbulent heat flux in Brient

et al. (2019) shows that the transport of heat by updrafts is the strongest at cloud-top, the peak of

the downdraft heat transport is slightly below that for the updrafts (≈50 m lower), and the heat

transport by updrafts in cloudy region is nearly zero when downdrafts dominate. This corresponds

well with DYCOMS, while updrafts in CGILS have a slightly positive heat transport in the cloudy

region. As for the turbulent moisture flux, Brient et al. (2019) shows that updrafts dominate

from the surface up to slightly above cloud base, while downdrafts dominate in the cloud layer.

Moisture flux is similar in DYCOMS and CGILS, but our results show a positive peak of updraft

moisture flux near cloud-top, making the updraft contribution to the moisture flux a dominating
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Figure 4.3: CGILS case: Updraft and downdraft area (A), vertical velocity (D), difference from
mean liquid water potential temperature (E), virtual potential temperature (F), total water mixing
ratio (G), and actual liquid water mixing ratio (H). (B) and (C) show the contribution to total
heat and moisture flux from updrafts, downdrafts, and the environment.

term around cloud-top. Chinita et al. (2017) shows large differences in the contribution of updrafts

and downdrafts to total flux for DYCOMS in the cloud layer. In general, they find that updrafts

account for most of the organized motions near the surface, while downdrafts are more important

near the boundary layer top. While the overall properties are similar, updraft and downdraft areas

in Chinita et al. (2017) are 5 to 10 % larger.

4.3.2 WRF single column model

DYCOMS and CGILS case are simulated using the Weather Research and Forecasting

(WRF) v4.0 single column model (SCM) and compared against LES. Initial conditions and

forcing are identical to that in LES (i.e., fixed surface fluxes for DYCOMS and CGILS, large-scale
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subsidence as in Table 4.1) and was used previously in Ghonima et al. (2017). The SCM vertical

domain includes 116 levels to resolve the lowest 12 km of the troposphere, which comes out to be

∆z≈ 20 m in the first 1 km. A simulation time step of 40 s is used. In Section 5.44.4.3, we show

that results are insensitive when the time step is decreased. Three different versions of one PBL

scheme are used to determine the importance of the introduced changes: 1) the original Mellor-

Yamada-Nakanishi-Niino scheme (MYNN; hereinafter ED) (Nakanishi and Niino, 2006, 2009),

2) MYNN with updrafts (EDMFU ), and 3) MYNN with updrafts and downdrafts (EDMFUD).

For EDMFU and EDMFUD, the MYNN scheme is used as a parameterization of local transport

in the non-convective environment. The radiation scheme is RRTMG (Iacono et al., 2008). No

microphysics or cumulus schemes are used since both cases represent non-precipitating STBL.

4.4 Results

4.4.1 DYCOMS-II RF01

Figure 4.4 shows the mean fields of θl , qt , ql , u, n, heat flux (ρcpw′θ′l), and moisture

flux (ρLvw′q′t). Figure 4.5 shows the time series of liquid water path (LWP), boundary layer

averaged heat (θl), and moisture (qt) for the three tested PBL schemes and LES. ED has a cold

and moist bias in the PBL (Figure 4.5B and C), resulting in an overestimation of LWP for the

entire simulation. The underestimation of entrainment flux is likely the cause of this behavior

as ED fails to model heat and moisture transport between the free-troposphere and the PBL

(Figure 4.4G & H). Moreover, ED does not have a transition in horizontal wind between the PBL

and the free troposphere, indicating that ED does not capture the momentum transport properly

(Figure 4.4E & F). EDMFU has a weaker cold and moist bias, and the bias in LWP is minimal

during hour 3 to 4. However, inversion base height is slightly lower than ED. This is a result of

updrafts overshooting into the free troposphere in the early time of the simulation, mixing out

the initial inversion base height. EDMFUD has a much smaller bias in boundary layer averaged
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heat and moisture and has a more well-mixed profile in qt than EDMFU . Inversion base height

is also slightly lower in EDMFUD. Both EDMFU and EDMFUD capture the entrainment heat

and moisture flux well. Among the three tested PBL schemes, EDMFU has the best match in

horizontal wind in the PBL, and EDMFUD overestimates u but underestimates v in the PBL.
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Figure 4.4: DYCOMS case: WRF SCM hour 3-4 averaged results for mean field of liquid
water potential temperature (A), total water mixing ratio (B), liquid water mixing ratio (C),
cloud fraction (D), zonal wind (E), meridional wind (F), total heat flux (E), and total moisture
flux (H). The black line is the result from UCLA-LES, while the shaded range is from an LES
inter-comparison study Stevens et al. (2005). Note that grid-mean liquid water mixing ratio is
calculated using a statistical partial condensation (bl mynn cloud pd f = 1), the condensation
routine is called at the end of PBL scheme after mixing from both ED and MF are completed.

Figures 4.6 and 4.7 show the vertical flux contribution from the individual components:

environment (ED), updraft, and downdraft. Figure 4.6 is for EDMFU , which includes only ED and

updraft. Note that LES transport in 4.6A & D includes LES environmental and downdraft transport

because in the case of updrafts only, the remaining area is considered to be the environment and

71



0

20

40

60

80

LW
P

 [g
/k

g]
ED EDMFU EDMFUD LES

A

288.75

289.00

289.25

289.50

l B
L [

K
]

Total range Inter-quartile rangeB

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Time [hr]

9.0

9.2

9.4

q t
BL

 [g
/k

g]

C

Figure 4.5: DYCOMS case: time series of liquid water path, boundary layer averaged heat (θl),
and moisture (qt).

should therefore be modeled by ED. Updraft contribution to the heat flux matches the profile in

LES well, however it is overestimated in most of PBL and the cloud-top entrainment heat flux is

too strong. It is important to note that cloud-top entrainment is not fully understood even in LES.

We find here that even though entrainment heat flux appears to be strong, boundary layer averaged

temperature in EDMFU is still too cold compared to LES (Figure 4.5B). However, EDMFU

produces a warmer boundary layer compared to ED, which strongly underestimates entrainment

heat flux. Updraft contribution to the moisture flux is overestimated throughout the PBL, but ED

component is underestimated and the total moisture flux matches LES well. The initial updraft

starting θl and qt are stronger than LES (not shown) and eventually leads to overestimation of

moisture flux. This indicates that the formulation of updraft surface condition in STBL may be

different from shallow convection since we retain the same updraft starting condition used in
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Suselj et al. (2019a). In shallow convection, surface fluxes are the main driver for updraft surface

conditions. Whether other physical processes are at play in the parameterization of updraft surface

conditions in STBL should be investigated in the future. We find that in the current configuration,

ED compensates for the overestimation of updraft moisture flux, resulting in a good match with

LES in the total moisture flux.
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Figure 4.6: DYCOMS case: WRF SCM heat and moisture flux contribution from eddy diffusiv-
ity (A and D), updraft mass flux (B and E), and total flux (C and F).

Based on 800 additional simulations, exploring the parameter space, with different lateral

entrainment rates and dynamical effects (varying L0 and cent in Eq. 4.10 from and 10 to 100 m 0.5

to 5 m−1, as well as varying z00 in Eq. 4.8 from 50 to 200 m; not shown), we observe that the most

important impact of the updraft is the transport near cloud-top because ED models an insufficient
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Figure 4.7: DYCOMS case: WRF SCM heat and moisture flux contribution from eddy diffusiv-
ity (A and E), updraft mass flux (B and F), downdraft mass flux (C and G), and total flux (D and
H).

heat and moisture transport in this location, causing a cold and moist bias. Additionally, ED does

not accurately represent a well-mixed layer, while EDMFU has a better well-mixed profile in both

θl and qt . The final configuration was chosen to have the best match in the mean field of θl , qt ,

and total heat and moisture transport with LES.

For EDMFUD, Figure 4.7 shows partial contributions to the total transport from ED,

updrafts, and downdrafts. Comparing Figures 4.6 and 4.7, we argue that the downdraft transport

is implicitly included in the ED contribution in EDMFU (Figure 4.6A & D) as the sum of heat

and moisture transport for EDMFU versus EDMFUD is similar. Averaged plume properties

from EDMFUD are shown in Figure 4.8. For downdraft contribution to total fluxes, EDMFUD

underestimates the strength in heat and moisture flux. More spefically, downdraft heat transport

decreases too quickly before reaching the surface (Figure 4.7C). For moisture tansport, downdraft

qt also decrease quickly, and the starting downdraft qt is underestimated (Figure 4.8C). Updraft
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contribution to heat transport (Figure 4.7B) is similar to that in EDMFU , and they both slightly

overestimate compared to LES. This can be seen in the overestimation of updraft area and vertical

velocity (Figure 4.8A, B), and is a result of the positive bias in updraft starting surface conditions,

espicially updraft starting vertical velocity. For updraft moisture transport, updrafts in EDMFUD

do not overestimate as strongly as EDMFU . This is likely due to downdrafts transporting dry

and warm air in the PBL and causing updrafts to mix differently. On top of that, the mean fields

of θl and qt are different in EDMFU and EDMFUD. Note that since the definition of updrafts

and downdrafts in LES is somewhat arbitrary, the total transport should be the main indicator

of success for a parameterization. Nevertheless, the definition of updrafts and downdrafts as

in Section 4.3 is a reference point for bench-marking updraft and downdraft parameterizations.

Overall, general agreement of plume properties are found between the SCMs and LES. For

DYCOMS, downdraft transport decreases too quickly for both heat and moisture. We find that

modeling downdraft transport in the upper part of the boundary layer correctly is more important

than retaining downdraft throughout the PBL. The mean fields respond more to changes in

turbulent transport in the upper part of the PBL. Indeed, the qt profile is most well-mixed in

EDMFUD, signaling the importance of downdraft moisture transport. This is consistent with the

hypothesis in Suselj et al. (2013), suggesting that the inclusion of downdrafts could increase

vertical mixing in the upper part of the boundary layer. In STBL, mixing from the surface provides

moisture and entrainment from the free troposphere dries the boundary layer. However, in the

heat profile, both the surface and entrainment from the free troposphere heats the boundary layer.

We find here that downdrafts help provide stronger moisture mixing near cloud-top and keep the

bias in total moisture low. In addition, EDMFUD has the least bias in boundary layer averged θl ,

as downdrafts also contribute to transporting warm air in the PBL.

Downdraft model coefficients and final lateral entrainment configuration are chosen to

have the best match against LES in the mean field of θl , qt , u, and v. EDMFU and EDMFUD have

the same updraft lateral entrainment configuration.
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Figure 4.8: DYCOMS case: WRF EDMFUD plume properties of (A) area, (B) vertical velocity
perturbations, (C) total water mixing ratio perturbations, (D) liquid water potential temperature
perturbations, (E) virtual potential temperature perturbations, and (F) liquid water content for
both updraft (red solid) and downdraft (blue dashed). LES results as in Fig 4.2 are in solid dark
(updraft) and dashed dark (downdraft) line.

Comparing EDMFU with SCM results from Suselj et al. (2013), a resemblance of the

updraft transport of heat and moisture is found. The formulations of updrafts are identical

except for the added entrainment and dynamical pressure effect near cloud-top in EDMFU .

It is no surprise that some differences are seen, given the different assumptions made in ED.

Specifically, the vertical transport in the middle of the boundary layer is different in the two

models. While EDMFU shows positive transport from updraft in the cloudy region for heat, the

updraft model in Suselj et al. (2013) shows a negative heat transport. For moisture, EDMFU

produces stronger transport. This is likely due to the added entrainment dynamic effect in our
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updraft model, different subgrid cloud assumption, and different ED model for the non-convective

environment. In the end, the total heat and moisture transport is similar between the two models

as ED compensates for the difference, and they both match LES well.

Comparing EDMFUD with SCM results from Han and Bretherton (2019), we found

contrary conclusions for the effect of the downdraft parameterization. While Han and Bretherton

(2019) found a slight overprediction for θl and overmixing for qt in their DYCOMS experiment,

we found slight underprediction for θl and undermixing for qt .

4.4.2 CGILS S12 Control

Figure 4.9 shows the mean fields of θl , qt , ql , u, n, heat flux (ρcpw′θ′l), and moisture flux

(ρLvw′q′t) during hr 3 to 4, and the 24 h time series of liquid water path (LWP), boundary layer

averaged heat (θl), and moisture (qt) for the three tested PBL schemes are shown in Figure 4.10.

ED shows a strong cold and moist bias throughout the entire simulation. For EDMFU , boundary

averaged heat and moisture both follow LES closely up to hr 10, then the moisture does not

increase as much as in LES. Around hr 15, EDMFU begins to cool when compared to LES. This

is likely a result of different radiation treatment used in LES and WRF. For EDMFUD, similar

trend is observed. Boundary layer averaged heat is warmer and moisture is direr than EDMFU .

Both EDMFU and EDMFUD match LWP in LES well. EDMFUD produces a slightly thinner

cloud in the first half of the simulation, while EDMFU produces a slightly thicker cloud in the

second half of the simulation.

During hours 3 to 4, EDMFU and EDMFUD show small bias in heat and moisture profile,

whereas ED is too cold and too moist. This causes the overestimation of LWP in ED. The

cloud-top height in EDMFUD is one grid point above ED, likely due to the stronger entrainment

flux near cloud-top from mass-flux. EDMFUD overestimates u and underestimates v in the

PBL. ED shows similar results as DYCOMS, where the horizontal wind does not have a strong

transition between the PBL and the free troposphere. EDMFU shows a very good match in

77



290 295 300
l [K]

0

200

400

600

800

1000
A

3 5 7 9
qt [gkg 1]

B

0.0 0.1 0.2 0.3
ql [gkg 1]

ED
EDMFU

EDMFUD

LES

C

0.0 0.5 1.0
Cloud fraction [-]

D

0 2 4
u [m/s]

0

200

400

600

800

1000
E

12 10 8 6
v [m/s]

F

60 0 60
cpw′ ′

l  [Wm 2]

G

0 40 80 120
Lvw′q′t [Wm 2]

H

Figure 4.9: CGILS case: WRF SCM hour 3-4 averaged results for mean field of liquid water
potential temperature (A), total water mixing ratio (B), liquid water mixing ratio (C), cloud
fraction (D), zonal wind (E), meridional wind (F), total heat flux (E), and total moisture flux (H).

total heat and moisture transport, while EDMFUD has a slightly stronger moisture transport near

cloud-top. Similar to DYCOMS, ED does not capture cloud-top entrainment flux. Figures 4.11

and 4.12 show the vertical flux contribution from each individual component: environment (ED),

updrafts, and downdrafts. In both EDMFU and EDMFUD, updraft heat and moisture transport are

overestimated. However, in the presence of downdrafts, updraft moisture transport decreases more

strongly in-cloud. Downdrafts in EDMFUD partially compensate for these changes, resulting in a

similar total transport. Averaged plume properties from EDMFUD are shown in Figure 4.13. In

CGILS, a good agreement of plume properties is found between the SCMs and LES. Again, we

find that simulation results are more sensitive to the modeling of downdraft transport in the upper

part of the PBL. In the end, we select model parameters that result in realistic mean profiles of θl ,

qt , u, and v for both DYCOMS and CGILS. While the parameterized downdrafts terminate too

quickly in DYCOMS, we find that they mostly reach the surface in CGILS.
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Figure 4.10: CGILS case: time series of liquid water path, boundary layer averaged heat (θl),
and moisture (qt).

In the present study, we develop our updraft and downdraft parameterization using their

nocturnal properties. The 24 h simulation of CGILS suggests that updrafts and downdrafts may

play different roles during the day time. This is also observed in the study done by Brient et al.

(2019). Parameterization of updrafts and downdrafts during the day should be investigated in the

future.

4.4.3 Simulation time step and run-time

To test the numerical stability of the scheme and the convergence of the results, we also

run simulations with different time steps: 5, 10, 20, 30, and 40 s as shown in Fig. 4.14. Note

that the figures shown in this study use a time step of 40 s. The obtained results confirm that
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Figure 4.11: CGILS case: WRF SCM heat and moisture flux contribution from eddy diffusivity
(A and D), updraft mass flux (B and E), and total flux (C and F).

both EDMFU and EDMFUD are not sensitive to the imposed time step changes, proving high

robustness of the scheme. The LWP, and the boundary-layer-averaged heat and moisture amounts

all converge to the same values at the end of the simulation. Additionally, we record simulation

run times normalized by the ED-simulation run time for different time steps (Table 4.2). On

average, including the updrafts slows the simulation down by approximately 5%, while including

both updrafts and downdrafts slows it down by 7%. This indicates that EDMF is a numerically

inexpensive scheme.
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Figure 4.12: CGILS case: WRF SCM heat and moisutre flux from individual component– eddy
diffusivity (A and E), updraft mass flux (B and F), downdraft mass flux (C and G), and total flux
(D and H).

Table 4.2: EDMFU and EDMFUD run time normalized by ED using different time steps.

Time step [s] 5 10 20 30 40 Avg
EDMFU 1.07 1.01 1.02 1.11 1.04 1.05

EDMFUD 1.10 1.01 1.04 1.10 1.08 1.07

4.5 Summary and conclusions

In this study, we investigated the role of non-local transport on the development and

maintenance of the STBL in coarse-resolution atmospheric models. A special emphasis has

been put on the evaluation of downdraft contribution, recently suggested as an important missing

element of convection/turbulence parameterizations (Brient et al., 2019, Chinita et al., 2017,

Davini et al., 2017). A new parameterization of cloud-top triggered downdrafts has been proposed

along with a complementary parameterization of surface-driven updrafts. The parameterization

was validated against large-eddy simulations of two marine stratocumulus cases: DYCOMS and
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Figure 4.13: CGILS case: WRF EDMFUD plume properties of (A) area, (B) vertical velocity
perturbations, (C) total water mixing ratio perturbations, (D) liquid water potential temperature
perturbations, (E) virtual potential temperature perturbations, and (F) liquid water content for
both updraft (red solid) and downdraft (blue dashed). LES results as in Fig 4.3 are in solid dark
(updraft) and dashed dark (downdraft) line.

CGILS. The applied non-local mass-flux scheme is part of the stochastic multi-plume EDMF

approach decomposing the turbulence into the local and non-local contributions. The local

transport in the boundary layer is represented by the MYNN scheme. The EDMF scheme has

been implemented and tested in the WRF single-column modeling framework.

In the new parameterization, the thermodynamic and dynamic properties of downdrafts are

controlled by stochastic lateral entrainment affecting their dilution along the vertical development.

The number of downdrafts is fixed to 10 for a time step of 40 s, and all downdrafts are assumed to

start randomly in the upper half of cloud layer, with the total starting area of approximately 15%,
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Figure 4.14: Simulation results using different time step in EDMFU and EDMFUD for both
DYCOMS and CGILS.

similarly to updrafts. The strength of the downdraft vertical velocity is formulated as a combined

effect of the intensity of the surface-driven updrafts and cloud-top radiative cooling. The starting

downdraft thermodynamic properties are proportional to the entrainment flux at the STBL top,

which is determined by the jump values of heat or moisture across the inversion.

To evaluate the importance of the updraft and downdraft contributions, we run three

different SCM simulations for the tested STBLs: without mass flux (ED), with updrafts only

(EDMFU ), and with both updrafts and downdrafts (EDMFUD). When there is no mass-flux

(neither updraft nor downdraft), ED underestimates the cloud-top entrainment flux, yielding
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a cold and moist bias that leads to a strong overestimation of LWP. The inclusion of updrafts

increases the cloud-top entrainment flux and keeps the mean STBL profiles more well-mixed and

reduces the temperature and moisture biases. We find that including downdrafts increases vertical

mixing in the upper part of the boundary layer especially for qt , and it results in a warmer and

drier STBL than for EDMFU . Overall, the proposed parameterization reproduces the LES profiles

because of the addition of downdraft heat and moisture transport in the WRF SCM. However, we

find that differences in EDMFU and EDMFUD are not significant.

Based on the results from the two STBL cases, we conclude that, for the tested version

of the WRF model, it is necessary to include updrafts as part of the non-local mass-flux as ED

does not represent correctly the cloud-top entrainment flux. An addition of downdrafts shows

some improvements in these two cases. However, further investigations are needed to determine

whether downdrafts play a greater role in different meteorological conditions. We hypothesize

that ED would have a better match with LES when there is less cloud-top entrainment (e.g., when

the PBL is less turbulent), and that the inclusion of downdrafts would be necessary when surface

fluxes are small. A recent study by Matheou and Teixeira (2019) compared various LESs of STBL

for different physical processes included and concluded that surface fluxes, surface shear, and

cloud-top radiative cooling all contribute substantially to the turbulence in STBL. Whether the

EDMF parameterization responds similarly in such conditions will be investigated in the future.
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Chapter 5

Sensitivity to the Parameterization of

Convective Updrafts and Downdrafts in

Marine Stratocumulus Clouds

5.1 Introduction

The formation, maintenance, and dissipation of Stratocumulus (Sc) clouds are controlled

by the turbulent transport in the boundary layer. Observational campaigns (e.g. Crosbie et al.,

2016, Malinowski et al., 2013, Stevens et al., 2003) and high resolution numerical modeling of

Sc clouds (e.g. Blossey et al., 2013, Kurowski et al., 2009, Matheou and Teixeira, 2019, Stevens

et al., 2005, Yamaguchi and Randall, 2011) have greatly improved our understanding of the

interplay of the physical processes (e.g., cloud-top radiative cooling, entrainment, evaporative

cooling, surface fluxes, wind shear) responsible for the turbulent transport. However, accurate

modeling of Sc clouds in coarse resolution atmospheric models remains a research challenge

as these processes range widely in both spatial and temporal scales (e.g. Ghonima et al., 2017,

Lin et al., 2014, Teixeira et al., 2011). For example, the cloud-top entrainment layer often lies
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within a few tens of meters, while vertical mixing due to surface-driven convection or cloud-top

radiative cooling can reach up to several hundred meters. As a result, parameterization of these

physical processes is challenging.

Recent studies showed that cloud-top triggered downdrafts contribute strongly to the total

heat and moisture transport in stratocumulus-topped boundary layer (STBL) (Brient et al., 2019,

Chinita et al., 2017, Davini et al., 2017). This specific process has recently been implemented in

two numerical weather prediction models: GFS (Han and Bretherton, 2019) and WRF (Wu et al.,

2020) (Chapter 4). Both studies adopted the eddy-diffusivity/mass-flux (EDMF) framework,

decomposing turbulence into local and non-local contributions where downdrafts represent one

component of the non-local transport. While both studies showed some improvements in the

modeling of Sc clouds when both updrafts and downdrafts are explicitly represented, it remains

unclear if the roles of updrafts and downdrafts change under different meteorological conditions.

A recent study by Matheou and Teixeira (2019) compared various LES and concluded that

multiple physical processes contribute substantially to the turbulence in STBL.

This study builds upon the framework in Chapter 4 which uses Mellor-Yamada-Nakanishi-

Niino (MYNN) (Nakanishi and Niino, 2006, 2009) as the ED component for modeling the

non-convective environment and stochastic multi-plume as the MF component. We place a special

emphasis on evaluating the role of updrafts and downdrafts in turbulent transport under different

physical STBL conditions (same experiments in Matheou and Teixeira (2019))– without radiation,

without surface fluxes, and without wind shear. A new updraft and downdraft parameterization is

designed and implemented in WRF to better represent the non-local transport observed in large

eddy simulation (LES).

Section 5.2 documents the LES cases used in this study, updraft and downdraft properties

from these cases, and the numerical setup of WRF single column model (SCM). Section 5.3

describes the EDMF and MYNN schemes as well as the updraft and downdraft implementation in

WRF. Section 5.4 shows the results for all cases in WRF SCM. Finally, conclusions are presented
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in Section 5.5 and direction for future work is outlined in Section 5.6.

5.2 Methodology

5.2.1 Large eddy simulation (LES) model and parametric study

The LES model used in this work is the UCLA-LES (Stevens, 2010). We begin with

DYCOMS-II RF01 (Stevens et al., 2005) as the baseline case (DYCOMS) as shown in Chapter

4, Table 1. The simplified model of radiation matching the δ-four stream transfer code (Stevens

et al., 2005) is used. The case is run for 4 h beginning at midnight. We limit our analysis of the

updraft and downdraft properties to quasi-steady conditions unperturbed by the diurnal cycle. In

the base case, the following values are used: divergence of large-scale winds D = 3.75×10−6

m s−1, geostrophic wind ug = 7 m s−1, vg =−5.5 m s−1, sensible heat flux = 15 W m−2, and

latent heat flux = 115 Wm−2. We vary the physical processes in DYCOMS one at a time to

understand the roles of updrafts and downdrafts under different meteorological conditions. First,

radiative forcing is turned off (DYCOMS–noRad) to isolate effects from radiative cooling and

explore how radiation impacts updrafts and downdrafts. Second, sensible and latent heat fluxes

are changed to zero (DYCOMS–noSfx) to understand the role of the surface in generating updrafts

and downdrafts. Additionally, large scale horizontal divergence is also changed to zero in order

to avoid a rapid decrease of the boundary layer depth. Lastly, the initial wind profile and the

geostrophic wind are set to zero (DYCOMS–noWind) to separate their effects from wind shear.

Table 5.1 summarizes the four cases.

5.2.2 Determining plume properties

We determine updraft and downdraft properties following Chapter 4, where updrafts are

LES grid-points that conform to the following conditions: w′ > 1, q′t > 0, and either θ′l < 0 or
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Table 5.1: Summary of the parametric study in large eddy simulation. Sensitivities to physical
processes include radiation (noRad), surface fluxes (Sfx), and wind (noWind). True flags denote
a parameter that is used as default, and False flags indicate processes that are turned off or set to
zero.

Case D Wind Radiation Surface fluxes
DYCOMS True True True True

DYCOMS–noRad True True False True
DYCOMS–noSfx False True True False

DYCOMS–noWind True False True True

θ′v > 0. For downdrafts, the following conditions are used: w′ < 0, q′t <−1, and θ′l > 0. In the

previous study, no restriction is put on whether a plume is contiguous (i.e., sharing either a face,

an edge, or a corner). In this study, to consider only coherent structures, we restrict the plumes to

have a minimum contiguous volume. This restriction reduces the heat and moisture transport of

updrafts and downdrafts due to the decrease in total plume area. Figure 5.1 shows updraft and

downdraft heat and moisture transport under different volume thresholds. The highest volume

threshold results in the smallest mass-flux transport. We select a minimum volume of 20,000

grid-points (0.24 km3) as final criterion and apply this to all other cases.

Results of updraft, downdraft, and environmental contributions to the total heat and

moisture transport for all cases are shown in Figure 5.2. For DYCOMS, updraft and downdraft

contributions to the total heat and moisture transport are comparable (Figure 5.2A & E). Cloud-top

entrainment flux mostly comes from updrafts. The peak in downdraft transport is slightly below

updraft. These results are not identical to those in Chapter 4 because an additional volume filter

is applied here.

When radiation is turned off, the in-cloud heat transport seen in DYCOMS disappears

(Figure 5.2B between 600 and 800 m), indicating that radiative cooling is responsible for this

transport. Total moisture transport in the upper half of the PBL is strongly reduced (Figure 5.2F).

Radiative cooling is likely the driver of moisture transport from the cloud-top. In-cloud, updraft

and downdraft heat flux is comparable in DYCOMS–noRad, suggesting that radiative cooling
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Figure 5.1: DYCOMS turbulent transport of heat and moisture under different updraft and down-
draft volume filter: no filter (Orig), 10,000 (0.12 km3), 20,000 (0.24 km3), 30,000 (0.36 km3),
40,000 (0.48 km3) grid-points.
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Figure 5.2: Comparison of heat and moisture turbulent transport for DYCOMS (A & E),
DYCOMS–noRad (B & F), DYCOMS–noSfx (C & G), DYCOMS–noWind (D & H) from the
environment, updrafts, and downdrafts.

is not the only driving force for downdraft heat transport. Similar observations are found in the

moisture transport, where downdraft is only comparable to updraft in-cloud and quickly drops off

below 600 m.

When surface fluxes (both sensible and latent heat flux) are set to zero, the total heat and

moisture transport in the lower half of the PBL increase with height due to the lack of heat and

moisture supply from the surface (Figure 5.2C & G). Total cloud-top entrainment heat flux is

comparable to that in DYCOMS, while total entrainment moisture flux is much weaker. Updraft

and downdraft transport are very weak in most of the PBL, except near cloud-top, and most of

the transport is due to the environment. This suggests that while surface fluxes are important in

generating updraft and downdraft, other factors are at play near cloud-top.
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When the mean wind is removed and the geostrophic wind is set to zero, total updraft

heat and moisture transport are similar to the baseline DYCOMS (Figure 5.2D & H). Some

differences are found near the surface where moisture transport decreases slightly with height

(versus a slight increase in DYCOMS), and near the cloud-top where moisture transport does not

decrease in-cloud as is the case in DYCOMS. This suggests that surface wind shear also plays a

role in the moisture transport near the surface. We observe that updraft contributions to cloud-

top entrainment heat and moisture flux are even stronger when compared to the baseline case.

Moreover, in the middle of the PBL, the environmental moisture transport is almost comparable

to that from downdrafts (versus much weaker in DYCOMS), suggesting that wind shear plays a

role in intensifying downdraft moisture transport.

Updraft and downdraft area, vertical velocity, perturbation from grid-mean liquid water

potential temperature, total water mixing ratio, virtual potential temperature, and liquid water

mixing ratio are shown in Figure 5.3 for DYCOMS, Figure 5.4 for DYCOMS–noRad, Figure

5.5 for DYCOMS–noSfx, and Figure 5.6 for DYCOMS–noWind. The updraft area is fairly

consistent across all cases, while the downdraft area shows two peaks in DYCOMS–noRad

(Figure 5.4A) and is significantly smaller in DYCOMS–noSfx (Figure 5.5A). Updraft vertical

velocity peaks around 1 m s−1 in the middle of the PBL for all cases. Downdraft vertical velocity

decreases strongly in DYCOMS–noRad (Figure 5.4B) while staying around -1 ms−1 in all other

cases. Updraft perturbation of θl from the grid-mean (θ′l) is similar in DYCOMS and DYCOMS–

noWind, but decreases strongly in DYCOMS–noRad (Figure 5.4C) and stays close to zero in

DYCOMS–noSFX (Figure 5.5C). Perturbations in θv behave similarly. For downdrafts, θ′l is

similar in DYCOMS and DYCOMS–noWind, but θ′l increases strongly in DYCOMS–noRad

(Figure 5.4C) and stays close to zero in DYCOMS–noSFX (Figure 5.5C). Again, θ′v behaves

similarly, and the minimum θ′v is found near cloud-top in DYCOMS and DYCOMS–noWind.

Updraft perturbations of total moisture from the grid-mean (q′t) are strongest in DYCOMS–noRad

(Figure 5.4E) and weakest in DYCOMS-noSfx (Figure 5.5E). For downdrafts, q′t is similar in
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DYCOMS, DYCOMS-noRad, and DYCOMS-noWind, but much smaller in DYCOMS–noSfx.

For ql , updrafts are found in the thickest part of the cloud across the cases, and downdrafts are

co-located with the cloud holes (Figure 5.3F, 5.4F, 5.5F, 5.6F).
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Figure 5.3: DYCOMS: Vertical profiles of updraft and downdraft area (A); vertical velocity
(B); grid-mean difference in liquid water potential temperature (C), virtual potential temperature
(D), and total water mixing ratio (E); and liquid water mixing ratio (F).

5.2.3 WRF single column model (SCM)

The WRF setup is the same as in Chapter 4, which includes 116 levels in the vertical

domain (∆z≈ 20 m in the first 1 km) and a time step of 40 s. Initial conditions and forcings are

identical to that in LES. Fixed surface fluxes are used in all cases. Three PBL configurations are

used (identical to that in Chapter 4): 1) the original Mellor-Yamada-Nakanishi-Niino scheme
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Figure 5.4: Same as Fig. 5.3 for DYCOMS–noRad.
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Figure 5.5: Same as Fig. 5.3 for DYCOMS–noSfx.
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Figure 5.6: Same as Fig. 5.3 for DYCOMS–noWind.
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(MYNN; hereinafter ED) (Nakanishi and Niino, 2006, 2009), 2) MYNN with updrafts (EDMFU ),

and 3) MYNN with updrafts and downdrafts (EDMFUD).

5.3 Description of PBL scheme

5.3.1 The Eddy-Diffusivity/Mass-Flux (EDMF) Approach

The EDMF framework for parameterizing turbulence has been used in dry convective

boundary layers, shallow convection, deep convection, and recently STBL. The idea behind

EDMF is to model the non-convective environment and the convective area separately. Typically,

a local ED model is used to model the non-convective environment, while a non-local MF model

including updrafts or downdrafts is used to represent the convective area. In the STBL case,

Chapter 4 shows that pairing the MYNN local ED model with stochastic multi-plume updrafts

and downdrafts captures the turbulent transport well. In this study, we use the same framework

and modify how mass-flux is initialized.

5.3.2 Modification to surface-driven updrafts

Previously, surface-driven updrafts were controlled by surface fluxes only. This is a good

assumption for surface-driven convection conditions, where other physical processes do not play

an important part in turbulence production of the PBL. However, other physical processes do

play a role in STBL. Matheou and Teixeira (2019) performed various LES of STBL with various

physical conditions and found that surface fluxes, surface shear, and cloud-top radiative cooling

all contribute to turbulence production significantly. Moreover, in the LES simulation without

surface fluxes shown in Section 5.2.2, updraft vertical velocity was comparable to the reference

case (Figure 5.5B), indicating that surface fluxes are not the only driving force for updraft vertical

velocity. To account for these processes, we modify the initialization of updrafts so that the
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strength of updrafts depend not only on surface fluxes but also on surface shear and radiative

cooling. This is analogous to how downdrafts are parameterized in Chapter 4 where the initial

condition of downdrafts depend on multiple physical processes.

Updraft thermodynamic and dynamic properties follow the same equation as in Chapter 4.

The difference here is on how updrafts are initialized. Following Appendix A from Suselj et al.

(2019a), surface starting vertical velocity for the i-th plume is formulated as:

wi|s =
σw√
2π

e−w2
min,i/(2σ2

w)− e−w2
max,i/(2σ2

w)

ai|s
, (5.1)

where s denotes surface, σw is the standard deviation of vertical velocity near the surface, wmin

and wmax are the minimum and maximum vertical velocity of all the plumes, and a is the plume

area. We assume surface-driven updrafts to be the positive tail of the vertical velocity distribution

where wmin = 1σw and wmax = 3σw. Equation 5.1 shows that σw and a control the strength of the

starting updraft vertical velocity. Since we fix wmin and wmax, the total starting area of updrafts is

constant (≈ 15%). This leaves σw to be the free parameter and it is parameterized as follows:

σw = 1.34w∗
(z0

zi

)1/3(
1−0.8

z0

zi

)
, (5.2)

zi is the PBL height, w∗ = (g/θv)w′θ′v|szi is the convective velocity scale, and z0 = 0.1zi. To

include effects of surface wind shear and radiative cooling, we propose to replace w∗ with a

updraft convective velocity scale:

w∗,ud =
(

c1w3
∗+ c2u3

∗+ c3w3
rad

)1/3
, (5.3)

where u∗ is the surface friction velocity, wrad ≡ (g/θv)w′θ′v|radzi, and c1, c2, and c3 are model

constants. wrad is the velocity scale based on the net radiative flux divergence
(
w′θ′v|rad = Frad

ρcp

)
.

Frad is taken as the radiative flux divergence between cloud-top and cloud base. This formulation

98



allows the starting updraft vertical velocity to depend on the strength of surface fluxes (w∗), surface

shear (u∗), and radiation (wrad). To quantify the relative contributions of the three processes, the

values of c1, c2, and c3 are investigated later.

The updraft starting virtual potential temperature for the i-th plume is formulated as:

θv,i|s = θv|s + c(w,θv)wi|s
σθv

σw
, (5.4)

where c(w,θv) is the correlation coefficient between w and θv, and σθv is the standard deviation

of θv near the surface. As seen in the simulations without surface fluxes, we find that although the

updraft θ′v is small near the surface, it increases in-cloud, causing updrafts to still have a significant

contribution to the total heat transport. We therefore also modify how σθv is parameterized so that

updrafts are still properly modeled if the surface fluxes are zero. To this end, entrainment from

the free troposphere is expected to affect updraft starting temperature as it brings warm and dry

air into the PBL. Since including an entrainment term would take the radiative effect into account,

we propose to parameterize σθv both in terms of surface fluxes and entrainment:

σθv = 1.34θ∗,ud

(z0

zi

)−1/3
, (5.5)

θ∗,ud = c4
w′θ′v|s

w∗
+ c5

w′θ′v|ent

wrad
, (5.6)

where c4 and c5 indicate how strong each process contributes to the starting temperature. Note that

the original formulation only includes surface effect as the temperature scale is only dependent

on surface fluxes (θ∗ =
w′θ′v|s

w∗
).

Updraft starting total mixing ratio for the i-th plume is formulated as:

qt,i|s = qt |s + c(w,qt)wi|s
σqt

σw
, (5.7)
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where c(w,qt) is the correlation coefficient between w and qt , and σqt is the standard deviation of

qt near the surface. Similar to the modification to σθv , we also formulate the starting total mixing

ratio to depend on surface fluxes and entrainment:

σqt = 1.34qt∗

(z0

zi

)−1/3
, (5.8)

qt∗,ud = c6
w′q′t |s

w∗
+ c7

w′q′t |ent

wrad
, (5.9)

where c6 and c7 indicate how strong each process contributes to the starting moisture. Note that

the original formulation only includes the surface effect as the moisture scale only depends on

surface fluxes (qt,∗ =
w′q′t |s

w∗
). The relative importance of each process on the starting temperature

and moisture depends on the values of c4, c5, c6, and c7, which are investigated later.

While traditional parameterizations of updrafts require surface fluxes to be positive, we

find significant updraft heat and moisture transport in the upper part of the PBL even when surface

fluxes are zero (Figure 5.2C & G). As a result, we modify the updraft criteria to take into account

radiative cooling in addition to positive surface fluxes. In the modified criteria, either positive

surface fluxes or strong radiative flux divergence between cloud-top and cloud base (Frad > 10

Wm−2) can trigger updrafts. Under this modification, whenever surface fluxes are zero, updraft

starting θv or qt can still exist due to entrainment heat and moisture flux (Eqs. 5.6 & 5.9).

5.3.3 Modification to cloud-top triggered downdrafts

Downdraft thermodynamic and dynamic properties follow the same equation as in Chapter

4 while their initialization is modified. We retain the parameterized standard deviation of vertical

velocity but modify the model coefficients in the velocity scale:

w∗,dd =
(

c1dd w3
∗+ c2dd u3

∗+ c3dd w3
rad

)1/3
. (5.10)
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Note that this formulation is identical to that for updrafts (Equation 5.3). However, we expect the

constants (c1dd , c2dd , c3dd ) to be different (e.g., surface fluxes are likely to have less influence on

downdraft starting w). We also retain the formulation for the standard deviation of θv and qt for

downdrafts while modifying the temperature and moisture scale:

θ∗,dd = c4dd

w′θ′v|s
w∗

+ c5dd

w′θ′v|ent

wrad
, (5.11)

qt∗,dd = c6dd

w′q′t |s
w∗

+ c7dd

w′q′t |ent

wrad
. (5.12)

As is the case for w∗dd , we expect the constants to be different from updrafts and thus distinguish

them with the subscript dd. In summary, the paramterization of standard deviation (σw, σθv , σqt )

for updraft and downdraft is identical except for model constants.

5.3.4 Parameterization constants

Since the model constants in Eqs 5.3, 5.6, 5.9, 5.10, 5.11, 5.12 are used to parameterize

the corresponding standard deviation of each variable (e.g., for updrafts, σw depends on c1, c2,

and c3 in Eqs 5.3), the actual LES standard deviations are used to obtain the optimal model

constants. Table 5.2 shows standard deviation of w, θv, and qt for each LES case near the surface

and cloud-top. σw near the surface is fairly consistent across the cases, with DYCOMS–noWind

being the strongest and DYCOMS–noRad being the smallest (27% difference). For σw near

the cloud-top, a similar trend is found, but the difference is even larger between the two cases

(38%). This is also seen in the downdraft vertical velocity in Figure 5.4A since downdraft vertical

velocity are strongly correlated with σw. In terms of σθv , DYCOMS–noSfx has the smallest value

for both surface and cloud-top. However, the difference among the cases is more pronounced for

σθvsfc
than for σθvzi

. As for σqt , we observe that DYCOMS–noSfx again has the smallest value

among the cases.
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Table 5.2: LES results: standard deviation of w, θv, and qt near the surface (z/zi = 0.1) and the
cloud-top (z/zi = 0.9)

Case σwsfc [ms−1] σθvsfc
[10−2K] σqtsfc

[g/kg] σwzi
[ms−1] σθvzi

[10−2K] σqtzi
[g/kg]

DYCOMS 0.42 4.41 0.16 0.46 13.44 0.21
DYCOMS–noRad 0.34 4.08 0.16 0.33 18.93 0.17
DYCOMS–noSfx 0.38 1.00 0.02 0.46 7.00 0.06

DYCOMS–noWind 0.47 3.63 0.13 0.53 9.93 0.14

Table 5.3: Optimal SCM model constants as determined from LES.

Case c1 c2 c3 c4 c5 c6 c7
Updraft 0.31 0.49 0.25 0.69 0.05 0.89 0.15

Downdraft (cxdd ) 0.27 0.95 0.41 0.67 0.15 0.31 0.23

To obtain the model constants, a list of values between 0.01 and 1.01 is generated for each

constant (c). The final values are selected to minimize the euclidean distance from the standard

deviation in LES across the four cases. Table 5.3 shows the model constants that will be used

in the SCM. It is important to note that because w∗, u∗, and wrad do not necessarily have the

same magnitude (u∗ is often smaller), the absolute value of c1, c2, and c3 do not represent how

strong each component contributes to the parameterization of σw. Instead, comparing c1 and

c1dd reveals how much w∗ contributes to updraft and downdraft σw. For example, w∗ contributes

more strongly to updrafts (c1 > c1dd ), while u∗ and wrad contribute more strongly to downdrafts

(c2dd > c2, c3dd > c3). Surface fluxes are equally important in the parameterization of σθv as seen

in the similar value in c4 and c4dd , while entrainment heat flux is more important in downdrafts

(c5dd > c5). For the parameterization of σqt , surface fluxes are more important for updrafts than

downdrafts (c6 > c6dd ), and entrainment moisture flux is more important in downdraft than updraft

(c7dd > c7).
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5.4 Results

5.4.1 DYCOMS

We begin the comparison between WRF SCM and LES with the baseline DYCOMS

case. Figure 5.7A, E, I show the mean field of θl , qt , and ql from WRF SCM. Figure 5.8A, E

show the total heat and moisture flux, and Figure 5.9A, E, I show time series of liquid water

path (LWP), boundary layer averaged heat and moisture. ED shows cold and moist bias when

compared to LES, leading to an overestimation of liquid water. This is a result of the lack of

entrainment heat and moisture flux in ED. EDMFU and EDMFUD show very similar results in

the mean fields of θl , qt , and ql , and they are warmer and dryer when compared to ED. While

the difference in EDMFU and EDMFUD is very small, it can be seen that EDMFUD is slightly

colder in-cloud. Moreover, the moisture profile of EDMFUD is dryer below-cloud and more moist

in-cloud. These slight differences are a result of the different total heat and moisture flux, as seen

in Figure 5.8A,E. EDMFUD has a stronger entrainment heat and moisture flux when compared

to EDMFU (Figure 5.8A,E), resulting in a slightly warmer and dryer boundary layer averaged

temperature and moisture (Figure 5.9E,I). The lack of entrainment heat and moisture flux in ED

leads to strong cold and moist biases, and overestimation of LWP (5.9A). Both EDMFU and

EDMFUD produce similar LWP as LES.

5.4.2 DYCOMS–noRad

For DYCOMS–noRad, Figure 5.7B, F, J shows the mean field of θl , qt , and ql . Figure

5.8B, F shows the total heat and moisture flux, and Figure 5.9B, F, J shows time series of LWP,

boundary layer averaged heat and moisture. In the no radiation case, total entrainment heat and

moisture flux are much weaker than the baseline case. Higher entrainment velocities are expected

in more turbulent PBLs, and the entrainment velocity parameterization (e.g. Fang et al., 2014,

Ghonima et al., 2016) is often formulated as a combination of the buoyancy flux generated by
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Figure 5.7: WRF SCM results of liquid water potential temperature, total water mixing ratio,
and liquid water mixing ratio for DYCOMS (A,E,I), DYCOMS–noRad (B,F,J), DYCOMS–
noSfx (C,G,K), and DYCOMS–noWind (D,H,L). Results are averaged over simulation hour
3-4.
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Figure 5.8: WRF SCM results of total heat and moisture flux for DYCOMS (A,E), DYCOMS–
noRad (B,F), DYCOMS–noSfx (C,G), and DYCOMS–noWind (D,H). Results are averaged over
simulation hour 3-4.

radiative divergence and the buoyancy flux generated at the surface. It is therefore expected that

DYCOMS–noRad has weaker entrainment heat and moisture flux.

ED, EDMFU , and EDMFUD all produce a lower PBL height compared to LES. ED

simulates the coldest and most moist PBL among the three simulations. Both EDMFU and

EDMFUD produce decoupled θl and qt profiles. While decoupling is also seen in LES, the extent

is much weaker. The decoupling of the θl and qt profiles signals the importance of radiative

cooling in providing turbulence and mixing θl and qt from cloud-top to the surface. ED does not

produce any decoupling, likely because only local mixing is modeled. The difference in EDMFU

and EDMFUD is larger than the baseline case. θl in EDMFUD is slightly more well-mixed than

EDMFU (colder θl in-cloud), while qt is more decoupled (more moist in-cloud and drier in

the lower part of the PBL). Since the in-cloud θl and qt are different between EDMFU and

EDMFUD, their ql are different. In terms of total heat flux, EDMFU produces the closest profile
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Figure 5.9: WRF SCM time series of liquid water path, boundary layer averaged heat and
moisture for DYCOMS (A,E,I), DYCOMS–noRad (B,F,J), DYCOMS–noSfx (C,G,K), and
DYCOMS–noWind (D,H,L).

compared to LES. However, all three simulations show reasonable profiles of heat flux (Figure

5.8B). Note that ED is not negatively affected by the lack of entrainment heat flux since the no

radiation case has much weaker entrainment. Boundary layer averaged θl of all three simulations

is similar (Figure 5.9F). For total moisture flux, EDMFU simulates the best match compared to

LES. ED underestimates the moisture flux throughout the whole PBL, while EDMFUD produces

two distinct peaks in moisture transport (just below cloud-base and near cloud-top). The strong

decoupling of qt in EDMFUD is likely a result of this. Downdraft moisture transport (not shown)

decreases too strongly after initiation, and updraft moisture transport is overestimated in the lower

part of the PBL. In contrast, updraft moisture transport matches LES well in EDMFU .

ED and EDMFU simulate stable LWP during simulation hour 3 to 4 (Figure 5.9B), while

EDMFUD changes more during this time likely because its qt is decoupled. Even though ED

simulates the closest match of LWP compared to LES, its boundary layer averaged θl and qt are

106



most biased. Comparing DYCOMS–noRad to DYCOMS, LES shows more increase in θl at the

end of the simulation. LES also shows an increase in boundary layer averaged qt , as opposed to

stable qt in DYCOMS. For WRF SCM, all three simulations show increases in θl (ED is constant

in DYCOMS). All three simulations show increases in qt in the PBL, with ED increasing the

most among the three (EDMFU and EDMFUD are constant in DYCOMS). This suggests that the

role of radiation in simulating PBL heat and moisture is consistent between LES and WRF PBL

paramterization for all three SCM simulations.

5.4.3 DYCOMS–noSfx

For DYCOMS–noSfx, Figure 5.7C, G, K shows the mean field of θl , qt , and ql . Figure

5.8C, G shows the total heat and moisture flux, and Figure 5.9C, G, K shows time series of LWP,

boundary layer averaged heat and moisture. EDMFU simulates the closest match with LES in the

mean field of θl and qt , while ED shows the largest cold and moist bias. Additionally, EDMFU

has the most well-mixed profile of θl , while its qt profile is slightly under-mixed in the lower half

of the PBL (≈400 m and below). EDMFUD fails to mix the warm and dry air in the top part of

the PBL to the surface, causing slight decoupling of θl and qt . ED also fails to mix the warm air

in the upper part of the PBL to the surface, but it is capable of maintaining a well-mixed profile

of qt . EDMFU simulates the closest ql profile among the three, with ED and EDMFUD having

too low of a cloud-base.

In terms of total heat and moisture flux, EDMFU again has the closest match among the

three. The lack of entrainment heat and moisture flux in ED causes θl and qt to be too cold

and too moist. Similar findings are found in EDMFUD, though the entrainment moisture flux is

better simulated here. In the parameterization, both updrafts and downdrafts initial temperature

and moisture depend strongly on surface fluxes (c4, c5, c6dd , and c6dd in Table 5.3). As a result,

updraft and downdraft heat transport are weak near the surface and cloud-top. In the case of

EDMFU , we find that while the starting updraft heat transport is very weak near the surface, it
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remains slightly positive and is able to reach the top of the PBL. At the top of the PBL, updrafts

contribute strongly to the entrainment heat flux as seen in Figure 5.8C. For moisture transport,

the updrafts contribution to total moisture transport is also very weak near the surface, but the

updrafts eventually reach the top of the PBL and contribute strongly to the entrainment moisture

flux. For EDMFUD, a different picture emerges. While the downdraft contributions to total heat

and moisture transport are very weak near cloud-top, they increase strongly as they descend.

Due to the removal of surface fluxes and the reduced entrainment velocity (also depends on

surface fluxes), downdraft starting qt is very close to the grid-mean. This leads to too much

condensation in downdrafts, and downdraft θl becomes smaller than the grid-mean. This is

opposite of downdrafts observed in LES (Figure 5.5C,E,F). Because of the increased transport in

downdrafts, updrafts in EDMFUD are not able to reach the top of the PBL. As a result, a very

different mean field of heat and moisture are found between EDMFUD and EDMFU . While it

is possible to specifically modify the model coefficients for downdrafts in EDMFUD to better

match the downdrafts in LES, we retain the same model coefficients for all cases to develop

parameterization that can be generalized.

Without surface fluxes, the boundary layer averaged θl stays mostly constant and qt

decreases throughout the simulation in LES. In SCM, EDMFU simulates relatively constant

boundary layer averaged θl and decreasing qt in time (Figure 5.7G, K). EDMFUD simulates

decreasing of boundary layer averaged θl due to insufficient entrainment heat and moisture flux,

but it is able to capture the decrease of qt . ED simulates the strongest decrease in boundary layer

averaged θl , while qt stays relatively constant. This suggests that the role of surface fluxes in

simulating PBL heat and moisture is consistent between LES and EDMFU . For ED and EDMFUD,

simulation results against the baseline case show that they are trending in the right direction but

fail to maintain constant θl when surface fluxes are removed. ED simulates constant qt , but fails

to simulate the decreasing qt . Both ED and EDMFUD overestimate LWP (Figure 5.7C), with ED

being the more severe of the two. In contrast, EDMFU slightly underestimates but has a relatively
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stable LWP.

5.4.4 DYCOMS–noWind

For DYCOMS–noWind, Figure 5.7D, H, L show the mean field of θl , qt , and ql . Figure

5.8D, H show the total heat and moisture flux, and Figure 5.9D, H, L show time series of LWP,

boundary layer averaged heat and moisture. We find the DYCOMS–noWind is similar to the

baseline DYCOMS case in terms of boundary layer heat and moisture. ED shows cold and moist

biases, and both EDMFU and EDMFUD are warmer and drier. Entrainment heat flux in ED are

too small (Figure 5.8D), while the entrainment moisture flux is more accurate (Figure 5.8H).

The difference between EDMFU and EDMFUD in terms of θl , qt , and ql is small. EDMFUD

has a slightly smaller qt in the lower half of the PBL, resulting in a slightly more well-mixed

profile. EDMFUD has a stronger entrainment heat and moisture flux than EDMFU . The total

heat flux in-cloud is slightly positive, as opposed to near zero/slight negative in the baseline

DYCOMS. The total moisture flux is slightly smaller in the middle of the PBL compared to the

baseline DYCOMS. As a result, there is a closer match with LES in the total moisture flux for

all three simulations. The role of wind shear in STBL appears to be more important in the total

heat and moisture transport in the middle of the PBL. One hypothesis is that the change in wind

shear organizes updrafts and downdrafts differently, causing the heat and moisture transport to be

different as they ascend and descend in the PBL. Though the organization is different because of

shear (e.g., roll, cellular), we find that it does not affect the overall simulation of STBL, i.e., the

mean profile of θl and qt are similar with or without wind. Both EDMFU and EDMFUD simulate

similar LWP as LES, while ED overestimates LWP. Both EDMFU and EDMFUD show an increase

in boundary layer averaged θl (Figure 5.7H), which is consistent with LES. In contrary, ED

shows a constant θl . In terms of boundary layer moisture, LES shows constant qt throughout the

simulation. However, EDMFU and EDMFUD show a slight increase in qt , whereas ED shows

a stronger increase (Figure 5.7L). It appears that the role of wind in simulating PBL heat and
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moisture is minor, as the difference between DYCOMS and DYCOMS–noWind is small. In terms

of WRF SCM PBL parameterization, all three simulations show very similar results as they do in

DYCOMS.

5.5 Summary and conclusions

In this study, the parameterization of convective updrafts and downdrafts is investigated in

STBL under changing physical conditions. This work is an extension of Chapter 4, and the same

modeling framework is adopted. Specifically, we place an emphasis on how the parameterization

of updrafts and downdrafts responds to the same changing environment in LES. The EDMF

framework used in this work is modified to have different updraft and downdraft initialization.

The local transport in the boundary layer is unchanged from previous work and is represented by

the MYNN scheme. This modified mass-flux model is implemented and tested in the WRF SCM.

LES modeling of four STBL cases is performed– baseline DYCOMS, without radiation

(DYCOMS–noRad), without surface fluxes (DYCOMS–noSfx), and without mean wind and

geostrophic wind (DYCOMS–noWind). We find that in LES, updraft and downdraft heat and

moisture transport are important in all four cases, though the height where these transports domi-

nate changes. To account for the roles that updrafts and downdrafts play under changing physical

environment in LES, the parameterization in SCM is modified. In the new parameterization, we

initialize updraft and downdraft starting vertical velocity to depend on surface fluxes, surface

wind shear, and radiative cooling. Initial updraft and downdraft temperature and moisture depend

on surface fluxes and entrainment heat and moisture flux. The initiation of updrafts is modified to

account for not only positive surface fluxes but also radiative flux divergence between cloud-top

and cloud base.

Three SCM simulations are tested: without mass flux (ED), with updrafts only (EDMFU ),

and with updrafts and downdrafts (EDMFUD). Results suggest that EDMFU is capable of simu-
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lating all four cases well, even in the case of no surface fluxes. EDMFUD is not able to simulate

DYCOMS–noSfx well, as the inclusion of downdrafts prevents updrafts from reaching the top of

the PBL. EDMFUD simulates the other three cases well. As for ED, a strong overestimation of

LWP is observed in all cases but DYCOMS–noRad, where entrainment heat and moisture flux are

much weaker. We find that EDMFU responds similarly to LES under the same changing physical

environment. EDMFUD fails to maintain constant θl throughout the simulation when surface

fluxes are removed but otherwise simulates the PBL heat and moisture similarly as LES. For ED,

it fails to simulate the increase in θl in DYCOMS and DYCOMS–noWind. It also fails to maintain

the constant qt in DYCOMS and DYCOMS–noWind, and the decrease in qt in DYCOMS–noSfx.

Overall, EDMFU represents STBLs better than ED and EDMFUD. This suggests that

updrafts are necessary even when surface fluxes are removed. Additionally, the inclusion of

downdrafts do not generally lead to improvements in STBL simulation. When EDMFUD models

the STBL well, the difference between EDMFUD and EDMFU is small. If updrafts are modeled

properly (i.e., considering radiative flux divergence as additional trigger criterion, formulate

starting updraft temperature and moisture with surface fluxes, surface shear, and radiative flux), it

is capable of simulating all four STBL cases documented in this study, which covers a wide range

of meteorological conditions.

5.6 Direction for future work

Chapter 4 and 5 document the formulation of non-local turbulent transport in well-mixed

STBLs. The non-local turbulent transport is parameterized in the form of rising updrafts and

descending downdrafts. While explicitly parameterizing downdrafts is more consistent with LES

representation of turbulence in the PBL, we find limited improvements in SCM under a wide

range of physical conditions. Although one might expect EDMFU to struggle when surface fluxes

are removed, it in fact outperforms EDMFUD. In this work, the focus has been on well-mixed
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STBLs. Further investigation should include decoupled STBLs (e.g., CGILS S11), where two

circulations are expected. Surface driven updrafts are likely limited to the lower half of the

PBL, and cloud-top triggered downdrafts likely cannot descend below the top half of the PBL.

The roles of updrafts and downdrafts play in the turbulent transport in decoupled STBLs and

whether SCM can simulate them correctly should be studied. Additionally, a case in Arctic

Stratocumulus should be explored. In Arctic Stratocumulus, surface effects are cutoff from the

cloud layer, and surface driven updrafts are unlikely to reach the cloud. Whether SCM can

simulate Arctic Stratocumulus with downdrafts and/or updrafts should be studied. Last but not

least, real 3D simulation of Stratocumulus clouds should be investigated, and the skill of EDMFU

and/or EDMFUD should be quantified.
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