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Verbal working memory and co-speech gesture processing
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and UC San Diego

2Cognitive Science Department, UC San Diego

3Swartz Center for Computational Neuroscience, UC San Diego

Abstract

Multimodal discourse requires an assembly of cognitive processes that are uniquely recruited 

for language comprehension in social contexts. In this study, we investigated the role of verbal 

working memory for the online integration of speech and iconic gestures. Participants memorized 

and rehearsed a series of auditorily presented digits in low (one digit) or high (four digits) 

memory load conditions. To observe how verbal working memory load impacts online discourse 

comprehension, ERPs were recorded while participants watched discourse videos containing 

either congruent or incongruent speech-gesture combinations during the maintenance portion of 

the memory task. While expected speech-gesture congruity effects were found in the low memory 

load condition, high memory load trials elicited enhanced frontal positivities that indicated a 

unique interaction between online speech-gesture integration and the availability of verbal working 

memory resources. This work contributes to an understanding of discourse comprehension by 

demonstrating that language processing in a multimodal context is subject to the relationship 

between cognitive resource availability and the degree of controlled processing required for 

task performance. We suggest that verbal working memory is less important for speech-gesture 

integration than it is for mediating speech processing under high task demands.
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1 Introduction

Communication in natural environments is often accompanied by paralinguistic information, 

such as prosody or gesture, which can immediately impact the meaning of a speaker’s 

message (Hagoort & Van Berkum, 2007). Processing gestures during communication has 

been shown to facilitate the comprehension of spatial information (Austin & Sweller, 2014; 

So et al, 2015) and help construct visually refined representations of speaker meaning 

(Wu and Coulson, 2007). Although considerable attention has been given to the impact of 

gestures on speakers and comprehenders, here we examine the cognitive mechanisms that 

underlie real-time speech and gesture integration.

This study centers on iconic gestures, which typically represent their referent in a 

perceptually analog way, e.g., demonstrating a bowl by cupping one’s hands together to 

mimic the contours of the actual dish (Habets et al, 2011). The speaker can convey the 

general shape of the bowl, i.e. how shallow or steep the edges are, as well as information 

about its relative size. Because these gestures directly represent visuospatial information, 

it is possible that perceptual and cognitive mechanisms in the brain directly map contour 

and motion features of the gesture onto image-based representations of their meaning—

similar to how one might perceive and process a cartoon or photograph (Wu and Coulson, 

2011). Concepts related to iconic gestures would then presumably rely on visuospatial 

representations, which would establish visuospatial encoding mechanisms and working 

memory (WM) resources as necessary for successful speech and gesture processing.

Alternatively, gestural information might be processed and mapped onto language-based 

semantic representations during discourse comprehension. One might assume that this 

would be the case for emblematic gestures, i.e., conventionalized body forms that, unlike 

iconic gestures, can be readily understood in the absence of speech (McNeill, 2005; 

Fabbri-Destro et al, 2015). Indeed, neuroimaging data suggests these gestures can influence 

semantic memory activation even when presented in isolation, supporting hypotheses 

about their status as lexicalized gestural forms (McNeill, 1992; Gunter & Bach, 2006). 

This possibility is also consistent with a number of studies that have identified a close 

relationship between the development of gesture and language as well as evidence for 

overlap in neural networks involved in processing both linguistic and representational 

gesture information (Goldin-Meadow, 1998; Iverson & Goldin-Meadow, 2005; Willems & 

Hagoort, 2007; Yang et al, 2015; Proverbio et al, 2015).

Presenting supplementary iconic gestures in tandem with speech often promotes activation 

in left inferior frontal gyrus (IFG), as well as in medial and superior temporal gyri (MTG, 

STG) (Özyürek, 2014). Similar sensitivity in the IFG as well as posterior temporal regions 

to semantic content delivered by representational gestures or speech information has led 

to the hypothesis that these areas process representational content in a manner that is 

modality independent (Xu et al, 2009; Straube et al, 2012). The inferior prefrontal cortex 

also supports online maintenance of verbal information alongside a distributed network 

including parietal, premotor, and supplementary motor areas (Marvel & Desmond, 2012; 

Woodward et al, 2006). Thus, verbal encoding and WM resources may be necessary for the 

comprehension of iconic gestures during multimodal discourse.
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1.1 The Cognitive Neuroscience of Working Memory

In recent years, cognitive neuroscientists’ understanding of working memory has undergone 

considerable evolution (see Christophel, 2017 for a review). Early accounts describe a 

buffer for the short-term maintenance of information stored in a unitary code (Atkinson & 

Shiffrin, 1968), a model amenable to localization in a single brain region such as pre-frontal 

cortex (e.g., Goldman-Rakic, 1991). By contrast, the multi-component model suggested 

WM involved both the maintenance and manipulation of information utilizing at least two 

different representational formats (Baddeley, 2000; Baddely & Hitch, 1974). The suggestion 

that WM utilizes dissociable verbal and visuospatial codes was supported by neuroimaging 

studies implicating fronto-temporal language networks in memory for verbal information 

and frontal-parietal networks in memory for visual (object) and spatial information (e.g., 

Smith & Jonides, 1998). Subsequent research has supported the construal of WM as a 

particularly active state of long-term memory so that there is no single locus of the WM 

system (Cowan, 2017). Rather, the ability to maintain and manipulate information relies 

on the neural substrate of the attentional control system for reactivating memory stored in 

a distributed fashion across the cortex while preventing task-irrelevant information from 

interfering with current behavioral goals (D’Esposito & Postle, 2015; Oberauer, 2019).

Even as investigators have learned that limitations on WM are often due to constraints 

of the attentional control system (Unsworth & Engle, 2007), the notion of different 

verbal and visuospatial WM systems has been maintained as a heuristic distinction, as 

functional networks recruited for verbal versus visuospatial tasks are partially orthogonal 

(c.f. Buschbaum & D’Esposito, 2019; Jerde & Curtis, 2013). When correlations are found 

between measures of verbal versus visuospatial processing capacity, they likely index the 

modality-independent executive control processes important for performing the types of 

complex span tasks often used to assess those skills (Kane & Engel, 2002). However, when 

testing a population with uniformly high executive skills, verbal and visuospatial WM can be 

dissociated based on differences in experience and aptitude with verbal versus visuospatial 

material (Conway, et al., 2005; Schwering & MacDonald, 2020).

1.2 Verbal Working Memory and Multimodal Discourse Comprehension

The present study focuses on verbal WM and its relationship to multimodal discourse 

comprehension. By determining if increased loads on verbal WM processes interfere with 

online speech processing during multimodal discourse comprehension, it will be possible 

to draw conclusions about the importance of verbal WM in message-level comprehension 

processes that involve combining analog information from iconic gestures with symbolic 

language representations. Dual-task paradigms have often been used to identify potential 

overlap in the cognitive resources recruited for different tasks (see e.g., Luck & Vogel, 

2001). These studies typically involve a memory component, where active performance on 

a primary target task is embedded within the maintenance portion of a secondary memory 

task (Logan, 1979; Baddeley, 1986). If performance on one task suffers because of the 

demands imposed by a simultaneous concurrent task, the tasks are thought to involve 

overlapping cognitive resources, which results in interference that diminishes successful 

task performance. The current study uses this logic to investigate a potential cognitive 
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intersection between verbal WM and the ability to integrate speech and iconic gestures as 

they unfold in real time.

Event-related potentials time-locked to speech can provide information about how 

contextual information activates relevant semantic features of upcoming words. To index 

the facilitative impact that gestures have on accompanying speech, here we utilize the N400, 

a well-studied neural response to words and other meaningful stimuli. The N400 is thought 

to index the retrieval of information from semantic memory and its amplitude is a function 

of the fit between a stimulus and its preceding and concurrent context, as unexpected stimuli 

elicit large N400 whereas contextually primed stimuli elicit reduced (i.e., less negative) 

N400 amplitudes (see Kutas & Federmeier, 2011 for review).

Prior work on speech and gesture processing has shown that the presence of gestures 

during communication reduce N400 amplitudes, suggesting semantically related gestures 

can make it easier to understand the accompanying speech (Holle & Gunter, 2007; Wu & 

Coulson, 2010; Fabbri-Destro et al, 2015). Moreover, the size of N400 effects can serve as 

an indicator of the availability of verbal WM operations. Previous investigators have shown 

that N400 effects can be reduced or eliminated by experimental manipulations that serve to 

occupy WM resources. For example, Gunter, Jackson, and Mulder (1995) compared the size 

of N400 congruity effects in sentences whose structure posed either high or low demands 

on WM. In young adults, N400 congruity effects were smaller for sentences that posed 

high demands on WM than those that posed low demands; in older adults, N400 congruity 

effects were absent in sentences that posed high demands on WM, and present in sentences 

that posed low demands on WM (Gunter, et al., 1995). Similarly, D’Arcy and colleagues 

varied the load of a concurrent verbal WM task and found N400 congruency effects were 

smaller when memory loads were high than when they were low (D’Arcy, et al., 2005). If 

verbal WM availability similarly mediates the use of gestural information to aid in lexical 

processing, then demands on verbal WM systems should reduce N400 sensitivity to the 

semantic relationship between speech and gestures in a similar fashion.

1.3 The Present Study

Here we used electrophysiological measures of speech comprehension to assess healthy 

adults’ sensitivity to co-speech iconic gestures while under varying levels of verbal WM 

load. College-aged adults performed a dual-task paradigm involving multimodal discourse 

processing embedded within the retention period of a verbal WM task. ERPs provided a 

real-time neural index of discourse comprehension to investigate the impact of increased 

verbal WM load on speech-gesture integration. Under the hypothesis that verbal WM 

is recruited for the use of gesture information to aid online speech comprehension, we 

expected to observe larger N400 effects of gesture congruity for words in the low memory 

load condition compared to those in the high memory load condition. By contrast additive 

effects of WM load and gesture congruity would point to the relative independence of the 

two processes.
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2 Methods

2.1 Participants

18 English speaking, right-handed college-aged adults participated in the experiment.1 None 

reported any history of neurological or learning disorders (14 females; mean age = 21). All 

participants gave informed consent and received academic credit for their participation.

2.2 Working Memory Tasks

Before the EEG recording, two computerized tasks were given to each participant to 

provide an independent measure of their WM abilities. Spatial skills were tested using 

the Corsi block task, which required that participants memorize and recall the order of 

squares that flashed in random sequences on a computer screen (Corsi scores: mean = 

20.4, SD = 3.2). One participant’s Corsi score information was missing from all analyses 

due to lost data. The Sentence Span task was used as a measurement of verbal WM 

capacity (Daneman & Carpenter,1980). This task required participants to listen to a series 

of unrelated sentences while memorizing the final word in each sentence. Questions probing 

sentence understanding were administered to ensure that participants processed sentence 

meaning. Final scores were calculated based on the number of final words the participant 

could recall correctly (Conway et al, 2005) (Verbal scores: mean= 34.1, SD = 3.5). See Wu 

and Coulson (2014) for further description of the WM assessments.

2.3 Materials

140 videos were used as discourse primes for the experiment. Discourse primes were 

constructed from video footage of a speaker describing various objects and actions using 

both speech and iconic gestures, (e.g., the shape of furniture or swinging a golf club). 

Incongruent videos were created by digitally recombining the audio (speech) and video 

(gesture) portions of the original video recordings that were used in the congruent condition. 

The final collection of stimuli included 140 congruent and 140 incongruent videos, with 

speech and video content fully matched across conditions. The actor’s face in each video 

was blurred to obscure any mismatch between orofacial movements and the accompanying 

speech. Video onset always corresponded to the stroke of the first gesture, and video offset 

was at the end of the utterance unit. Variability in the length of video stimuli (between 2 

and 8 seconds) was a result of ensuring that all clips contained a coherent utterance. The 

onset of the first content word in the speech files, (i.e., an open-class noun or verb), occurred 

at various timepoints across the discourse stimuli (mean = 743ms post video onset; SD = 

466ms). This marked the first time point in the clip that participants could determine the 

presence of a semantic mismatch between speech and gestures.

Picture probes were photographic images of the objects described in each video and were 

intended to match the speech content of the discourse primes. Iconic gesture information 

was thus unrelated to the picture probes in half of the trials. However, because ERPs to 

picture probes were not analyzed, they will not be discussed further.

1Our target sample size was between 16 and 20 participants and was based on samples enrolled in similar studies (Willems, Özyürek, 
& Hagoort, 2007; Wu & Coulson, 2011). Power analysis with the WebPower package in R suggested n=16 was sufficient, assuming 
Cohen’s d of 0.87 (Zhang & Yuan, 2018).
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Each participant viewed 140 videos, 70 congruent and 70 incongruent. Two stimulus lists 

were created to counterbalance whether a given audio file appeared with congruent or 

incongruent gestures. Subjects were distributed evenly across the two lists (List 1: n=9; List 

2: n=9).

2.4 Procedure

Subjects performed the task in a dimly lit, sound-attenuated room, and viewed stimuli on a 

19” color monitor. Behavioral responses were recorded from a mouse that participants were 

instructed to keep their dominant hand on for the entire experiment. Each trial began with 

a fixation cross that appeared in the center of the screen. 500ms after the cross, the WM 

portion of the experiment began with a series of spoken digits presented at a rate of 1 digit 

per second. In low memory load trials, only one digit was presented; in high load trials, 

a sequence of four randomly ordered digits were presented. Participants were instructed to 

memorize the sequence of digits in the order of their presentation to recall them at the end 

of the trial. After the encoding portion of the WM task, 500ms passed before the discourse 

primes (videos) were played in the center of the screen.

Discourse primes were videos of a speaker describing objects or actions while producing co-

speech iconic gestures. 500ms after the completion of the video, a picture probe appeared in 

the center of the screen. Participants were instructed simply to attend to both the primes and 

probes. 500ms after the picture probe disappeared, the free recall portion of the WM task 

began. Participants were presented with a randomized display of 10 single-digit numerals 

across the screen and were instructed to use the mouse to select the digits they had heard in 

the order that they heard them. Feedback on the ordered recall task was given 500ms after 

the response on each trial. 14 trials comprised a single block during the experiment, and 

each participant completed 10 blocks (140 trials total). Blocks were separated by self-paced 

breaks.

2.5 EEG Recording and Analysis

EEG was recorded in a soundproof, electromagnetically shielded chamber with 29 scalp 

electrodes placed at standard International 10–20 sites. Two additional mastoid electrodes 

and three facial electrodes were used for referencing and artifact detection, respectively. 

Signals referenced to the left mastoid were bandpass filtered (0.01–40Hz) and digitized 

online at 250Hz. After recording, EEG data were re-referenced to the mean of left and 

right mastoid sites. After segments of continuous data containing drift or muscle artifacts 

were trimmed, ICA was applied to the continuous EEG data in order to correct data for 

eye-related artifacts. After the removal of ICs representing non-brain related activity, back-

projected EEG data were epoched and remaining trials that contained artifacts related to eye 

movements, drift, or muscle noise were eliminated before statistical analysis (Mean epochs 

rejected = 5%; SD = 2.9%). EEG epochs spanned from 200ms before stimulus onset to 

800ms afterward, and a 200ms baseline correction was applied. Eighteen electrode sites 

were used in the ERP analysis based on our expectations about the central distribution of 

N400 effects (See Figure 3). Due to a priori motivations to focus on how the availability 

of verbal WM resources impacts real-time speech-gesture integration, analysis focused on 

ERPs elicited by the first content word in each discourse video. Trials in which participants 
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responded incorrectly on the memory task were not included in the analysis. A 15Hz 

low-pass filter was applied to all averaged ERPs presented in figures.

Our analysis focused on the neural response to words to examine the impact of increased 

verbal WM load on the ability to integrate speech and gesture information during discourse 

comprehension. Omnibus ANOVAs for first content words included factors of Load (High 

and Low), Video (Congruent and Incongruent), and Anteriority (6 levels, see Figure 3). In 

addition, the omnibus model included a between-subjects factor representing experimental 

List (1 or 2) to ensure that discrepancies related to the pairing of discourse stimuli with 

each WM Load condition did not influence effects of Video congruity. Reported p-values 

represent statistics after performing Greenhouse-Geisser corrections. Effects of discourse 

congruity were calculated as the difference between averaged ERPs time-locked to initial 

content words in videos containing congruent speech and gesture combinations from 

incongruent ones.

3 Results

3.1 Memory Task Performance

A generalized linear mixed effects model with a logit link function was used to observe the 

influence of memory load and video congruity manipulations on performance of the verbal 

recall task. These models are well-suited for the binomial distribution of the performance 

data and allow for generalization to both novel participants and items (Baayen et al, 

2008). Accordingly, random intercepts for subjects were included to eliminate variance 

associated with by-subject effects, and random intercepts for discourse prime were included 

to eliminate variance associated with by-item effects. The model revealed that the Load 

manipulation significantly influenced performance (β= −1.85; SE = 0.38; p<0.0001), such 

that recall was less likely to be accurate in the high memory load condition. By contrast, the 

video congruity manipulation did not significantly influence performance (p=0.99) (Figure 

2).

Although task performance was relatively high across all condition types (total proportion 

of correct trials = 95.8%), individual differences were nonetheless present. In a separate 

regression analysis, performance on the verbal recall task across both load conditions was 

modeled in a linear regression model using standardized Corsi and Sentence Span (total) 

scores as predictors. This linear model revealed a positive relationship between Sentence 

Span scores and performance on the verbal WM task (β= 0.02; SE = 0.007; p<0.01), 

which accounted for approximately 41% of unique variance in verbal recall scores (Figure 

2B). There was no significant influence of visuospatial WM abilities on task performance 

(p=0.9), suggesting that our secondary WM task indeed targeted verbal WM.

3.2 ERPs to Words

ERPs time-locked to the onset of the first content word in the discourse primes were 

measured between 200 and 500ms and these mean amplitude measurements were compared 

across Load and Video conditions. Repeated measures ANOVA indicated a significant Load 

by Video by Anteriority effect (F(5,85)=9.63; p<0.001, ε = 0.4). The omnibus model also 
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returned interactions between Load and Anteriority (F(5, 80) = 4.87, p < 0.05, ε = .30) 

and Load by List by Anteriority (F(5,80)=14.49; p<0.05, ε = .30). These interactions result 

because words in High Load trials elicit slightly more positive (~1.2 uV) ERPs over frontal 

and frontocentral sites, and post hoc analyses indicated this load effect was larger and more 

robust in one of our stimulus lists (Load x Anteriority: p < 0.05) than the other (Load x 

Anteriority: p=0.27). Importantly, no interactions between Video and experimental List were 

identified (List by Video: p=0.28; List by Video by Anteriority: p=0.26; List by Video by 

Load: p=0.27; List by Video by Load by Anteriority: p=0.53).

Separate analyses conducted in each memory load condition revealed a significant Video x 

Anteriority effect in the Low Load condition (F(5,85)=3.25, p < 0.05, ε = 0.4), reflecting 

a more negative response to words in incongruent than congruent videos over frontal and 

frontocentral electrode sites, and a Video x Anteriority effect in the High Load condition 

(F(5,85) = 4.4, p < 0.05, ε = 0.3), reflecting a relative positivity to words in incongruent 

videos over frontal and frontocentral sites. Figure 3 displays the ERPs to words encountered 

in the congruent versus incongruent videos in the low memory load condition. Relative 

to congruent trials, words in incongruent videos elicited a negativity (N400) that was 

more pronounced over anterior channels. This expected Video effect suggests words in low 

Load trials were comprehended more easily in the congruent than incongruent multimodal 

discourse. By contrast, in the high Load trials, words in incongruent videos elicited a 

positivity with a similar frontal distribution (Figure 4B). The impact of co-speech gestures 

on word processing was thus qualitatively different under conditions of high and low verbal 

WM Load (see Figure 4).

4 Discussion

The present study examined the relationship between verbal working memory (WM) and 

speech-gesture integration by measuring neural indices of discourse comprehension under 

varying levels of verbal WM load. Performance on the verbal WM task administered in 

conjunction with video presentation was significantly worse in the high WM load condition, 

and our offline measure of participants’ verbal WM capacity was positively associated with 

overall task performance. By contrast, our measure of visuospatial WM capacity was not 

related to task performance, suggesting that the digit recall task successfully diverted verbal 

WM resources during the presentation of discourse videos. If similar cognitive resources 

are involved both in maintaining verbal information in WM and the integration of speech 

and gesture, then we would expect increased WM loads to interact with neural indices of 

speech-gesture congruity.

As predicted, the ERP effects of speech-gesture congruity did differ as a function of 

memory load–however, the nature of the interaction was unexpected. Under conditions of 

low memory load, words accompanied by incongruent gestures elicited a larger N400 than 

they did for congruent trials. When verbal resources were less available, words accompanied 

by incongruent gestures elicited a larger frontal positivity. Below, we relate this positivity 

to the P3a component, and suggest the availability of verbal WM resources impacts the 

allocation of attention to multimodal discourse. The current study supports the claim that 

successful multimodal discourse comprehension is supported by multisensory integration 
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mechanisms that operate automatically under optimal processing conditions, and that verbal 

WM is important for comprehension when this mechanism fails rather than for online 

speech-gesture integration per se.

4.1 Speech-gesture integration and the influence of task demands

The speech-gesture incongruity effect observed in low WM load trials is similar to the 

N400 effects reported in previous ERP studies exploring the benefit that meaningful gestures 

can provide for semantic retrieval (Wu & Coulson, 2010; Holle & Gunter, 2007). While 

the classical N400 component is largest over parietal sites (Kutas & Federmeier, 2011), 

the fronto-central distribution of the N400 incongruity effect in the present study is very 

common in studies of action and gesture comprehension (see Amoruso, et al., 2013 for 

a review). Considering the literature on the neural generators of the N400 component, 

Amoruso and colleagues (2013) suggest the frontally distributed N400 elicited by gestural 

stimuli reflects the increased contribution of motor and pre-motor cortices to neural 

generators of the classical N400 in the frontal, temporal, and parietal lobes (see Lau, 

Phillips, & Poeppel, 2009 for a review).

Recent MEG work similarly comparing activity between matching and mismatching speech 

and iconic gestures provides some indirect support for this hypothesis. Namely, Drijvers 

et al (2018) localized beta band suppression effects in response to incongruent compared 

to congruent speech-gesture combinations in left inferior frontal, precentral, supplementary 

motor, and somatosensory cortices. Although they did not examine event related potentials 

to speech directly, a number of studies point to correspondence between modulations of 

neural oscillations in the beta band range (~13–30Hz) and N400 generation (Dave et al, 

2020; He et al, 2020; Lewis et al, 2017; Wang et al, 2012), although more work is necessary 

to explain how gestures might modulate speech-processing networks that contribute to 

semantic memory updating.

As noted above, speech-gesture incongruity effects in high WM load trials were qualitatively 

different from those in low load trials. Instead of reduced N400 effects, per our original 

hypothesis, speech in incongruent videos elicited more positive ERPs than those in 

congruent ones. In fact, this frontal positivity resembles the P3a, an ERP component 

thought to reflect attentional shifts toward unexpected stimuli, that exhibits a frontocentral 

distribution akin to that observed in the current study (Muller-Gass et al, 2007; Polich, 

2007; Sussman et al, 2003). Further, P3a generation depends on task difficulty, as the same 

non-target stimuli that elicit a prominent P3a in difficult discrimination tasks do not do so 

in easier ones (Comerchero & Polich, 1999). That is, novel stimuli that are not task relevant 

can be processed relatively automatically when task demands are low, but, require a frontally 

mediated orienting response when task demands are high.

In the present study, the difficulty of the memory task apparently impacted participants’ 

attention to the discourse videos presented during the maintenance period. The low load 

memory task presumably did not demand intense attentional focus, thereby facilitating 

more automatic processing of incongruent gestures. Under normal circumstances, gestures 

influence the interpretation of the accompanying speech, so that words occurring with 

semantically incongruent gestures elicit larger amplitude N400 than those with congruent 

Momsen et al. Page 9

Brain Cogn. Author manuscript; available in PMC 2024 August 05.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



gestures. However, because the high memory load trials were more difficult, the remaining 

WM resources were not sufficient to achieve the typically effortless integration of semantic 

information across the two modalities.

Despite some claims that the integration of the meaning of speech and gestures is fully 

automatic (McNeill, 1992; Kelly et al, 2010), a number of factors have been shown 

to interfere with speech-gesture integration (Kelly et al, 2007; Habets et al., 2011; 

Obermeier et al., 2011). For example, when speech and gestures unfold in a temporally 

asynchronous manner, semantic integration does not proceed automatically, but requires 

controlled processes (Obermeier et al., 2011). Indeed, some evidence suggests perceptual 

“unity” effects driven by the spatiotemporal coincidence or semantic congruency of stimuli 

across different modalities may also extend to speech and gesture pairings, such that 

semantic alignment promotes speech-gesture integration (Margiotoudi et al, 2014). Given 

that attentional resources are thought to be particularly important during WM operations 

that require people to reconcile conflicting information across modalities (Sepp et al, 2019), 

our memory load manipulation may have had a disproportionate effect on the incongruent 

gestures.

To evaluate this possibility, a post hoc analysis compared ERP activity as a function of WM 

load on words accompanied by congruent as opposed to incongruent gestures. This analysis 

confirmed that the WM load manipulation did not significantly affect ERPs to words in the 

congruent videos but had a robust impact on words accompanied by incongruent gestures 

(see Figure 5). Although the concurrent verbal WM task had little impact on the relatively 

automatic integration of speech with congruent gestures, it compromised the ability of 

participants to deal with incongruent gestures.

The disproportionate impact of verbal WM load on the processing of incongruent 

speech-gesture pairings is in keeping with neuroimaging studies of multimodal discourse 

processing. Such studies indicate that the semantic relatedness of speech and iconic gestures 

at least partially dictate the configuration of functional networks engaged in discourse 

processing (Willems et al, 2007; Green et al, 2009). For example, unrelated co-speech 

gestures disproportionately recruit bilateral inferior frontal, supplementary motor, and left 

inferior parietal regions—areas heavily implicated in the maintenance of and control over 

verbal information in WM (Baldo & Dronkers, 2006; see Nee et al, 2012 for review).

Research investigating the dynamics of multisensory integration indicates that when general 

processing demands are low, there is less need for top-down attentional resources to 

combine information across modalities into a coherent multimodal representation. However, 

when people are forced to divert relevant modality-specific resources toward a secondary 

task, the effectiveness of more automatic sensory integration mechanisms can become 

compromised (Talsma et al, 2010; Alsius, 2005). Findings of the present study thus point to 

commonalities in the neural mechanisms at play in the integration of semantic information 

in speech and gestures with those in more basic sensory integration.
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4.2 Gesture and Working Memory

Previous work suggests the spontaneous production of meaningful gestures can facilitate 

lexical retrieval processes (Rauscher et al, 1996; Krauss, 1998; Pine et al, 2007), especially 

when WM resources are compromised (Goldin-Meadow et al, 2001; Gillespie et al, 2014; 

Wagner, et al., 2004). Such research suggests that the act of producing a meaningful gesture 

reduces the demands of speech production, presumably because the bodily motion primes 

the relevant information in semantic memory. Consistent with neuroimaging studies that 

indicate a common network of brain regions supporting the comprehension of gestures and 

speech (Dick et al, 2009; Xu et al, 2009; Özyürek, 2014), the current study underscores the 

role of meaningful co-speech gestures in the online access of word meaning (Wu & Coulson, 

2010).

Although previous work in our lab has shown little evidence for a relationship between 

verbal WM resources and sensitivity to the congruity of speech and gestures, that work 

relied on behavioral responses to probes presented after the offset of multimodal discourse 

(Wu & Coulson, 2014). By contrast, the present study measured the brain response to words 

during the discourse itself and was thus better suited to detect a role for verbal WM in 

real-time processing. Importantly, these data suggest that while reducing the availability 

of verbal WM resources had little impact on speech accompanied by congruent gestures, 

it does modulate the brain response to spoken words when the meaning of accompanying 

gestures is less apparent.

Even with reduced verbal WM, however, the brain response differentiated congruent and 

incongruent gestures. Interestingly, the amplitude of the P3a response to incongruent 

gestures was not related to participants’ scores on our measures of verbal WM capacity, but 

rather to individual differences in visuospatial WM. That is, participants with better scores 

on the Corsi block task exhibited larger P3a components in the high WM load incongruent 

condition (β=0.34μv; p<0.05). As the amplitude of P3a increases as a function of stimulus 

salience (Nittono, 2006), this finding is consistent with behavioral studies in our lab that 

indicate a relationship between visuospatial WM ability and sensitivity to co-speech iconic 

gestures (Wu & Coulson, 2014).

Similarly, Özer and Göksun (2019) have investigated how individual differences in verbal 

and visuospatial WM capacity relate to sensitivity to speech and gesture in multimodal 

discourse. They find that visuospatial WM ability relates to sensitivity to gestural 

information, while verbal WM relates to sensitivity to speech (Özer & Göksun, 2019). These 

differential effects reflect a modality-specific relationship between WM resources and the 

ability to interpret different channels of information in multimodal discourse. In the present 

study, the relationship between visuospatial skills and participants’ sensitivity to incongruent 

gestures supports the hypothesis that these skills are important for the interpretation of 

gestures.

We conclude that under typical conditions, the neurocognitive architecture that supports 

controlled verbal WM operations is not recruited for the interpretation of meaningful co-

speech iconic gestures. Instead, verbal WM resources are activated in situations where 

meaning is ambiguous or unclear. Thus, its role appears more relevant for resolving 
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semantic uncertainty or temporarily buffering discordant streams of information than for 

mediating the extraction of visuospatial content from gestures. Future work could test this 

hypothesized relationship of verbal WM for speech-gesture integration by parametrically 

varying the relatedness of co-speech gestures.
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Highlights

• EEG recorded to speech with semantically congruent/incongruent gestures 

under high/low verbal load

• ERP to words with congruent gestures not impacted by VWM load suggesting 

automaticity

• Words with incongruent gestures elicit enhanced N400 with low load, P3a 

with high load

• Speech-gesture integration similar to basic sensory integration in use of top-

down attention

• VWM recruited for speech-gesture integration when meaning of gestures is 

unclear
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Figure 1: 
Summary of experimental paradigm. High memory load trials involved 4 digits (SOA 1s) 

followed by a discourse prime and picture probe before free recall of digits was prompted. 

The low load condition involved 1 digit instead of 4.
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Figure 2. 
A) Proportion of correct trials across Load and Video conditions (95% confidence intervals 

included). B) A simple linear regression between standardized total Sentence Span scores 

and performance on the secondary WM task (proportion of total trials correct).
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Figure 3. 
Averaged ERPs time-locked to first words presented in discourse primes during low memory 

load trials. Word N400 amplitudes in incongruent videos were more negative on average 

during trials with mismatching speech and gestures.
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Figure 4. 
A) Top: 3 composite ERPs calculated by averaging across 3 central electrodes in the low 

memory load condition (Frontal: F3,Fz,F4; Frontocentral: FC3, FCz, FC4; Central: C3, Cz, 

C4). Bottom: Topographical distribution of discourse congruity effect in low memory load 

trials plotted between 200 and 500ms post word onset. B) Top: 3 composite electrodes 

calculated in high memory load trials. Bottom: Distribution of discourse congruity effect 

in high load trials. Red waveforms correspond to initial content words encountered in 

incongruent videos, while black corresponds to words in the congruent videos.
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Figure 5. 
A) Top: 2 composite ERPs calculated by averaging across 3 central electrodes in the low 

memory load condition (Fz: F3, Fz ,F4; FCz: FC3, FCz, FC4). Bottom: Topographical 

distribution of the memory load effect in across video conditions plotted between 200 and 

500ms post word onset.
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