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Can Synchronization Deficits Explain Aphasic Comprehension Errors?

Helen M. Gigley

Department of Computer Science
University of New Hampshire
Durham, NH 03824

Henk J. Haarmann[1]

ABSTRACT

The context dependent nature of language processing requires the synchronization of several sub-
processes over time. One claim which follows is that de-synchronization is likely to disturb language pro-
cessing.

Aphasia is a language disorder which arises following certain types of brain lesion. Many theories of
aphasia are competence based theories and do not address aspects of performance which can be affected
under conditions of processing degradation. The discussion in this paper will focus on de-synchronization
as a possible explanation for aphasic language comprehension problems.

HOPE, a computer model for single sentence comprehension, provides a tool to systematically study
the effects of various hypothesized de-synchronization problems on different language processing levels and
on overall comprehension performance. HOPE includes a neural-like architecture that incorporates a
grammar which functions in a predict/feedback manner. It illustrates one way in which serial-order input
can map into synchronous, parallel subprocesses that can effectively produce normal sentence comprehen-
sion performance.

Using HOPE, the study of explicit de-synchronization effects on a cover set of stimuli sentences sug-
gests error patterns to be sought in neurolinguistic evidence. Within a subset of a cover set of stimuli,
simulation results from a slowed propagation lesion experiment will demonstrate how timing problems can
result in observed aphasic comprehension performance.

1. INTRODUCTION

The context dependent nature of language processing requires synchronization of several subprocesses
over time. One claim which follows is that de-synchronization as an example of a processing degradation is
likely to cause problems with language processing.

Following brain lesion, usually on the left side. there is often a disturbance of language facility called
aphasia. While it is known that brain process subserves language, until recently, theories of aphasia have
been chieflv defined within competence theories of language instead of processing ones. (For some excep-
tions see. Yon Monakow. 1914: Kolk, Van Grunsven, and Kevser 1985; Kolk and Van Grunsven, 1985.)

Neurolinguistic studies of aphasia, focusing on linguistic competence theories. analyze observed
language difficulties in aphasia as the result of knowledge dissolution and/or rule degradation. In contrast,
a processing based theory, the focus of this paper. attends to competence issues as studied in behavioral
research, but also employs constraints developed within architectural considerations of the processing
mechanism underlying the behavior.

There are several possible reasons for the general emphasis on competence theory motivated studies
in neurolinguistics as opposed to processing degradation motivated ones.

(1) Ttis difficult to keep track of the on-line effect that a particular de-synchronization problem has on dif-
ferent levels of processing by just using paper and pencil. To give an example of a particular de-
synchronization problem: How does an hypothesized slowing of propagation of activity after phonetic
recognition affect the processing on different levels, such as the svntactic and the semantic level?

[1] Deparunem ol Psvehology. University of Nijmegen. Montessorilaan 3. 6525 HE Nigmegen. The Netherlands,
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(2)  Human performance studies can only induce synchronization problems by manipulating the input to
the language svstem. Internal manipulations, such as the slowing of activity propagation, as previ-
ously mentioned, are impossible. But such slowing might explain part of the differences in the results
found in comprehension studies of aphasia which manipulate the rate of sentence input. (Brookshire,
1971; Blumstein, Katz, Goodglass, Shrier and Dworetski, 1985; Laskey, Weidner, and Johnson, 19763
Liles and Brookshire, 1975).

HOPE, a model of single sentence comprehension, was explicitly designed to provide a conceptual
tool that enables on-line study of the effects of various hvpothesized de-synchronization problems (Gigley,
1982: 1983: 1985b: 1986). Previous models of pathological language comprehension (Baron, 1975:
Lavorel, 1982, Marcus, 1982) implemented 1o varying degrees. are rule based and do not include facility to
manipulate the synchronization of information flow in the manner included in HOPE.

Using generally observed. independently affecied competence knowledge as the basis of representa-
tions, HOPE was designed to be able to study how processing changes could affect overt behavior. It was
not designed to specificallv model, “‘aphasia type »"~ from the literature. In direct contrast to the role com-
putational models assume in research in general,. the nature of the approach in HOPE is to study process-
ing degradations, forming hypothesized patient performance profiles and to go to the literature or to design
specific studies to determine the best fit to the behavioral data.

The best fit of simulation results that has been found to date appears in the data of studies of agram-
matic patients. Kean (1985) describes, Agrammatism is tvpicallv defined as a disorder of sentence production
involving the selective omission of function words and some grammatical endings on words. An exiensive dis-
cussion of the clinical picture can be found in Kean (1985) and issues of knowledge loss theories related to
it in Kolk and Van Grunsven (1985). Various difficulties which completely define any classification are
discussed by Caplan (1985.)

HOPE's unique role as a model of language processing that includes issues related to neurolinguistic
and neural-like processes will be discussed. To illustrate the specific features of HOPE's design which
address the processing motivated lesions, we will describe how HOPE's lesionability is dependent on its
neural-like architecture and on the time-coordinating function of its grammar. Then we will proceed by
describing various possible ways to disturb the syvnchronization of HOPE's sub-processes. While HOPE
also includes ways to lesion its competence factors, such as grammatical knowledge, or interpretation abil-
itv. these will not be discussed in this paper.

A brief description of a simulation run of HOPE will be used to demonstrate how de-svnchronization
can produce results which can be attributed to competence-based analyses. While other de-svnchronization
simulations can be shown to produce distinctly different results (Gigley. 1982: 1983: 1986) their scope can-
not be described in detail here. Furthermore, within the simulations, we will discuss the need for a cover
set of sentence stimuli and will discuss the implications of it on the design of suitable test stimuli during
validation.

Finallv. based on an hypothesized patient profile, the role of such modelling in providing a mechan-
ism for exploring processing motivated theories of language performance will be shown. The final claim is
that through the evolution of such modelling artempts a better understanding of the neural mechanisms sub-
serving language will be gained.

2. THE LEVELS OF REPRESENTATION IN HOPE

The basic unit of computation is based on a lexical item. An example of an open class item is given in
Figure (Closed class items have a less complex distributed form.) Each lexical item includes a phonetic
representation, all meaning representations associated with it an interpretation representation called prag-
matic that reflects the correct meaning for the sentential context. and morphological information appropriate
1o the phonetic form.

Further competence knowledge includes a meaning for each svntactic categorv type that defines a
down-line predicted category type and an associated semantic category npe that occurs following correct
interpretation and composition. Interpretation of a svntactic npe is “‘computed”” within an interpretation
function that is defined for each svmactic vpe.

The lexical item 1s represented in a connected hyvpergraph tormalism (Berge. 1970.) Spaces or hyper-
graphs are shown as enclosed areas in Figure 1. The neural-like computations over these units is described
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CN

plural

PHON-CAT-MEAN

hon-constrained-physical

o

Figure 1: Example open-class word representation.

Open-class word representations are distributed across spaces, PHONETIC, PHON-CAT-MEAN,
and morphologically related VERB and CN spaces. The order of activation of this information
across time during processing is tuned to produce normal performance results.

below.

Briefly, sentences are input as phonetic word strings one word at a time, Then all meanings for each
homophone are activated simultaneously (Seidenberg. Tanenhaus. Leiman and Bienkowski. 1982; Swinney,
1979) through spreading activation. These meanings interact with subsequent input producing the final state
of simulated sentence comprehension. This is represented as the binding determinations for agent and
object relationships on the interpreted verb form of the sentence and is activated as a subgraph in a prag-
matic space.

At this point, one should note that each of units in the representations as illuustrated in Figure 1
receive activity in a neural-like manner. They are not all activated simultaneously, but over time as part of
the process of syntactically motivated meaning disambiguation. Furthermore. each unit may lie in more
than one space in the graph. Spaces currently denote. phonetic. meaning(PHON-CAT-MEAN), grammar,
and pragmatic interpretations of the units. The hypergraph representation captures the redundancy sup-
ported in neurophvsiologv of multiple meaning/ multiple effect as each unit when active can affect different
connected information in different ways depending on the spaces in which it lies. The details of this are
relevant to processing but not critical to the focus of this paper. ( For more detail see Gigley, 1982; to
appear: and Giglev and Boulicaut. 1985.)

3. HOPE'S NEURAL-LIKE ARCHITECTURE

This section will describe HOPE's neural-like architecture as far as is necessary to acquaint the
reader with the general notion of using a grammar as a coordinator of activation among levels of representa-
tion. For a complete understanding the interested reader is referred to Giglev (19823 1983)

HOPE's architecture is neural-like. It is connectionist in the sense that all knowledge is represented
as a distributed connected network of units that are activated over time. Each unit is intended to correlate
with a pattern of activation over more abstract neural-like units (Hinton, 1981: Hinton, McClelland, and
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Rumelhart, 1986: Smolensky, 1986.) A unit is not a grandmother cell. At an Al level, each lexical item is

a collection of units that together are the *lexical item. ’(See Figure 1.)

HOPE's basic information unit is defined as a threshold unit with memory whose activity value is
being manipulated by several automatically applied processes:

(1) Decay: All active units that do not receive additional input have their activity value exponentially
reduced.

(2) Change of State computations: A unit can be in four different states and changes state automatically
afier it reaches threshold and fires.

a) Short-term-memory state. The initial state of activation for a unit that has not reached thres-
hold.

b) Firing state. The state when the unit has reached or surpassed threshold and fires.

c¢) Refractory state. When a unit has just fired, it is set to a state in which it cannot affect the
computation.

d) Post-refractory state. The state the unit is in after having been in the refractory state.
Currently, the unit is subject to a different decay rate than before firing.

(3) Firing-information-propagation. Firing state propagates activity to other units. The propagated infor-
mation is either excitatory or inhibitory. Excitatory information serves two different functions through
feedback or feedforward (meaning spread) (Collins and Loftus, 1975; Hinton, 19815 Quillian,
1968/1980).

Activity input to units occurs over time across lexical item representations. Units are passive
receivers of input; there is no self-modulation. The units that comprise each lexical item set are activated in
a fixed-order over time using a spreading activation paradigm. The next section will illustrate this spreading
activation. In Contrast. each time a unit fires, it dvnamically computes where its information is sent. The
effect of the activity on the units which receive inhibitoryv or excitatory input may differ from context to con-
text,

An assumption shared with the connectionist approach is that units do not have the ability to look
around to see if certain preconditions necessary for their action are fulfilled (Feldman and Ballard, 1982;
Giglev and Lavorel, 1985: McClelland and Rumelhart, 1986.) Such preconditions viewed within an Al
sense, can be thought of as patterns to be matched such as **DET followed by a CN.™

HOPE does not compute rule interpretations of the occurrence of a rule pattern as suggested in com-
petence theories. Any results in HOPE instead depend on activities arriving at the appropriate information
within certain time-bounds. Propagation results are not all or non in effect but must have concurrency with
other related activity propagation from other inputs down-line to attain a result similar to rule application.
Evidence that a rule or pattern has occurred arises in the time-sequence trace of activity propagations during
a simulation. A rule as stated above, becomes a prediction of the anticipated down-line information in a
subsequent time interval.

Because of the predictions and feedback when they are confirmed, there is no formal syntactic struc-
ture built during the processing. As each unit fires it affects subsequent represented aspects of the lexical
item in multiple wavs. These generate a compositional interpretation for the input string (a predicate for-
malism) which captures the dvnamic bindings of agent and object for the simple S-V-O sentences over
which HOPE is currently being run.

This is in direct contrast to other connectionist-type models dealing with any of the normal processing
issues in HOPE. These models include syntactic preprocessing or filtering (Cottrell, 1985: Waltz and Pol-
lack. 1985; McClelland and Kawamoto, 1986.) HOPE claims this is not necessary and furthermore, that
svntactic and semantic processing must occur in a fullv integrated on-line fashion. Simultaneous on-line
svntactic disambiguation and semantic interpretation is coordinated through the categorial grammar formal-
ism, described later.

Computations are made over the entire graph representation of the current state of the solution (all
active nodes of information) in a time-svnchronized. lock-step fashion. A process interval is defined as one
application of all processes to all information units. There is a separate interval driven process that deter-
mines the time-course of the introduction of the phonetically encoded words of a sentence. After each pro-
cess time-interval, one can study the state of the entire graph (the process trace.)

The processes are governed by a set of modifiable parameters that determine rate of decay, amount of
inhibition and excitation, height of the firing threshold. time lapse of activity propagation, and the initial
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activity levels of the short-term-memory, refractory and post-refractory states. Furthermore, a word-time-
interval parameter determines when a new word is introduced. The processes are synchronized or exter-
nally tuned by the model user to define the normal process model. The modifiable parameters must be
set in such a way that for a complete cover set of sentences, each will be correctly interpreted. A complete
cover set of sentences is the minimal set of sentences which capture one example of each correct svntactic
sentence the model is defined to process and include all combinations of syntactic form-class combinations
for each position of the input. The parameter values are set relative to each other.

Once tuned, no computations such as waiting for signals, are necessary for synchronization. Furth-
ermore, relative changes in the parameter values from their synchronized settings define processing lesion
conditions. Note that usually only one modification of a parameter is made per simulation experiment
although multiple **lesions’" are possible in the model. Of critical import is the synchronization role of the
grammar discussed next.

4. THE COORDINATING ROLE OF HOPE’'s GRAMMAR

The function of HOPE's grammar is to coordinate the on-line interactions of the compositional mean-
ing representations of a sentence with the incoming words (Gigley, 1982, 1983, 1985a). This is achieved by
using the activity states of the grammar to control feedforward and feedback relations which are encoded as
part of the meaning of syntactic categories. Furthermore. the grammar currently serves as a filter of the
amount of activity propagated in these relations. The goal of this section is to introduce this general notion
of a predict-feedback cycle by means of a specific example. Later on we will see how de-synchronization
can cause comprehension problems by disrupting this predict-feedback cycle and the events that happen as a
consequence of it.

To give an example, the meaning of the lexical category, determiner, is encoded as: DET :=
TERM/CN. This is called a derived specification and is to be read as follows: A determiner (DET)
PREDICTS a common noun (CN) and FORMS a TERM after successful compositional interpretation with
the CN meaning. The interpretation computation is part of the category meaning as previously described.

The definition is drawn from categorial grammar (Ajdukiewicz, 1935, Lewis, 1972)). which makes the
assumption that correct meaning composition can be assumed simultaneously with syntactic well-
formedness. In categorial grammar, for example, a DET followed by a CN is semantically equivalent to a
TERM, which can also be a syvntactic type. Thus, the categories of both phrases THE SAW (DET CN) and
PAUL (TERM) are svntacticallv and semantically TERMs which denote specific instances.

As an example. Figure 2 shows the time course of the semantic composition of the phrase /TH-UH
S-AO/ (THE SAW) relative to the incoming phonetically encoded words using the determiner meaning
DET := TERM/CN. The numbered E’s in Figure 2 refer to events that will now be described. For clar-
ity, decay and state computations (except firing) will not be discussed.

In the first time-interval: /TH-UH/ fires representing PHONETIC recognition (E-1). This has two
effects:

SPACE timel time2 time$ timed timeb
PRAGMATIC E-1 E-12
GRAMMAR E-3 E-10
PHON-CAT-MEAN E-2 EF-5FE-¢ E-8FE-9F-11
PHONETIC E-1 E-4

Figure 2: Example of processing over time.

Numbered events (E-n) which occur during a simulation are described in the text. Time intervals

are labelled, timeN
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(1)  Spreading activation to PHON-CAT-MEAN (lexical meaning) occurs in the same time-interval. This
activates the category-meaning entries of the recognized phonetic word. /TH-UH/ has only one
meaning entry: TH-UH <-- DET - THE. DET is its category and THE is a spelling representation
for its meaning in PHON-CAT-MEAN (E-2).

(2) The predictive meaning of the calegory aspect of the recognized phonetic word’s meaning, if it has
one, will be activated in the GRAMMAR space the next time-interval. This is an example of fixed-
time spreading activation. In this example the predictive meaning of DET in the grammar, CN, will
be activated at time-interval 2 (E-3).

In the third time-interval, /S-AO/ fires at the PHONETIC level(E-4). Again, in the same time-
interval spreading activation activates the category-meaning representations of /S-AO/: S-AO <-- VTP-
SAW: <-- VIP SAW and <-- CN SAW, where VTP stands for a transitive verb phrase and VIP for an
intransitive verb phrase (E-5). The categorv-meaning <-- CN  SAW that is associated with /S-AO/,
receives, like all other CN-meaning pairs, additional activity, because it is predicted in the grammar. This
causes it to fire (E-6). Firing has three effects that will be visible in the fourth time-interval.

(1) The second aspect of each category meaning, the category specific interpretation function, is ap-
plied. The interpretation function for CN will interpret the lexico-graphically encoded meaning
"SAW" which is associated with the firing CN as a generic NOUN on the PRAGMATIC level
(E-7 in time4.)

(2) The activity of categories and meanings competing with <-- CN  SAW will be inhibited (E-8).

(3) Because CN is a predicted category and active in the GRAMMAR, all lexical entries whose asso-
ciated category predict a CN (here only DET) will receive additional activation by feedback (E-9)
and the activity of the predicted category CN will be dampened in the grammar (E-10). Note that
the CN itself does not predict another category in the simulation defined model.

Also, in the fourth time-interval, the category-meaning pair associated with /TH-UH/ <-- DET
THE fires (E-11) after having received additional activation due to feedback. Because it does not have com-
peting meanings or categories, no inhibition occurs. Its only effect will be the application of the interpreta-
tion function associated with the category DET. which checks to see if there is only one CN available for
composition on the PRAGMATIC level and attaches it to a TERM indicating that it has been interpreted as
a specific instance (E-12 in time5.)

HOPE allows a user to define his own specific model within the constraints of HOPE computations,
his lexicon, categorv-meaning set, grammatical interactions, and associated interpretation computations for
each category. In the 1982 model the following grammar was defined over a lexicon of items having dif-
ferent degrees of svntactic form-class ambiguitv: 1) DET := TERM/CN; 2) VIP :=
SENTENCE.ENDCONTOUR: 3) VTP := VIP'TERM.

The derived specifications for DET and VTP (transitive verb) have been adopted from a categorial
grammar of English, whereas the ENDCONTOUR. a svmbol for the end of sentence intonation contour, in
VIP's derived specification (intransitive verb). triggers the completion of a sentence and the stopping of pro-
cessing. Among other things, firing of VTP results in the interpretation of the object case relation of the
verb (dir-obj) and firing of VIP in the interpretation of the agent case relation of the verb. It is at this time,
afier firing, during interpretation, that the morphological and tense constraints between the verb and the
lexical items are activated. The composition of a VTP with a TERM phrase is semantically equivalent to a
VIP category as can be concluded from the derived specification.

Because of the time-sequence activation of parallel predictions and their affect on down-line input, the
semantic composition of a phrase will only succeed if the individual units involved in its composition receive
a sufficient amount of activity (inhibitory or excitatorv) at the right moment in time. Here moment of time
really is a time bounded window of one or more computed time-intervals.

Some of the modifiable set of parameters determine the relevant time-course employed for any given
specific model defined. Other parameters affect the degree of interaction due to firing and decay.

5. DE-SYNCHRONIZATION OF THE PREDICT-FEEDBACK CYCLE

Any deviation from normal fine-tuning can be viewed as de-synchronization. Studying the effect of
de-svnchronization across the complete cover set of sentences provides the basis for defining hypothesized
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aphasic patient profiles. These can be used to better define and understand aspects of performance prob-

lems in aphasia.

Examples of de-synchronization effects are:

(1) Increasing the decay rate of all units may result in an activity level that is insufficient for threshold fir-
ing. The result of non-firing may be incomplete or erroneous interpretation.

(2) Increasing the rate of new word introduction. can cause incorrect down-line syntactic disambiguation.
If a word or phrase associated with a predicted category comes in before the predict category is active
in GRAMMAR it will not fire.

A more explicit encoding of the second lesion, achieved by slowing the effective propagation of
spreading activation to grammatical meaning(s) (Haarmann, 1987), will be used here to illustrate how tim-
ing issues can be a factor of aphasic performance. Then the observed simulated performance will be com-
pared to several studies of agrammatic aphasic performance to show where there is support for the
hypotheses and to point out where additional studies must be done.

The effects of different de-svnchronization lesions can be distinguished by running simulations using
an entire cover set of sentences under particular “‘lesion " conditions. For example, for the correct (S-V-O)
syntactic sentence form of: DET CN VTP DET CN, one must include sentences with lexical items having
form-class combinations that match exactly, ie that are unambiguously of the correct form class, and also:

DET CN CN DET CN
vIP vIPp vip

DET CN CN DCT CN
vIP VTP vip
VIP

DET CN CN DET CN
VIP VIP VIP
VTP VTP lle:

Table | shows the syntactic form of several of a cover set of sentences which are currently defined in
HOPE. At least two examples for each form are given. The first one contains unambiguous lexical items.
The second and subsequent sentences (4c and 4d) contain different degrees of lexical form-class ambigui-
ties.

For each *‘lesion’" simulation, one can define a patient profile that summarizes the performance pat-
tern on the whole cover set of sentences. Even though only a very limited domain of linguistic construc-
tions is covered (simple declaratives, S-V and S-V-O sentence types) the patient profiles appear to be suit-
ably fine-grained to allow distinctions between \arious *‘lesion”  conditions (Gigley, 1982; 1983: 1985b:
1986.) The patient profiles of the increased decav and the slowed propagation ‘‘lesions’” are described in
Gigley (1985c; 1986). Here we want 1o draw the attention to an interesting difference we found between the
effect of slowed propagation on a cover set of sentences with and without syntactic ambiguities under the
“lesion”" condition of slowed propagation onlv.

6. AMBIGUITY AND SLOWED PROPAGATION

During simulation runs where the length of time to propagate activity from a svntactic category to its
meaning is increased, with cover sets of sentences with and without syntactic lexical ambiguities, we have
found differences that suggest how syntactic lexical ambiguity can affect language understanding. Instead of
describing the differences for the whole cover set of sentences, this section will contrast the final processing
states for the set of sentences of Table 1 in the “‘slowed propagation lesion™  state. The final states of
interpretation for each are summarized in Tables 2 and 3. Table 2 contains the results of the unambiguous
sentences while Table 3 shows the results of the ambiguous ones. All svniactic form class sets are derived
from definitions in Webster (1981).

Because of the levels of representation and the remaining activity of active units in them, HOPE pro-
vides an hypothesized patient profile across each level. Here. the discussion will focus on only the PRAG-
MATIC or interpretation level results. Be cautioned that an hypothesized patient profile requires a complete
cover set of sentences for analysis and we are only dealing with a subset here. A full cover set is necessary
to mathematically define all possible outcomes based on syntactic interactions and note specific patierns that
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file:///arious

n TERM VTP TERM

a. Paul slapped John.
b. Paul saw John.

(2) DET CN VTP TERM
a. The girl slapped John.
b. The girl saw Paul.

(&)} TERM VTP DET CN
a. Paul slapped the girl.
b. Paul saw the girl.

4) DET CN VTP DET CN
a. The girl slapped the boy.
b. The girl saw the boy.
c. The girl saw the seal.
d. The girl saw the building.

Table 1: Examples from a syntactic cover set of sentences.

Note: (a) sentences are unambiguous in each lexical items (b) sentences contain lexical ambigui-
ties. Sentences (4c) and (4d) contain more complex combinations of lexical ambiguities than their
syntactic counterparts in sentences (4a) and (4b).

|[CORRECTLY INTERPRETED CONSTITUENTS AND BINDINGS

|AGENT |OBIECT |VERB |[CONSTITUENT)
SENTENCE | | | | |
s | | | |
(la) |PAUL |JOHN |SLAPPED | | correct
(2a) |*absent |PAUL |SLAPPED | |
(3a) |*absent |*absent |*abseat |TERM-PAUL |
(4a) |*absent |THE BOY |SLAPPED | |

Table 2: Summary final states of interpretation for unambiguous sentences.

In the table, *absent indicates there was no interpreted bound referent for the given role as intend-
ed from the input. Sentence 3a shows that while the proper name referent is understood, there is
no verb understood and hence no bindings occur.

produce them.

The patient profile based on the information in Tables 2 and 3 will necessarily omit aspects of the pro-
file definition due to its incompleteness. To give an idea of such a profile in this limited context. one can
state that comprehension ability is inconsistent across an S-V-O analysis of sentence structure. Based on
the simulation, one expects some sentences to be interpreted correctly. but not all. Evidence that this
occurs in agrammatic aphasics has been reported in Schwartz, Saffran, and Marin, (1980) and related
affects in agrammatic production have been reported for Dutch patients, in Kolk and Van Grunsven (1985).

A more fine-grained observation is that sentences which have agents and objects that are both proper
names can be correctly understood and bound in some svntactic contexts. but not all (Gigley, 1985b: 1986).
Compare sentences (1a) and (1b) where the verb syntactic-form-class ambiguity differs.

The simulation also suggests that certain error types will occur within certain syntactically ambiguous
contexts. For one error type, where a noun meaning for an intended verb occurs as the final interpretation,
recently presented evidence has been reported for French in the performance of a French aphasic (Hanne-
quin, Deloche. Branchereau, and Nespoulous, 1986.) Such findings have not been clinically studied for
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JCORRECTLY INTERPRETED CONSTITUENTS AND BINDINGS

JAGENT |OBJECT |VERB |CONSTITUENT
SENTENCE | | | | |
| | I

(b |JOHN [*absent |SAW-VIP |TERM-PAUL | reversal?
(2h) |*absent |[PAUL |
| [THE SAW  [SAW.VTP | |
(3b) |*absen |*absent |*absent |TERM-PAUL |
(4b) |*absent |*absent |*absent |ITERM-THE |
| | | | SAW |
(4e) |*absent |*absent |*absent |TERM-THE |
| | | | saw |
(4d) {non-morpho- |*absem |BUILDING-VIP |
[logical | | |TERM-THE |
|agreement | | | SAW |

Table 3: Summary final states of interpretation for lexically ambiguous sentences.

Lexical ambiguity affects the ability of the hypothesized patient to understand. Often. only a noun
will be understood. Often. it is not a noun which was intended by the ““speaker.”” Sentence. (4d).
shows two misinterpretations, one with respect to a noun referent and the other, a misinterpreta-
tion of an intended noun as a verb. Of additional interest is the fact that these meanings are
semantically related.

English to date. It is through the enumeration of these contexts and corresponding error hvpotheses and the
ability to manipulate and study them that HOPE contributes a new dimension in the studv of natural
language processing.

In addition, within this simple lesion context, one sentence, (lb), demonstrates an incomplete
interpretation which includes reversal of agent binding from the order presented in the sentence. These last
two aspects of performance have been noted in clinical evaluations without any supported explanation. We
suggest, based on the simulation results, that timing difficulties not directly observable nor manipulable,
can provide an explanation of the agrammatic patient performance problems. For several misinterpreted
sentences, on analysis of the over-time trace of the simulations (not provided due to space constraints)
shows the cause of the misinterpretation to be that the predict category in GRAMMAR, CN, is activated too
late for the CN. (See sentences 4b,c.d.) Slowed propagation can thus lead to the non-interpretation of cer-
1ain sentence elements as well as misinterpretation of the intended svnitactic sense of others. These
“lesion”" results suggest that neurolinguists, aphasiologists and clinicians should be careful in considering
syntactic lexical ambiguities which might cause non-obvious difficulties in processing. It also demonstrates
the import of the selectional constraints or the set of possible answers for the task and the recorded observa-
tions.

7. HOPE's UNIQUE PLACE IN ARTIFICIAL APHASIA

This section will discuss several characteristics that give HOPE a unique place in developing a pro-
cessing motivated theorv of normal natural language comprehension and comprehension in aphasia:
dynamic lesionabilitv and time-driven parallelism.

7.1. Dynamic Lesionability
Dynamic lesionability refers 1o the ability in HOPE to manipulate the dvnamics of the process without
rewriting or redesigning the svstem. It makes lesionabilin a factor which is separable from stored

knowledge issues. The point is that one does not need to assume that a lesion causes a loss of some sort of
knowledge or rule. It is not necessary that lesions affect competence defined in the linguistic sense.

605



The results of the de-synchronization lesions that were induced by changing the fine-tuning of
HOPE's control process parameters scem to offer a conceptual justification of the importance that neurop-
sychologists attach 1o temporal constraints in brain processing (Von Monakow, 1914: Goldstein, 1948;
Lenneberg. 1967: Luria, 1970: and Ojemann. 1983.) Jackson (1965/1884) was among one of the first neu-
rologists to point out that brain lesions do not necessarily lead to a loss of knowledge. Almost a century later
Wood (1978/82) and Gigley (1982,1983) provided computer simulations of this idea, although in different
clinical contexts. Recently. within adaptation theory the importance of temporal constraints has been dis-
cussed by Kolk and van Grunsven (1985).

7.2. Time-driven Parallelism

A number of arguments have been put forward that emphasize the need and existence of parallel pro-
cessing in intelligent systems (see for instance: Fahlman, 1982: Feldman and Ballard, 1982: Marslen-
Wilson and Tyler, 1980: McClelland and Rumelhart, 1981; Scholes, 1978; Waltz and Pollack, 1985). But
after choosing parallel processing one still needs to decide how to conceptualize it. The inclusion of lesiona-
bilitv directly affects the conceptualization of HOPE's parallelism.

HOPE’s conceptualization of parallelism is depicted in Figure 3. The Figure shows a simplified
abstraction from HOPE's real architecture, which was defined earlier. Spaces can be thought of as per-
spectives that provide a context for the interpretation of the knowledge thev contain. They do not imply a
rigid hierarchy of processing levels, but represent different viewpoints on representations activated over
time.

We have previously discussed the lock-step parallel application of the basic computations of the HOPE
architecture which “‘cut”” through spaces. (See Figure 3). Simultaneously. HOPE's time-driven parallel-
ism includes a third dimension.

One can study the events which occur within a space over time for all spaces simultaneously. The
events which occur within a space over time tahe the appearance of separate independent processes within
one tvpe of knowledge.

Contrary to some other parallel approaches 10 natural language processing (Cottrell, 1983; 1985;
McClelland and Kawamoto. 1986: Scholes. 1978; Waltz and Pollack, 1985), HOPE does not implement the
processes within an individual space over time as separate independent processes. HOPE assumes no level
specific processes. Instead. the processes are unit specific and homogeneous across all levels of representa-
tion. Level specific processes are not directlv programmed but depend on the time-coordination of the
results of all processes applied over the entire graph of information, and can be observed within one space
representation over time.

This section has described dvnamic lesionability and its role in processing models of natural language
comprehension. It has also illustrated the HOPE conceptualization of parallelism. It shows that there may
be many levels of parallelism in parallel processing models of cognition and that some apparent parallel
effects may be the result of computations which are non-specific to those effects.

8. CONCLUSION

By virtue of its neural-like parallel architecture. which emplovs internal synchronization and time-
driven parallelism. HOPE provides a 1ool to systematically study the effects of various de-synchronization
problems on processing over time. De-svnchronization problems occur as a consequence of a disturbance
of the time-coordinating role of HOPE's grammar. By changing the values of the process parameters
several lesions can be defined although onlv one is discussed in detail here. Lesions that imply the violation
of temporal constraints in language processing appear to atfect sentences differently depending on whether
the sentences contain svntactic lexical ambiguities or not and 1o w hat degree the ambiguities exist,

The problem of comprehension mav be characterized in terms of Karl Lashlev's problem of serial
order of behavior (1967): From a serially encoded input that is coming in on-line, a simultaneous meaning
representation has 1o be construcied. Using HOPE, as a model of how this ““construction’" may be viewed.,
this paper demonstrates the vital role that ssnchronization plavs in such a process. Furthermore, it demon-
strates that svnchronization problems. especiallh problems with temporal constraints. can affect this con-
struction and thus be a cause of comprehension performance problems of aphasics.
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