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ABSTRACT. This technical report summarizes some recently developed approaches to studies
of rock properties at a pore scale. Digital rock approach is complementary to laboratory and field
studies. It can be especially helpful in situations where experimental data are uncertain, or are
difficult or impossible to obtain. Digitized binary images of the pore geometries of natural rocks
obtained by different imaging techniques are the input data. Computer-generated models of natural
rocks can be used instead of images in a case where microtomography data are unavailable, or the
resolution of the tools is insufficient to adequately characterize the features of interest. Simulations
of creeping viscous flow in pores produce estimates of Darcy permeability. Maximal Inscribed
Spheres calculations estimate two-phase fluid distribution in capillary equilibrium. A combination
of both produce relative permeability curves. Computer-generated rock models were employed to
study two-phase properties of fractured rocks, or tight sands with slit-like pores, too narrow to be
characterized with micro-tomography. Various scenarios can simulate different fluid displacement
mechanisms, from piston-like drainage to liquid dropout at the dew point.

A finite differences discretization of Stokes equation is developed to simulate flow in the pore space
of natural rocks. The numerical schemes are capable to handle both no-slip and slippage flows.
An upscaling procedure estimates the permeability by subsampling a large data set. Capillary
equilibrium and capillary pressure curves are efficiently estimated with the method of maximal
inscribed spheres both an arbitrary contact angle. The algorithms can handle gigobytes of data on
a desktop workstation. Customized QuickHull algorithms model natural rocks. Capillary pressure
curves evaluated from computer-generated images mimic those obtained for microtomography data.
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1. INTRODUCTION

The core of digital rock approach consists of computer-assisted studies of rock properties from
pore-scale description obtained by various imaging techniques including micro-computed tomogra-
phy (micro-CT) [4, 16, 67], focused ion-beam and scanning electron microscopy (FIB/SEM) [69, 70].
Computer-generated data mimicking natural structures also can be used as the source of input
data [35, 46]. The digital rock approach is a new and in active development [47, 50, 54]. The range
of properties and processes addressed by digital rock methods is very broad. Flow and elastic prop-
erties of natural rocks, geochemical processes of mineralization and contaminant transport, electric
conductivity, all can be studied either individually or coupled.

The classical work [45] by Muskat and Meres mentioned that “Insofar as the flow [...] is micro-
scopically viscous and streamline in character, it is, in principle, subject to complete description
by the laws of the classical hydrodynamics, as contained in the Stokes—Navier equations. How-
ever, the obvious futility of attempting to solve these equations for the multiply connected passages
composed of the pores of a porous medium has necessitated a direct empirical solution of the prob-
lem”. The progress in computed tomography during past decades made possible to obtain detailed
high-resolution images describing the complexity of the pore space in natural rocks. The growth of
computer power makes possible to evaluate flow properties of the rock samples numerically. In case
where core measurements are unreliable time-consuming and expensive, flow simulations can be
run in relatively short time on numerous data sets. Although digital rock methods do not replace
experiment and laboratory measurements, they can help to reduce uncertainties and play various
“what if” scenarios in wide range of physical conditions [54].

Over a long period of time, flow simulations on pore networks was the standard approach to flow
modeling at a microscopic scale [5, 8, 22, 24, 48]. A pore network is a graph of pore bodies connected
by pore throats. The simplified geometry of such a representation of the pore space makes possible
development of efficient computational algorithms. However, extraction of a network adequately
describing the complexity of the pore space of natural rock is problematic. The available algorithms
are computationally intensive and involve numerous tunable parameters. Thus, even though flow
simulations on the 3D microtomography data is significantly more demanding computationally, it
is attractive since it analyses the complexity of the pore-space geometry directly.

In this study, we employ finite-differences discretization of the Stokes equations of creeping viscous
flow on the digitized pore space domain. We implement customized modifications of the two methods
by A.Chorin [12, 13] to simulate flow in three orthogonal directions, and estimate the tensor of
permeability by averaging the flows. Sparse matrix library [19] was employed for solving linear
systems of equations.

Alternatively to finite-differences (FD) flow simulations, Lattice-Boltzmann (LBM) and finite
elements (FE) methods are also reported in the literature [26, 36, 43]. A comparison between the
FD, FE, and LBM approaches does not single out a clear winner [27, 42]. The choice of FD in this
study was motivated by its capability to rigorously account for the boundary conditions, including
flow with slippage.

In addition to pore-scale simulations, we develop an upscaling routine allowing for evaluation of
an effective permeability tensor for a medium consisting of a three-dimensional rectangular grid of
blocks of different permeabilities. The permeability of each block is characterized by a tensor. The
permeability of the entire domain is determined by solving steady-state Darcy flow equation with
Dirichlet pressure boundary condition. In addition to the heterogeneity, the solution method should
also handle full permeability tensor. To solve such an upscaling problem, we employ a customized
version of support-operators method [25, 58, 60].

This upscaling method makes possible evaluation of the permeability of a large domain by solving
a series of smaller problems. Solving Stokes equations on smaller domains facilitates the convergence
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of the iterative procedures. The total computational complexity of the problem can be reduced.
The simulations on different elements of the partition are independent of each other, so this part
of the algorithm can be naturally parallelized. In fact, flow simulations for different domains are
entirely independent of each other and can be performed on different workstations not necessarily
connected into a cluster.

To evaluate relative permeability curves, the absolute permeability estimates can be combined
with maximal inscribed sphere computations [59, 65]. First, the fluid distribution is evaluated for
a number of capillary pressures. Then, the flow simulations are performed separately for each fluid
on the part of the pore space occupied by it. Such an approach produces a reasonable estimate of
relative permeability curves in capillary equilibrium [62].

The paper is organized as follows. In Section 2, we briefly review the derivation of the steady-
state flow equations of incompressible fluid with no-slip and slippage boundary conditions at the
pore walls. In Section 3, we discuss the discretization of Stokes equations. Section 4 describes
discretization of the boundary conditions, both at the pore walls and at the boundary of the image.
Finally, in Section 6, the upscaling procedure is constructed based on the support-operators method.

2. STEADY FLOW OF INCOMPRESSIBLE VISCOUS FLUID

2.1. Flow equations. This Section overviews the Stokes equations characterizing creeping flow of
incompressible viscous fluid. The derivation of Stokes equations is described, for example, in [39].
Consider a small volume of fluid V' with boundary V. If v = v(¢,r) is the fluid flow velocity at
time ¢ at given location r = (x,y, 2z), then the total fluid flux through the boundary 0V can be
expressed through a surface integral

f(V):/(WQU~nds (1)

where o is the fluid density and nds is surface element with an external unit normal vector n. In
absence of sinks and sources and taking into account the fluid incompressibility, by shrinking V'
into a point, one obtains

V.v=0 (2)
Equation (2) must be complemented by a momentum balance equation. The rate of variation of
the total momentum of the fluid inside the volume V' is determined by (a) the fluid flow across
the boundary 0V, which brings slower or faster particles in and out the volume V', (b) the stresses
acting on the surface 9V, and (c) the body forces F, like gravity or electrostatic field, acting on
the portion of fluid instantaneously locked in volume V. Thus, one obtains

%(gy):—/avgv(v-n)ds—i—/aands—I—/Vde (3)

where T is the stress tensor. The latter is the sum of two components: pressure, pl, where [ is an
identity tensor, and viscous friction S resulting from the interaction between layers of fluid mowing
with different velocities

T=—pl+Tsg (4)
The viscous stress tensor depends on the velocity gradient Vv. This dependence is linear for a
Newtonian fluid.

Both Ts and Vv are 3 x 3 tensors. A general linear relationship between two such tensors
involves 81 coefficients. However, not always different velocities in different layers cause friction.
An example of such flow is fluid circulation around an axis at a constant angular velocity. Also,
taking into account the isotropy and homogeneity of the fluid, one reduces the number of coefficients
to two. The viscosity stress is presented in the form

S=n{Tsi;} +¢V-vl (5)
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where 5 5
V; (] . .
8:6]- + 8a:i’ ’ 7é J
Tsij = (6)
2V 2g o
8!@' 3 ’ -/

is the shear viscosity component. The n and ( are, respectively, the coefficients of shear and bulk
viscosity. Equations (5)—(6) can be slightly rearranged. The shear stress is a linear function of
velocity gradient (or Jacobian) Vuv. This gradient itself is a second-order tensor, which can be
represented as the sum of symmetric and anti-symmetric tensors. The anti-symmetric term is
dropped because the rotations are irrelevant for viscose friction. The symmetric component of the

tensor consists of the elements
1 8vi 811]'
= -
2 8xj 8ZEZ

In incompressible flow, the bulk viscosity term in Eq. (5) vanishes. The same holds true for the
divergence term in Equation (6) (see Eq. (2)). Thus, a substitution of equations (5)—(6) into Eq. (3)
and passing to the limit as the domain V' shrinks into a point yields Navier-Stokes equations of flow
of viscous incompressible fluid

0 1
—v+ (v-V)v=—-Vp+vVv+F (7)
ot 0

where v = 1/ is the coefficient of kinematic viscosity. In steady-state flow, the time derivative
vanishes:

1
(v-V)v = —QVp+uV2v+]-" (8)

The last equation is further simplified by neglecting he nonlinear with respect to v term on the
left-hand side for small velocities (creeping flow assumption).The body force, F, is assumed to have
only a potential component and can be integrated into the pressure gradient term. Thus, we arrive
at Stokes equations in the form

nV?v = Vp 9)

2.2. Gas flow with slippage. No-slip viscous-flow description of gas transport in tight porous
media can be insufficient. If the gas is rarefied or the flow channels are small and narrow then
slippage mechanisms or diffusion may become important. Roy et al [52, Figure 1] specify several
flow regimes: no-slip viscous flow governed by Navier—Stokes equations, viscous flow with slippage,
and diffusion flow governed by Burnett equations [11]. The criterion for applicability of specific flow
model is the magnitude of the ratio of the mean free path and linear dimensions of the domain,
which is the Knudsen number discussed below. Some researcher conclude that gas flow in shales can
be affected by slippage and diffusion mechanisms [14, 33]. This section focuses on viscous gas flow
with slippage. Slippage is sometimes used for pore-scale interpretation of the Klinkenberg effect [37]
of pressure-dependent permeability to gas.

One of the differences between liquid and gas states of matter is that in gas molecules are packed
less densely. The molecules move around with a speed determined by the temperature and collide
with each other. The average distance travelled by a molecule between collisions is called mean free
path. In ideal gas, the mean free path is infinite. Ideal gas can be a reasonable model for relatively
low pressures. However, as the density of the gas grows with increasing pressure, the molecules
collide more frequently and the ideal gas model becomes inadequate. The average number of
collisions experienced by a molecule per unit time, I', is given by

I = ¢nro’Q (10)
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where n is the number of molecules in a unit volume, o is the molecular diameter, and €2 is the mean
velocity. This formula is based on a spherical model of a molecule [30]. The effective radius, o, is
of the order of 10 A, where 1 A = 107'° m. The predicted value of the dimensionless parameter &
is different depending on the statistical model of the distribution of velocities. For the Maxwellian
distribution, ¢ = /2. The mean velocity for this distribution equals

ae "

where T is the absolute temperature, m is the molecular mass, and £ is the Boltzmann constant:
k = 1.3806503 x 1072 JK~ 1.

At a given temperature, the frequency of collisions between the molecules can be characterized
by mean free path, [. Clearly, I' = Q/I. Thus,

1
- nmo? (12)
From the ideal gas equation of state, p = nkT', where p is the gas pressure. Thus, for the ideal gas
model,
kT
- &pro?

In other words, at a fixed temperature, the mean free path is inversely proportional to the pressure.

For example, assume a 1 km (= 3300 ft) deep reservoir with pore pressure of 100 atm (= 1500
psi) at a temperature near 400 K (= 260 F). A substitution of the numbers yields a mean free path
estimate at [ ~ 1.24 A.

The coefficient D of molecular self-diffusion, that is redistribution of the gas molecules due to the
gradient of concentration of the molecules, Vn, also can be expressed through the mean free path
and mean velocity:

(13)

1 Q
D=-I0=——
3 3¢ nmo?

In particular, the coefficient of diffusion is a function of concentration. The redistribution of the
gas molecules concentration by diffusion is not a part of the dynamic flow covered by Navier—Stokes
equations. So the total gas flow is a superposition of both. Normally, the diffusion component of
flow is negligible relative to the dynamic flow. However, it may be not so if the domain where the
flow occurs is small enough, so that its linear dimensions are comparable with the mean free path.
In such a case, diffusion may become the main mechanism of flow and must be rigorously taken
into account. Such a situation can be characterized by a dimensionless ratio of the mean free path
and a characteristic length scale, L, called Knudsen number
l 1
L &nmo?L
An example of such situation is flow of gas in a tight reservoir with extremely small pores [23]'.
The threshold between diffusive and classical flow regimes suggested in the literature [7] is between
Kn ~ 1072 and Kn ~ 1072

The molecular density n in Equation (15) is a function of pressure. The gas in reservoir conditions
is stored compressed, and the magnitude of Knudsen number may be not as large as in rarefied gas
flow. Some recent studies mention alternative to Maxwell’s slippage mechanisms. For example, the
wettability can play a role [71, 72]. Natural rocks usually are not gas-wet, that is, it is more likely
that the solid grains will establish a direct contact with any reservoir fluid, but gas. Although it is
not the case for kerogen inclusions capable to adsorb methane molecules [9, 10, 20, 21, 51, 66], in

(14)

Kn = (15)

I Another situation where Knudsen number is comparable with unity is flow of rarefied gas. Rarefied gas dynamics
has been extensively studied in the literature [38].
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tight sands the gas most likely flows in pores with not gas-wet walls or pores covered by a wetting-
liquid film, which would serve as a lubricant. To summarize, the physics of slippage in gas flow may
need further theoretical and experimental study.

2.3. Boundary condition. In liquid flow, the liquid molecules stick to the bounding walls implying
no-slip boundary conditions [39]. Ideal elastic collisions between gas molecules and an ideal smooth
surface result in no energy loss. The molecules merely bounce from the walls imposing no shear
stress on the bulk gas flow. However a real surface is not smooth, which needs to be taken into
account for adequate modeling. Maxwell [44] has derived partial slip boundary conditions for gas
from the kinetic theory. In partial slip, the tangential component of gas velocity, v,, near the wall
satisfies the following relationship:

ov,
on

v, =G (16)

where G is the slip factor and 0/0n denotes the normal derivative. Some generalizations of condi-
tion (16) resulted in higher-order slip conditions [18] and slip conditions in a tensorial form for a
case where the surface roughness is anisotropic [73].

Although Maxwell’s condition was originally derived for flow of rarefied gas, it is applied to
flow in a micro-channel as well [7]. According to Maxwell’s theory of gas slip, some gas molecules
hit and bounce off the wall in an elastic manners. These molecules preserve the mean tangential
component of velocity v,. However a fraction of molecules, denoted by f, 0 < f < 1, experiences
multiple collisions with the wall due to its roughness. These molecules eventually bounce off from
the wall, but they loose the tangential component of the velocity due to multiple collisions. The
wall adsorbs the tangential component of the velocity. In experiments, the magnitude of f was
found between 0.2 and 1, where the lower boundary f = 0.2 corresponds to a very smooth wall.
Calculations yield the following formula for the slip factor:

o 2(20); ar

see [44].

2.3.1. Example: flow between parallel planes. Consider a pressure-driven steady flow of gas between
two infinite planes. Let L denote the distance between the planes, the planes are orthogonal to
coordinate z and the flow is in direction x. We assume that Navier—-Stokes equations adequately
describe the bulk flow, and slippage equation (16) describes the boundary conditions. Thus, one
arrives at the following boundary-value problem

0%, _ 10p
022 oz
o0v,
?)x|Z:0 = Ga o (18)
0v,
UI’Z:L = -G Oz i
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Here p is the viscosity of the gas. In dimensionless form,

0*V, oP
T
oV,
Vx‘g:o = Gimr (19)
ov,

‘/x|§:1 = _G*_x

Here z = L&, v = L(, G = G,L, v, = VuV, where Vj is a characteristic flow velocity, p = oV{Z P,

where p is the density of the gas, and Re = oL Vo is the Reynolds number. The solution is given
by the formula :
V——Re—(§ —&) - GRe@:—Re—(f —¢—G.) (20)
¢ o¢ o¢
Thus, the dimensionless velocity at the boundary is
V’§=0,§=1 = —%G*Re%—]g (21)

In physical variables,
11 1L 11
Uy = 5;—22 <z2 — Lz) — ——G _8]3 ___ap (22 — Lz — LG) (22)

and at the boundary;,

1 LG Op
el g = ———— 23
v ‘Z—O,Z—L 2 L or ( )
For the flux, one obtains
1 [E L? 6G\ Op L? dp
Jo L/vax 12u<+L)8m 1o (LG )895 (24)

The additional term G, on the right-hand side of the last equation describes the permeability
enhancement by slippage in a slit-like pore.

2.3.2. Ezample: flow in a cylindrical capillary tube. Under similar assumptions, steady gas flow in
a cylindrical tube is described in cylindrical coordinates r, #, where r is the distance from the axis
of the tube, and 6 is the angle, by the following boundary-value problem:

10 [ Ovu, 1 8p
ror (r or ) 1o
_Ou,
Val,_p = or

(25)

r=R

We assume that the axis z is aligned with the tube. The radius of the pipe must be large enough
to justify application of the Maxwell’s slip condition [44] for a non-flat boundary. The solution is
given by

110p , o 5
Uy 100z (R e+ GR) (26)
Thus, the velocity at the boundary is
GR10
oy = ~GRLOP o
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I 110p G
= —— pdrrdd = —-—2"R2 (144 P
f 7TR2/0 /0 v drr 8u3xR < + R) (28)

The additional term 4G R on the right-hand side of the last equation describes the permeability
enhancement by slippage in a cylindrical capillary.

The flux is

2.3.3. Example: slippage flow in a rectangular capillary. In steady flow, the pressure gradient is
constant and is aligned with the pipe. The flow lines are parallel to the pipe axis and, as well as
the vector of of velocity. Let us denote the magnitude of velocity by v and consider a Cartesian
coordinate system whose z axis coincides with one of the edges of the pipe. Then, the Navier—Stokes
equations reduce to

v 0% 10p

Ox? * oy? oz
Let a and b be the dimensions of the pipe cross-section, so that 0 < x < a and 0 < y < b. The
slippage boundary conditions take on the form:

(29)

ov ov
’U—G%IZO—O ’U+G%x:a—0 (30)
v—c o vr a2l Zo (31)

The sign change is due to the normal vector orientation, ¢f Equation (18).
Let us seek a solution in the form v = vy+w, where vy is some solution of the Poisson equation (29).
Then, w is a solution to the Laplace equation

Pw 0w
4 = 2
92 + e 0 (32)
satisfying the boundary conditions:
ow Ovg ow 0y
—G— = — G— G— —vg— G— 33
v (91: =0 0 i (91: =0 o 8x r=a w0 81: T=a ( )
w—Ga—w = —vo—l—G% w—l—Ga—w = —UO—G% (34)
9 |,—o Y |y Y |y Y |y
Let us put
1 0p,,
vy = 2 82( — by — Gb) (35)

so that the function vy does not depend on x and satisfies the boundary conditions (31). Then,
Equations (33)—(34) take on the form

ow ow
w — G% - = —1 w + G% . = —o (36)
w—c2 g wic2ll o (37)

Put w(z,y) = X(x)Y (y). then, a standard argument leads to two pairs of solution depending on
two parameters

Xa(z) = cosh(Ax + «) Yy, (y) = cos(Ay +7) (38)
Xya(z) = cos(Az + ) Yy~ (y) = cosh(Ay +7) (39)
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Right-hand side

F1GURE 1. The solutions to Equation (43) for G =1 and b = 1.

From Equations (37), one obtains two systems of equations to determine A and ~:

cosy + GAsinvy =0
{ cos(Ab + ) — GAsin(Ab+7v) =
and
coshy — GAsinh~y =0
{ cosh(Ab + ) + GAsinh(Ab+7) =0
Let us first consider the system of equations (40). It can be rewritten in a simpler form:
1

t — =
ansy +G)\ 0

1
tan(Ab) + tany e (1 — tan(A\b) tan~y) =0
Elimination of tan~y yields a transcendent equation with respect to A:
2G'\

tan \b = 1——CW

11

(40)

(41)

(42)

(43)

The plot of the right-hand side of the last equation has two vertical asymptotes, A = +G~!, and
the abscissa is a horizontal asymptote. The solutions to Equation (43) are the A coordinates of
the intersection between the curves shown in Figure 1. The corresponding values of v are given by

V= g + arctan(G\).

It suffices to find only the positive solutions to Equation (43). Denote by 0 < A\ < Ay < ...
the ordered sequence of all solutions, and let v, be the sequence of respective gammas. Let us

demonstrate that the system of functions

Y, (y) = cos(Any + Vn)

(44)
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in an orthogonal in Ls. Indeed, let n > m. Then,

b
/ cos(AnY + Yn) cOS( Ay + Ym) dy
0

1 b
=3 / 10080 £ M)y + Yo+ )+ €08((Con = M)y + Yo — o]y
0
1

- ()\n + )\m)()\n — )\m) [()‘n - )‘m) Sin(()‘n + Am)y + Yo + 'Ym) Zzg

Ot ) sin((n = M)y + 7 — 1)l 25]

(45)

Let us demonstrate that the expression between the square brackets vanishes at y = 0 and y = b.
Put y = 0 (the case y = b is analogous):

(A = M) SIN(Yn + ) + (An + M) Sin(Y — Ym)
= A [sin(yn + Ym) + sin(yn — Ym)] + Amlsin(yn — ) — sin(yn + Vi)

_ o _2 2 _ i (46)
= 25in 7, €os Y, 7 €05 T €08 Y + & €08 Vn CO8 2 COS Yy, SIN Yy
2 2
=~ ¢os Ym(cos v, — Gsiny,) + & oos Y (€08 Y — G sinv,,)

The expressions between the braces vanish due to the boundary condition. Thus, the system of

2
functions Y, (y) normalized by \/; is an orthonormal basis in Ls([0,b]). Put

2 b
Cn = \/; / vo(y) cos(Any + 1) dy (47)
0
and

w = Z B,, cosh(A\,x + ) cos(Any + Vn) (48)

n=1
where B, and «, must yet to be determined from the boundary conditions. For each n, from

Equations (36) one obtains:
B, cosh(ay,) — GBy, sinh(ay,) =-C, 19
B, cosh(A\,a + ) + GB, sinh(A\a+ o)) = —C, (49)

Solving the last system of equations for B, and «,, finalized the solution (48). Dividing the first
equation by the second eliminates B,:

cosh(a,) — G'sinh(ay,) = cosh(A,a + ) + G sinh(A\,a + ay,) (50)
Equivalently,
cosh(a,,) — G'sinh(qy,) = cosh(\,a) cosh v, + sinh(\,a) sinh «, .
+G [sinh(\,a) cosh o, 4+ cosh(A,a) sinh a,] (51)
Finally,
1 — cosh(A,a) — G sinh(\,a)
tanh o, = 2
AR = o sinh(A,a) + G cosh(A,a) (52)
and
B, Cn (53)

- G'sinh(\,a) — cosh(\,a)
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3. A DISCRETIZATION OF THE STOKES EQUATIONS

We employ an iterative procedure of solving (2) and (9), which is implicit in pressures and explicit
in velocities. This choice is based primarily on the simplicity of calculations. The idea is based on
the projection method [13].

The procedure follows the following scheme. Given v™ and p”, find v"*! and p™*! by solving the
system of equations

Voo"tt = 0 (54)
= pVx" — vp' ! (55)

The iteration parameter 7, controls has the dimensionality of time. It can be linked to the Navier-
Stokes equations, where both the body force and the nonlinear with respect to the velocity term
are neglected. Thus, the iterative numerical solution of steady-state Stokes equations using Equa-
tions (55) is equivalent to solving transient equations. Stabilization of the transient solution on a
large time interval is equivalent to convergence.

To solve equations (54)—(55) numerically, on each iteration, we formally introduce an auxiliary
velocity v*:

Un—l—l —u* +U* —

- = V2" + Vp"t! (56)
Let us require that
v ;v" = V" (57)
and
CE gy (58)

Thus, v* can be computed for a given v" using Equation (57). The computation of v"™! is per-
formed in two steps. Since we require that Vo = 0 at all iterations, application of divergence to
Equation (58) yields
1
Vit = - =V .ot (59)
Tn

n+1 n+1

The latter is a Poisson equation for p Once this equations is solved, v is computed from
Eq. (58). Clearly, since v* and p"'! satisfy Equation (58), the next velocity iteration, v™*! is
divergence-free. The iterations are stopped if the increment in pressures or velocities becomes
smaller some tolerance value. Due to the linearity of the problem, it can be solved only for a certain
set of normalized boundary conditions and then the solution can be rescaled as needed.

The discretized computational domain can be naturally derived from the rectangular Cartesian
structure of a 3D micro-tomography image. The marker-and-cell method (MAC), see [28], can be
used for discretization of divergence, gradient and Laplace operator. Discretization of the latter
requires to numerically approximate the second-order partial derivatives 9%v/0x?, 9*v/dy?, and
0?v/0z?, which is considered below. In a MAC discretization, pressures are evaluated at the voxel
centers, whereas the velocities are evaluated at the centers of the square interfaces separating
neighbor voxels, see Figure 2. Note that only the scalar products of the velocity and normal vectors
are involved in computations. As a consequence, there is no such a grid location where all three
components of velocity need to be evaluated simultaneously.

Let ¢, j and k characterize the position of a voxel in the image. We evaluate the pressures at
the voxel centers. For the second-order derivatives, we use standard discretization scheme. For
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Vy,4,5+3/2,k Vy,i+1,j+3/2,k

Vg, i+1/R,j+1,k

Vg,i—1/2,j+1,k Ve, i43/2,5+1,k

O O
Pi,j+1,k Pit1,j+1.k
Uy, i,j+1/2,k Uy, it1,5+1/2,k

vx7 Z+1/27]7k

O O

Digk Pit1,5,k

Vg, i—1/2,5,k Ve, i4+3/2,5,k

vy1i»j_1/27k 'vai"_l:j_l/z’k

Vg, i+1/R,j—1,k

O O

Pij—1,k Pit1,j-1,k

Ve, i—1/2,j—1,k Ve, i+3/2,j—1,k

Vy,i,j—3/2,k Vy,i+1,j—-3/2,k

F1GURE 2. The circles mark the voxel centers, where the pressures are evaluated.
The triangles mark the centers of the interfaces between voxels, where the velocities
are evaluated. This is a 2D slice of a 3D grid, so index k is the same for all voxels.

example,
0*v Vz,i—1/2,5k — 2Vz,it1/2,,k + Vx,i13/2,5k
ad = = 2 ’ L ’ 2 O(d? 60
or?| d? +0(d) (60)
T=Ti41/2,5,k
and 52 )
Uy Vg, it+1/2,j—1,k — 2Vz,i+1/2,5.k T Vz,i+1/2,j+1,k o
= + O(d 61
o - (@) (61)

T=Ti41/2,5,k
where d is the voxel size.

With second derivative defined like in Eq. (60)—(61), the Laplace operator is numerically eval-
uation is linked to @ = x;41/2 . This location is consistent with the numerical evaluation of the
pressure gradient components:

9p

Pit1.5k — Pijk 2
" +0(d?) (62)

d

T=Ti4+1/2,5,k
Hence, the discretisation is consistent with Eq. (9) with a second-order accuracy.
4. BOUNDARY CONDITIONS

In this section, we consider two types of boundary conditions: the conditions at the pore walls,
and the conditions at the inlet and outlet boundaries of the sample.
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4.1. Pore walls. First, let us discretise the no-slip boundary conditions at the pore walls. We will
have to consider all possible combinations of the solid and pore neighbor voxels in the stencil. In
stencil figures in this subsection, the solid voxels are shaded, whereas pore voxels are blanc. The
central node of the stencil (index 7) is labeled by a filled triangle.

Note that there are two types of partial derivatives of the components of velocity vector: the
derivative in the direction of the component, and the derivatives in the orthogonal directions. Let
us consider derivatives of v, in x. The derivatives of v, in z, v, in y, etc.can done in a similar way.
To shorten the notations, the indices j and k, as well as the subscripts z, y, and 2z are dropped
whenever it does not lead to a confusion.

FIGURE 3. One solid voxel at : — 1,5,k ori— 1,7+ 1,k

In a configuration shown in Fig. 3 one and only one voxel is in the solid phase. The no-slip
condition, v;_; = 0, reduces Eq. (60) to
0%

w ~ _21)1' + Vi+1 (63)

T=x;

This equation approximates the second-order partial derivative at the point marhewd by filled

diamond in Figure 3. Similarly, if the solid-pore inter-voxel boundary were at ¢ = ¢ 4+ 1, but not at
1 =1 — 1, then one would obtain

0%

Ox?

If exactly two solid voxels located on both sides of voxel 7, for instance, like in Figure 4, then the

discretization of the second order partial derivative is further simplified:
*v

da?

A slightly more complex situation is in a case where two solid voxels are next to each other,
Fig. 5. In such a case, the no-slip condition is formulated at the interface i — 1/2. Let us introduce
a “ghost” velocity at solid voxel ¢ — 1. Since

~ Vi—1 — 21}1‘ (64)

T=x;

r=x;

Vi—1 + V;

5+ O(d?) (66)

Vi—1/2 =

the boundary condition can be discretized as
Vi—1 +U;

5 =0 (67)
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] 1+ 1

F1GURE 4. Two solid voxels at ¢« — 1,7,k and i + 1,5 + 1,k

Hence, for the second derivative, one obtains
0%

w ~ —31)2‘ + Vi+1 (68)

Ty

] 1+ 1

FIGURE 5. Two solid voxels at + — 1,j,kand ¢ — 1,7+ 1,k

If, in addition, exactly one of voxels with index 7 + 1 is solid, for example, like in Fig. 6, then the
no-slip boundary condition implies that
*v
0x?
If both voxels, i + 1,4,k and 7 + 1,7 4+ 1,k are in solid phase, Figure 7, then no-slip condition is
approximated by Equation (67). Thus, in such a a one-voxel wide channel,
*v
0x?
Figures 8 9 show the only two stencil configurations involving boundary conditions for the velocity
component derivatives in the component direction. In the first case,

o
ox?

~ —3; (69)

T=x;

T=X;

~ —20;11/2 + Viy3)2 (71)

T=Tiy1/2
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ED

F1GURE 6. Three solid voxels at + — 1,7, k, i — 1,5+ 1,k,and 1+ 1,7 + 1, k

27

FIGURE 7. Four solid voxels at + — 1,7, k, i — 1,5+ 1,k, i+ 1,j,k,and i+ 1,5+ 1,k

whereas in the second one,

82

<

~ —20i41/2 (72)

T=Ti11/2

Q ‘
)
[N}

i—3/2 i+1/2 i+4/2 i+1/2

%
O
O
O

Pu,  0*uy and 0%u,
ox2’ oy’ 022

F1GURE 8. Interaction with no-slip condition at the wall for

For pressures, at a wall orthogonal to z axis, from Equation (9) one infers that
Op Dy,
ox 1 oy

(73)

Wall Wall
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O O
i—3/2 NN /2 i+1/2 i+ NRY/2
N
Pu, 0? 0%u,
FIGURE 9. Interaction with no-slip condition at the wall for ¢ , ﬂ, and ¢ .
0x?’ 0Oy? 022

In [42] the boundary condition (73) was replaced by zero normal derivative of the pressures at
the walls:
@ =0 (74)
O | ywan
This discretization was erroneously explained as an implication of Stokes equations. Indeed, con-
dition (74) holds true in Poiseuille-type flow in a pipe. However it is incorrect, for example, in
creeping flow around a sphere [39]. In flow in the pore space of a natural rock, whose geometry is
usually extremely complex, there is no justification for adopting Equation (74).
Figures 10-12 show all possible configurations for a wall orthogonal to x axis For a configuration
in Figure 10, one puts

Pit1,5k — Pijk 82“ﬁ1/2,j,k
8_2]) - d O0x? (75)
x|, ;. d
Similarly, for a configuration in Figure 11, one obtains
a%fﬂ/z,j,k Dijk — Pi—1,jk
8_2P - T o B d (76)
x|, ;. d

For consistency, the second derivative of the velocity should be approximated with at least a second
degree of accuracy. Both, the velocity v, and its first derivatives with respect to y and z vanish at
the wall. Incompressibility condition (2) implies that

3%(%—1/2)
Ox
as well. Hence, using Taylor series, we obtain

2,,T 2 3,,T 3
e OV e d? OV d
P12 5k 02 2 or% 6

~0 (77)

+O(dY) (78)

and
. 82”?71/2,3‘& 4d? 637)?71/2,3',1@ 8>
T H T
Thus, combining Equations (78) and (79),

+O(d*) (79)

OV Ly SUT sy ik — Vi
= /Z’J’k 1+1/2’J’k l+3/27]7k 2
= o(d 80

Similarly, if the voxel ¢« — 2, 7, k is in pore space, for a configuration in Figure 11,

82”f+1/2,j,k - 8“211/2,3'& - U;'L;S/Z,j,k O(d?
Ox? N 2d? +O(d)
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If the voxel 7 — 2, j, k is solid, then the term v} , /2, ik in the last equation must be replaced by zero.
Consequently, or a configuration in Fig. 10, one gets

8v¥ JE— ,
i+1/2, 4,k i+3/2, 4,k
Dit1,5,k — Pi,jk — 1N 2] 2 2]
~ pp (82)

Pp
0x?

ijik
fSimilarly, for a configuration in Fig. 11,

T T
8V 1/2, ik — Viesj,ik

2d

@2p - (pi—l,j,k - pi,j,k)

] (83)

Z"jik d2
Again, if the voxel 7 — 2, j, k is solid, then the term v} , 12, ik in the last equation must be replaced
by zero. Note that the accuracy of the last two equations is only of the first order.

For a configuration in Figure 12, the second pressure derivative is approximately equal to zero:

0%p

Sl (84)
0x? ik

This configuration describes flow through a narrow channel, therefore Poiseuille-type conditions are
applicable.

.Y i7j7k Z+17j7k

FiGURE 10. Interaction with no-slip condition at the wall for pressure: the filled
circle marks the center of the stencil, and the filled diamond marks the point where
the pressure normal derivative is approximated.

ifl?j,k iajak . 3N

F1GURE 11. Interaction with no-slip condition at the wall for pressures: a one-voxel-
wide channel between two walls and a corner. The filled circle marks the center of the
stencil, and the filled diamond marks the point where the pressure normal derivative
is approximated.
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FIGURE 12. Interaction with no-slip condition at the wall for pressures: a one-voxel-
wide channel between two walls and a corner. The filled circle marks the center of the
stencil, and the filled diamonds mark the points where the pressure normal derivative
is approximated.

4.2. Discretization of the slippage boundary condition. Discretization of the slippage bound-
ary condition, Equation (16), must be centered at the wall. If the wall boundary is associated with
the center of a grid cell, the no-slip conditions must be formulated at this center. For example, con-
sider the velocity component v, at a wall boundary orthogonal to y. A second-order finite-difference
approximation is furnished by the following formula:

v, — G% y _ Ua:,i,j+1,k2+ Uz,ijk va,i,jﬂ,kh— Va il O(h?) (85)
Thus,
LG
Vz,ijk = %%,i,jﬂ,k = Z_T_—;gvz,i,ﬁrl,k (86)
2 h

Let voxel (i, j, k) be a pore voxels, but both voxels (i, 7+ 1, k) and (i+1, j+ 1, k) be solid. In such
a case, the velocity v, is parallel to the wall and the slip condition, Equation (16), applies. Let us
formally introduce velocity v, for the voxel (7,7 4+ 1, k). Then, at the boundary, the slip condition
yields

2 h
The last equation approximates the the Maxwell slip boundary condition, Equation (16), to the
second order accuracy, O(d?). The minus sign on the right-hand side is because the normal is
directed against the axis y. Thus,

U{l‘,i,jJrl,k + vib,i,j,k _ va>l7.]+17k — Uwainj»k

(87)

2G — h
Vg, ij+1,k = mvm,i,j+1,k (88)

Similarly, if the voxel (i, 7, k) is pore, but both (i, — 1, k) and (i 4+ 1,7 — 1, k) are solid, then the
discretized slip condition is

,UI,Z',j,k' + UCE,i,j—l,k‘ _ va7iajak B Ux7i7j_l7k

89
5 : (89)
In this case, the normal and the axis y are co-directed, so the sign is plus. Thus,
2G —h
P T S 90
v » ] 17k 2G + hv ) 7]vk ( )

If G = 0, the fraction on the right hand sides of Equation (89), reduce to —1, so that on the
boundary the velocity is zero, which is the no-slip condition.
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4.3. Image boundaries. The permeability tensor can be estimated by running flow simulations

three times with three different Dirichlet boundary conditions for the pressures. Each time, a pair

of opposite faces of the three-dimensional image are called inlet and outlet and pressure values p;,

and poy are assigned. Due to the linearity, the values p;, and poy can be assigned arbitrarily, for

example, p;, = N — 1 and poyy = 0, where N is the size of the domain in voxels. The velocity and

pressure in physical units can be obtained after the solution is found, see Section 4.6 below.
Consider the following boundary condition for for velocities:

5a—n+11:0 (91>

This general condition does not close the boundaries for flow, both in normal and lateral directions.
To mimic a sleeve around the core, a layer of solid voxels can be added in the direcations orthogonal
to the flow. Adding such a layer makes the boundary condition defined in Equation (91) irrelevant.

The pressures at the inlet at outlet faces, are given by Dirichlet boundary conditions mentioned
above. Hence, the Poisson equation for pressures, Equation (59), us solved only at the interior
voxels of the image. The right-hand side of this equation is evaluated straightforwardly since in
MAC scheme the normal components of velocity v* are evaluated at the voxel boundaries.

O 4 O o)

i=1/2 P i=[3/2 i=[5/2

FIGURE 13. Velocity discretization at the boundary: the voxels between i = —1/2
and ¢ = 1/2 is at the boundary.

Updating velocities at each iteration requires an evaluation of the Laplacian, see Equation (57).
The latter can be done by introduction of ghost velocity values at the next-to-boundary faces of the
boundary pore voxels. These ghost values are then eliminated using the boundary conditions (91).
The boundary condition for velocities are formulated at the voxel faces next to the actual boundary
of the image. For example, Figure 13 shows a typical voxels configuration. For velocity component
v,, the boundary condition defined by Equations (91) will be attached to the point i = 1/2. A
second order approximation is provided by

1 x T T
—55(1)3/2 - U—1/2) TV = 0 (92)
or
x x 2 T
U_1/2 = U3/2 — E%/z =0 (93)
A substitution into Equation (60) yields
0*v® ( 1 )
~ =214 =) vi,+2v; (94
02 | _y 3 ) e 3/2 )

The last equation remains valid whether ¢ = 3/2 is at the pore wall or not.
Figure 14 shows a typical configuration for the other components of velocity. A second-order
approximation of the boundary condition is provided by

B}~ o§) + 5 (0! + o) =0 (95)
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or

28 -1
vg:%Jrlvi/ (96)
Finally, one obtains:
%Y 28+3 ,
~ — 97
8.T2 i 25+1U1+U2 ( )

The last formula is valid only if no more than one voxel at ¢ = 1 is solid. If both voxels at ¢ = 1
are solid (see Figure 15) then Equation (67) has to be applied instead. Thus, for the configuration
in Fig. 15,

0%y g+1
T ~ — 98
83:2 i1 25+1U1 ( )
O O O
i=[1/2
*—¢
1 =20 i=1 =2
O O O

FIGURE 14. Velocity discretization at the boundary: the filled triangle marks the
point where the Laplacian is evaluated and the filled pentagon marks the location
where the boundary condition is evaluated.

O 1 O
=
O EQ O
7%
7

FIGURE 15. Velocity discretization at the boundary: a pore wall next to the bound-
ary case.

Note that the for corner voxels do not require any special treatment. Also the MAC discretization
shifts the boundary for velocities by a half-voxel relative to the boundary for pressures. This is a
consequence of the fact that velocities and pressures are evaluated at different points.
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Once the formulated boundary problem is solved for three boundary conditions based on

1 0 0
vp=[o ], 1],(o0 (99)
0 0 1

three average volumetric fluxes, or Darcy velocities can be estimated. These three vectors make the
permeability tensor of the respective image.

4.4. The method of artificial compressibility. Here we describe an implementation of the
method of artificial compressibility proposed by Chorin [12]. The idea of artificial compressibility
method is as follows: we replace Navier—Stokes equation (7) with zero-divergence incompressibility
condition with a system of equations

0
ETad +Re(v:-V)v=—Vp+Vv+F (100)
dp
hulad V= 101
BT +V.v=0 (101)
The last equations are written in standard dimensionless variables:
/ v / r / ‘Dp / VV / v
_ v - — - t = —¢ 102

VD
Parameters V and D characterize typical velocity and distance scales, and Re = — is the Reynolds

number. We drop the primes for brevity. Here gq is the actual density of the flljuid, whereas p in
Equation (101) is an artificial density. The latter is related to the fluid pressure through a simple
linear relationship p = dp. This compressibility is introduced for computations only. Although the
linear compressibility law resembles that for an ideal gas, in the present context it has no physical
meaning. We utilize the assumption of creeping flow, that is, we assume that Reynolds number
equals zero: Re = 0. This assumption eliminates the only nonlinear term in the system of equations
to solve. We seek a steady solution, so all time derivatives vanish. In particular, Equation (101)
transforms into an equation of incompressibility.

4.4.1. Discretization of Equations (100)—(101). To discretize equations (100)- (101) we employ
DuFort-Frankel pattern, as it has been done in the Chorin’s work [12] but on MAC staggered
scheme, where the velocities are evaluated on the boundaries of the grid cells, but the densities and
pressures are evaluated at the centers.

The grid in our case is rectangular. The computations involve only the normal velocity compo-
nents evaluated at the cell boundaries. Let v = (v,,v,,v,). For example, v, is evaluated only at
the centers of the boundaries of the cells, which are orthogonal to the z coordinate axis, Figure 16.

Let N, Ny, and N, be the dimensions of the grid. To enumerate all grid cells, we use zero-based
indices ¢ = 0,1,...,N, —1,5=0,1,...,N,—1,and £k =0,1,..., N, — 1. For grid boundaries, we
will use indices i,, j,, and k,. The subscript , indicates that the index is associated with respective
velocity component. The number of boundaries orthogonal to each coordinate direction exceeds
the corresponding number of cells by one. For example, in Figure 16, the z-boundaries of a cell
with the indices i, j, k£ is bounded in direction x are labelled with indices ¢, = i, 7, = 7, k, = k and
w=1+1,75,=7j,and k, = k.

Since the velocities are evaluated at the centers of the respective cell faces, each velocity coordinate
is enumerated with one velocity index and two “regular” cell indices. For example the z-component
of the velocity vector is enumerated with indices i, = 0,1,...,N;, j = 0,1,...,N, — 1, and k =
0,1,..., N, — 1. Figure 17 shows indexation of a cross-section of the grid by a plane orthogonal to
z.



24

Dmitriy Silin

i)k
ik
By X
i
A
vzl

ik,

F1GURE 16. Voxel and fluid velocity components enumeration: i, =i+ 1, j, = j+ 1,
and k, = k + 1, where i, j, k are the indices of the voxel center.

Vaz,i,5+1,k

Ve, i,5,k

Va,i,j—1,k

Uz, i4+2,j+1,k

Ve, i+2,5,k

Vx,i+2,j—1,k

Vy,i,5+2,k Vy,i+1,j+2,k
Ve, i+1}j+1,k
Pij+1,k Pit1,5+1,k
Vy,i,5+1,k Vy,i+1,j+1,k
Uz, iH1,5,k
Pi,j,k Pi+1,5,k
Vy, 1,5,k Vy, i+1,5,k
Ve, it+1lj—1,k
Pij—1,k Pit1,j-1,k
Vy,i,j—1,k Vy,i+1,j—1,k

FiGURE 17. The circles mark voxel centers, where the pressures are evaluated. The
diamonds mark the centers of the interfaces between voxels, where the velocities are

evaluated. This is a 2D slice of a 3D grid in plane x, y.

Let the time variable be discretized with an increment step 7. The enumeration corresponding
to the time variable will be denoted by a zero-based superscript ". Thus, vy, ;, denotes the z-
component of the velocity evaluated at the center of the “left” wall of the grid cell with indices
1,7, k on time step n. Since the pressures and densities are evaluated at the centers of the grid cells,
or voxels, their indexation is straightforward, Figure 17.
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DuFort—Frankel pattern is a three-layer scheme. Let velocities and pressures have been computed
on the time layers n—1 and n. The time derivative is evaluated at layer n. The second-order partial
derivatives are approximated in the following way:

*v, ~ (U;:L,iv+1,j,k - U;Ltvljk) - (U;Z,_ij,j,k - U:?, z‘rl,j,k) (103)
Ox? h?
0, %<U;L,iv,j+1,k - U;szgk) - (U;:L,;j,j,k - Ug,iv,j—l,k) (104)
0y? h?
v, N (U;L,iv,j,k+1 - v:—‘;j]k> - (U;Z_Zj]k — vy iv,j,kfl) (105)

022~ h?
Here h is the voxel size. Note that the velocity in the center point of the stencil is evaluated on
time layers n — 1 and n + 1, all other values are from the time layer n. Otherwise, the terms with
the plus sign are from layer n, other terms are from layers n — 1 and n + 1.
In the center node of a boundary between interior cells 7, = ¢ + 1, 7, k, the respective component
of Navier-Stokes equation (100) is approximated by a finite difference equation

n+1 R | n n -1 o+l
gk~ Vrivgk  Vrie—1gk T Yz vtk ~ Ve iy gk — Vriyk
2T a h?
n n n—1 n+1
L Yootk T i1 = Yk = Ve
h2
n n _ a1 _ o+l n _an
Vg iy jk—1 T Uz iy ikl ~ Yo iy ik ~ Yo ingk | Pitlgk — Pijk 106
+ 2 * 5h (106)
Thus,
2
n+1 _ h _GTUnfl
37,7:U7j7k - h2 +6T x7iv7j7k
LT e 4o o +l
B Vg in—1,5k T Uz, in+15.k T Yz iyi—1,k T Uz, iy, j+1,k
h? + 671

TUg 4, k=1 T Um,iv,j,k+1) + —5(h2 - 67) (Pl — Pijx) (107)

The artificial compressibility equation (101) is approximated by
n+1 n—1 n

n n n n n
pw,iv:jyk B pl’7i117j7k _ Uiﬂ,’iv,j,k B Um7iv_1’jak + Uyziajlhk B ,Uy’ivj’l)_lyk + ’Uz7i7j7k’l) B UZ,i,j,kv—l (108)

27 h h h

Or,

thigk = px,ii,j,k + T (V2 ik = Vit Vi ik = Upijoetk T Uik — U ijpe—t)  (109)
Here i, =i+ 1, j, = j+ 1, and k, = k + 1. Note that Equation (106) approximates the first
Equation (100) at the center of the cell boundary i, j, k, whereas Equation (108) approximates
equation (101) in the center of the cell 7, j, k.

4.4.2. Finite difference approzimation near the pore walls inside the sample. When one of the faces
of the cells in stencil is at the boundary of the solid, or if one of the cells is in the solid, the
scheme described above needs a modification. On the pore walls, we implement no-slip boundary
condition by assigning zero velocity. There are several typical situations, which will be addressed
below individually.
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O O ©)
iilmj’k/‘ ia.jvk ’L+17]=k/‘
(@) O
i,j— 1,k i+1,7—-1,k

\ &

FiGURE 18. A stencil with a pore wall corner.

i—1,5,k

i,J, k

ij— 1,k

i+1,5—1,k

8

FIGURE 19. A stencil with two pore wall corners.

For the second-order derivative of v, in z in a situation like in Figure 18, we simply put

2 n n -1 _,n+l
0%uy, Uit gk T Y igek ~ Yyiguk
)~ - (110)
€T ..
Z,]v,k

Similar configuration in other coordinate components are handled similarly. For example, in a
situation shown in Figure 19, one obtains

n n—1 n+1

82 - —v 3.9
Uy Y, 4 Jv,k (111>

0x?

Z, i7jv7k

h2

Z’uj’uyk‘

In both cases, j, =7 + 1.
If the stencil encounters a wall, like it is shown in Figure 20, the zero-flow boundary condition
must be formulated at the midpoint between points ¢ — 1, j,, k and 4, j,, k. The node i — 1, j,, k is

outside the pore space, so we use it as a ghost node and assign v, be equal to —vy, ; . Thus, the
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O O
0,5,k i+1,5,k
©) O

i,j— 1,k i+1,j—1,k

\ &

2
0%u,

n

approximation of the second derivative in = takes on the form:

F1GURE 20. A stencil encountering a pore wall. The center is shown as a black filled diamond
v

n — _ ntl _ ,Un—l

Y, i+17j’l)7k yviijvk y»imj’U:k yviij’k
0z? |, h?
ZJU’k

Handling a stencil like in Figure 21 is straightforward: the no-slip boundary condition implies
0%, |"

(112)
n n+1 n—1
Y15k Ux,—;v,j,k Vs i,k (113)
0x? .y h?
A’
'l—l,j,k lvjak /L+17]7k
O 4 O O
L
FIGURE 21. A stencil encountering a pore wall. The black filled diamond is the
stencil’s center.

4.5. Discretization of boundary conditions at the sample boundary.

4.5.1. Dirichlet boundary condition. With the staggered discretization grid described above, it is
natural to approximate Dirichlet boundary condition,

V|boundary =
Figure 22, one obtains

Vo (114)
at planes passing through the centers of the boundary voxels. For example at voxel N, —3, N, —1, k,
Uz, Ny—3,Ny—1,k = V0,25 Uz, Ny—3,Ny—1,k = V0,2
and, in direction vy,
Uy, N,—3,N,—1,k T Uy, N,—3 N, .k

(115)
. _

— Y0y

(116)

27
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The latter equation implies that, there is a single layer of ghost voxels on the downstream boundary
in each direction. The last equation defines the respective value of the velocity:

Vy, No—3,N, b = 2V0,y — Vy, N,—3,N, 1,k (117)

4.5.2. Robin boundary condition. We model flow in a porous sample by immersing it in a stream
of fluid flowing with velocity vo. Therefore, our boundary conditions should be formulated at
infinity: v, = vg. However, the numerical domain is always finite. Therefore, we approximate the
constant-velocity condition at infinity with a Robin-type condition

0
v+ 5% = vy (118)

Clearly, at a remote boundary, the normal derivative vanishes and one recovers the constant-velocity
condition. We discretize the boundary condition, Equation (118), at the boundary voxel centers,
which are marked with filled circles in Figure 22.

AY

Ny —2,N, -1,k

NT/737N11717]C J

N.—2,N, -2,k

Na—3,N, — 2,k Na—1,N, — 2,k

Ny —2,N, — 3,k

O O @)

NufgyNy737k NvflvNyi?%k

T

.
>

FIGURE 22. Discretization of the boundary: filled circles denote boundary nodes.
The indices label the centers of voxels. The shaded corner voxel does not enter
boundary condition approximation.

Approximation of boundary condition in the boundary voxel centers is rather straightforward.
Fort example, for v, at voxel N, —1, N, — 2, k, one has

Oy Vg, iy—1,Ny—2,k T Uz, i, Ny—2,k
vy + 5 = 5
NN, —1,N,—2,k
Uz, iy, Ny—2,k — Uz, iy, —1,Ny—2.k 2
+ 4 . + O(h*) (119)
where i, = N,. At a voxel boundary, the second-order approximation requires 3 nodes. For example,
v,
Ve + B = Vg, Np—Ljuk
T ING =10,k
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(% «—1,50 - 4UJE z—2,Jv ‘ + 37}:3 z—3:Jv
—|—ﬂ yNz—1,5,.k ,N,,2h2,j K , Nz —3,ju,k —|—O(h2) (120)

where j, = N, — 1. Both type of approximations do not involve time derivatives and are applied
on the same layer n. Thus, from Equation (119)

N 2h 26—h
Vg, iy, Ny—2,k — mvz,oo + 28 + h%,ivq,z\/yfz,k (121)
and, from Equation (120),
N 2h 6 386,
U{E,lel,jv,k - 3/8 + 2hUCE,OO + 3/8 + 2hUZ,N172,jU,k - 3/6 + thw,Nz*&jv,k (122>

These expressions must be used to replace respective boundary values in the discretization of dif-
ferential equations.

Note that the staggering grid described above does not require evaluation of the velocities on
the external boundaries of the vertex and edge boundary voxels. The reason is that the discretized
second order derivatives of the velocities are evaluated only in the interior voxel boundaries. By the
same reason, evaluation of the artificial density p at the corner nodes also can be skipped. Although
these observation do not significantly reduce the amount of calculations, they do simplify the overall
scheme, since discretization of the boundary conditions at the vertex voxels of the grid is the most
cumbersome part.

4.6. Scaling the velocity field. Regardless of what numerical method is utilized, it is convenient
to perform the computations for normalized dimensionless input data. In order to evaluate the
results in physical units, they need an appropriate scaling. This section studies the physical scaling
formulas.

Let us consider the Stokes equations, Equation (9). Let

v=1V, x=DX,y=DY, 2=DZ, and p = pyP (123)
Then, in these new variables, Equation (9) has the following form:
VP =nV?V (124)
where the viscosity coefficient in the new units, 7y, is

1Yo
N = ——= (125)
poD
Note that this scaling does not affect the incompressibility condition, Equation (2).
We will assume that the discretized solution is in the new units. A pressure drop by one unit over

one voxel size in the simulations gradient in the discretized equations corresponds to the pressure
drop of the magnitude of ‘%. Here D is the size of one voxel. In the simulations, the quantity 7, is

an adjustable computational parameter. Hence the converting factor for velocity is:

Vo = PoTlo _ PoTlo D2 (126)

7 Dn

To evaluate the Darcy velocity, the sum of fluxes over the pore voxels must be divided by the total
area of the sample face. Darcy’s law written down for the three pressure gradients in Equation (99)
yields the following expression for the permeability tensor:

K= nVp W

(127)
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where Vp and W are tensors constructed from the three pressure gradients and the respective three

computed Darcy velocities. A substitution of the expression for 7 that follows from Equation (125)
and taking into account Equations (99) and (126) yield

DD
K = P20 = Dy (128)

- Yo Do
where W, is the Darcy velocity evaluated in the units of the discretized system.

If, for example, one wants to simulate flow corresponding to 1% hydrostatic gradient, that is by
1000 x 9.8 x 1072 Pa/meter, by running simulations with the pressure drop by one unit per voxel
of size D = 5 um, then for py one has to put:

kg

po =5 x10"°m x 1000—
m

X 9.8?2 x 1072m/1m = 4.9 x 10~° Pa (129)
4.7. Testing the artificial compressibility algorithm. To test the algorithm and to debug the
code, we have chosen the classical Stokes problem of laminar flow in an infinite domain around a
sphere of radius R. The velocity at infinity is equal =.,. No-slip boundary conditions are imposed
on the surface of the sphere. It is known, that creeping-flow approximation adequately describes
the flow near the sphere at sufficiently small distances from the surface of the sphere [39]. The
creeping-flow solution is given by equation

3

ufr) = uy — % (1o + 0, - 1)) — % (1. — 3n(u - 1)) (130)

Here r is the radius-vector from the center of the sphere, and r is the distance from the center:
r = [|r||. For the pressure, one has

3R
2r2
where po, is the fluid pressure at infinity. If a reference system associated with the fluid, then the
problem will have a more physically sound formulations.

To verify the algorithm, we simulate flow near a sphere of the radius of 5 voxel units. We put
the sphere in the center of a 25 x 25 x 25 voxel grid. At the outer boundaries, we impose Dirichlet
conditions for velocities, which are merely the trace of the exact solution (130). On the sphere we
assign zero-velocity condition. The stopping criterion requires that relative increments of I norms
are smaller than a prescribed tolerance value, €.

The plot on Figure 23 shows three profiles of the x component of the velocity versus y for three
different va,lues of x. The bottom profile crosses the sphere, the top one is near the boundary, and
the one in the middle corresponds to a midpoint between the sphere surface and the boundary.
Note that neither the exact solution, nor the numerical one attain zero. The reason is that both
solutions are evaluated on the same grid and none of the voxel centers occurs exactly on the surface
of the sphere. The velocities obtained numerically are associated with the centers of the voxels
by taking arithmetic mean values from the opposite boundaries of each voxel. Figure 24 shows
similar comparison for the pressure profiles. The pressures have been plotted versus coordinate x
aligned with the direction of the flow, for three different pairs of y and z. A cross-section of the
vector field evaluated numerically is shown in Figure 25. Visually, a similar plot for exact solution
is undistinguishable.

Even though the resemblance between the discretized sphere and an ideal spherical body can
be questionable (see Figure 26 on the left), the comparison between numerical and exact solutions
is encouraging. One has to note though that this accuracy has been achieved by applying rather
stringent stopping criterion: &,y = 7.5 x 107?. Relaxation of this criterion strongly affects the
accuracy, Figure 27.

p(r) = Poc — 55N s " I (131)
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FIGURE 23. Tree velocity profiles: a comparison between exact solution (Eq. (130)),
shown as a solid line, and numerical solution, pluses, in dimensionless units.
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FIGURE 24. Tree pressure profiles: a comparison between exact solution (Eq. (130)),
shown as a solid line, and numerical solution, pluses, in dimensionless units.

A refinement of the grid apparently requires more severe stopping criterion. Figure 28 shows
the same velocity profiles evaluated numerically and through exact solution. Partitioning voxels by
doubling the number of voxels in each direction results in an eight times larger grid. The numerical
velocity profiles computed on the refined grid are not as accurate as those computed on the coarser
one.

Further reduction of the stopping criterion by one order, e,,; = 7.5 x 107!° showed stabilization
of the process with no improvement. Figure 29 shows that the Darcy velocity estimate in the
downstream direction stabilizes. Darcy velocity in this case is an average value of the fluid velocity
over the grid. The relative increments also stabilize near a value between 1072 and 10~%, Figure 30.
A more detailed analysis of convergence reveals that the convergence in pressures is slower than
that in velocities. This may be a consequence of the fact that the only time or space derivatives of
the densities enter the artificial compressibility equations. Fixing the value of the pressure in some
voxel is not a good solution since it imposes a constraint on the velocities through Equation (109).
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FIGURE 26. Discretized spheres of the radius of 5 voxel (on the left) and 10 (on the
right) voxel units.

To summarize, one arrives at the following two principal conclusions. First, a reasonable accu-
racy of the numerical computations requires very stringent stopping criterion. Second, a stopping
criterion producing a reasonable accuracy on a coarse grid may need an enhancement on a refined
grid, since the latter has significantly more nodes. This makes achieving a reasonable accuracy
of a numerical solution of Stokes equations on a large digital image especially challenging. The
complexity of the pore space geometry only aggravates this difficulty.

The explicit nature of the numerical scheme makes the method of artificial compressibility suit-
able for parallel computations. However, the necessity for a stringent convergence criterion can
make the implementation computationally expensive. We found that the performance of the pro-
jection method described in Section 3 is more robust, especially with appropriate selection of the
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F1GURE 27. Velocity profiles shown in Figure 23 for relaxed stopping criterion: ;5 =
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FIGURE 28. Velocity profiles evaluated numerically on coarse (pluses) and fine (cir-
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FIGURE 30. Stabilization of relative improvement near 107Y.

preconditioner for the linear solver. At the same time, solving flow equations on a large data set
can become computationally expensive. Development of efficient routines for solving flow equations
would be a strong boost for the digital rock technology.

4.8. Evaluation of permeability tensor. To evaluate the permeability tensor, we run simulations
with three different boundary conditions: with the velocity at infinity directed along each coordinate
axis: z, y, and z. The obtained three Darcy velocities and respective pressure gradients yield the
permeability tensor.

4.8.1. Elimination of the dead ends. The complexity of the computational domain may result in
presence of pores or pore clusters which are only poorly connected to the inlet and outlet and have
little impact on estimation of the permeability. If a connected pore cluster is connected to the rest
of the pore space only through a single-voxel channel, the contribution of such cluster to the total
volumetric flux is zero. Elimination of such dead-end clusters reduces the size of the computational
domain but does not affect the estimation of Darcy velocity. Figure 31 shows two examples of such
dead-end clusters in two dimensions. The solid voxels are dashed and the pores are blanc, whereas
the bold solid line marks the pore-solid boundary. In Exhibit A, voxel a is connected to rest of the
pores only through two faces: on the left and on the right. The pore voxels to the right from voxel
a are mutually connected, and voxel a provides the only channel connecting this cluster to the rest
of the pore space. In discretized steady flow, the velocities on all faces of voxel a are zero. Indeed,
the right-hand face velocity must be zero since otherwise the fluid would accumulate in the cluster.
One the left-hand side face, the velocity also must be zero since otherwise there would be fluid
accumulation in voxel a. The zero velocity at the right-hand face of voxel a implies zero velocity
in the entire cluster. Thus, the system of equations can be reduced by elimination of voxel a and
the cluster from the computational domain and imposing a zero normal velocity condition at the
left-hand face of voxel a. Voxel a in exhibit B also can be eliminated in a similar manner with no
consequences for the flow and permeability.

The argument above suggests an algorithm of dead-end clusters search. First, all voxels with
one or two connections to pores through nonadjacent faces should be found by scanning the entire
domain. For each voxel with two connection, like in Figure 31 A, one should build two connected
clusters starting on each side. A breadth-first type algorithm similar to one described in [61] can
be applied. If either of these clusters is disconnected from the inlet and outlet, it is a dead end and
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Ficure 31. Examples of dead-end voxel configurations.

can be removed from the computational domain. It is also a dead end if either both clusters are
connected only to the inlet, or both clusters are connected only to the outlet. This connectivity
analysis must be applied iteratively, until no more dead-end voxels or clusters are found. For
example, voxel b in Figure 31 B has three open boundaries. However, one of these boundaries
becomes closed once voxel a is removed. Although neither voxel b nor the entire pore cluster to the
right is removed by the first scan, both are defined as dead ends and removed during the second
scan.

4.8.2. Boundary conditions, Darcy velocity, and evaluation of permeability. Pore-scale flow simula-
tions produce an estimate of the permeability tensor. Pressure gradient can be applied by assigning
Dirichlet boundary conditions at the inlet and outlet boundaries of the domain. The other bound-
aries can be sealed by “wrapping” the computational domain with a layer of solid voxels. The
averaging of the computer velocity field provides an estimate of Darcy velocity. The vector of av-
erage velocity is not necessarily aligned with the pressure gradient. Running flow simulations for
three orthogonal pressure gradients yields an estimate of permeability tensor. On a large domain,
this procedure can be applied to subsamples and an effective permeability tensor can be obtained
by the averaging procedure described in Section 6 below.

Instead of Dirichlet boundary conditions for pressures, one can simulate flow at a givel flow rate.
Indeed, since the Stokes equations are linear, one can run dimensionless simulations for a some
inlet—outlet pressure drop, and linearly scale the magnitude of this pressure drop to match the
desired flow rate. In this study, the lateral boundary conditions in simulations modeled isolation of
the sample by a sleeve. Alternatively, one can impose periodic boundary conditions. It means that
the modeling domain indefinitely increased by repeating the sample geometry periodically. Since
the opposite faces of the sample do not need to have the same geometry, the sample can be mirror-
reflected at each boundary. Thus, to mimic periodic boundary conditions at the lateral boundaries,
by virtue of the symmetry of mirror reflection, it suffices to impose zero normal component condition
for velocities.

4.9. Implementation. The numerical methods described in the previous sections are implemented
in computer codes. The procedure goes in the following way.

(1) The user provides an instruction text file with information about the input data and values
for tunable parameters.

(2) First, the program runs a search for dead-end clusters and voxels as described in Sec-
tion 4.8.1.
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(3) Second, flow simulations run on the “cleaned up” domain for three orthogonal pressure
gradients.

(4) A estimate of the permeability tensor is assembled based on three Darcy velocity vectors
obtained by averaging respective local velocity fields.

(5) The absolute permeability is estimated by averaging the diagonal elements of the tensor.

(6) Optionally, the output can also include the velocity field and pressure distribution for vi-
sualization with ParaView [29] ot similar software. The velocity field is exported in VTK
format [55], whereas the pressures are saved in a raw floating-point binary file.

The tunable parameters the user has to provide include the convergence criterion and maximum
number of iterations the linear solver. These parameters are used for solving discretized Poisson
equation (59) and Laplace equation (137). To increase the efficiency of the method of projections,
the convergence requirements for Poisson equation (59) are relaxed on early iterations described in
equations (56)—(59). The program can analyze the entire data set or its fragment depending on the
instructions in the user-provided text file.

The program is called with a parameter which defines which of the following tasks has to be
performed:

Task 1: Estimate the absolute permeability tensor.

Task 2: Estimate the relative permeability curves.

Task 3: Estimate the permeability of subsamples.

Task 4: Estimate an effective absolute permeability by solving Equation (137) on a grid with
permeability tensor denied in each grid cell.

Task 5: Estimate absolute permeability with slip for different values of the slippage coefficient.

The instructions file is different for each task. Task 2 needs results of MIS calculations as input
data. The MIS calculations produce a number of files describing the fluid distribution at different
capillary pressures, and the code evaluates the permeability of the portion of the pore space occupied
by each fluid. The input data for Task 4 can be either generated by running Task 3 or provided
independently.

5. MODELING TWO-PHASE CAPILLARY EQUILIBRIUM WITH THE METHOD OF MAXIMAL
INSCRIBED SPHERES

In capillary equilibrium, the mean curvature interface between two immiscible fluids is determined
by the capillary pressure through Yang-Laplace equation [17, 39]. This law establishes a one-to-
one correspondence between the radius of the fluid-fluid interface curvature and the magnitude of
capillary pressure. Te method of maximal inscribed spheres (MIS) employs this correspondence to
model capillary-equilibrium two-phase fluid distribution.

5.1. Fully wet conditions: zero contact angle. For zero contact angle, the idea of implemen-
tation of MIS is simple. For a given capillary pressure p., one seeks the part of the pore space that
can be covered by spheres of the radii equal to or greater than the radius determined by p. through
the Young—Laplace equation. The portion of the pore space determined this way is occupied by the
nonwetting fluid. The complementary part of the pore space is, respectively, occupied by the wet-
ting fluid, and its relative volume determines the value of saturation. The plot of saturations versus
Pe, Obtained in this manner, defines a computed capillary pressure curve. Figure 32 schematically
illustrates the idea.

Note that the key operation in this procedure is the determination of relative volume. Its imple-
mentation into an algorithm and computer code can be done independent of capillary pressure, in
dimensionless units. The respective capillary pressure is dimensionless, but can be converted into
physical units using the image resolution (voxel size) and the coefficient of surface tension. MIS
calculations can model different fluid displacement scenarios an a quasi-static manner where the
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FiGURE 32. A schematic 2D illustration of the method of maximal inscribed spheres:
The area swept by inscribed spheres of a give radius determines the part of the pore
spcae occupied by the nonwetting fluid. The radius decreases at increasing capillary
pressure. The picture in Exhibit A corresponds to a capillary pressure lower than
that in exhibit B.

process is presented as a sequence of equilibrium configurations. For example, drainage displace-
ment can be modeled by accounting only for the nonwetting phase saturation connected to the
boundaries. Drainage displacement can be modeled with an invasion percolation algorithm involv-
ing cluster search methods [59]. Ordinary percolation is more suitable for modeling a two-phase
fluid distribution resulting from either from gas exsolution or liquid dropout, where the presence of
fluid phases is the consequence of local thermodynamic equilibrium rather than fluid displacement
by flow.

To handle binary digital data, the spheres are discretized, see Figure 26. The shape of a small
radius sphere discretization only remotely resembles an ideal round sphere. Fluid distribution at
high capillary pressure is likely to be affected by microporosity, which is frequently beyond the
resolution of imaging tools. Thus, the capillary pressure predictions for low wetting fluid saturation
are less reliable than for medium and high saturations. In addition, the MIS-calculated fluid-
fluid interface can be only considered as an first-order approximation to the complex geometry
of real interfaces. Nevertheless, analysis of the pore geometry of a FIB/SEM scanned sample
of chalk produced results, which are in good agreement with experimental data [70]. Moreover,
MIS-calculated fluid distribution can mimic fluid distribution obtained by micro CT imaging [65].
Figure 33 A shows fluid distribution in a CO5 flooding experiment imaged by Jonathan Ajo-Franklin
at the Advanced Light Source facility of LBNL. Figure 33 B shows fluid distribution predicted by
MIS calculations. The MIS calculations simulated drainage displacement with the direction of
flow aligned with the core orientation in the experiment. Although there is no rigorous one-to-
one correspondence between the experimental and computed fluid distributions, there is strong
similarities between exhibits A and B of Figure 33.

5.2. Accounting for mixed wettability. Wettability is the property of solid materials to contact
preferentially, one fluid relative to the other. Wettability is usually characterized by a contact angle
formed by fluid-fluid interface relative to the solid boundary. Contact angle is determined by the
material properties of the fluids and solid if observed on an ideally smooth surface in contact with
a sufficiently large droplet of the nonwetting phase. An ideal smooth surface is almost impossible
in most reservoir rocks. Thus, at a given temperature and pressure, the solid surface roughness
also can have an impact on the effective contact angle [1, 2]. To model capillary equilibrium fluid
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FIGURE 33. Gray-scale micro CT image (A) and MIS calculated two-phase fluid
distribution in a 2 x 2 x 2 mm? sample of sandstone. The 4.5 ym resolution CT data
were acquired by Jonathan Ajo-Franklin at the Advanced Light Source facility of
LBNL.

distribution for a non-zero contact angle, the MIS procedure needs a modification, which is described
in this section.

Let us assume a contact angle 6, 0 < 0 < 7/2. Figure 34 illustrates the idea of the modified
MIS method. First, for a given radius R, all inscribed spheres are determined in the same was as
described above for a zero contact angle. Then, each inscribed sphere is expanded by a factor of
(cos@)~!, and the nonwetting fluid saturation is evaluated based on these extended spheres. Each
extended shpere it tested on connectivity: only the part of the volume that is connected to the
original center is accounted for in evaluation of the saturation.

Both, the heterogeneous mineralogy, and the roughness of pore walls, practically prohibit a one-
hundred percent proof rigorous evaluation of the contact angle in natural rocks. Thus, the proposed
modification of MIS calculation is a compromise between complexity and computational feasibility.
It is a reasonable first approximation only. Level sets method (see [34, 49]) are likely to more
accurately describe the local fluid-fluid interfaces of constant mean curvature, but may be too
demanding computationally for handling large data sets. MIS calculations can process gigabytes of
data on a desktop-size personal computer.

In the literature, the impact of wettability on the capillary pressure curve is usually modeled
by an additional factor of cosé in front of the Leverett’s J-function [41]. The plots in Figure 35
show dimensionless capillary pressures evaluated with the described procedure against dimensionless
capillary pressures evaluated for a zero contact angle and multiplied by a factor of cos @ for 6 = 45°.
The straight lines correspond to ideal correlation 1. The plots show that the correlation is good for
low capillary pressures, and deteriorates as the capillary pressure goes up. The deviation patterns
are different for drainage (only connected nonwetting phase, Figure 35 A) and imbibition (both
connected and dispersed nonwetting phase, Figure 35 B) capillary pressure curves.

5.3. Evaluation of the relative permeability curves. In two- or multi-phase flow in natural
rocks or other porous materials, the flow is described by the generalized Darcy’s law. The foundation
of the theory of multi-phase flow in porous media have been developed by Muskat and Meres [45]
and Leverett [40]. Consider, for example, simultaneous flow of water and oil. Since each fluid
occupies only a part of the pore space, the permeability to this fluid is different from the absolute
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F1GURE 34. Modeling non-zero contact angle: connectivity needs to be checked after
stretching an inscribed sphere by a factor of cosf~!. If detected, the disconnected
part are removed from the evaluation of saturation.
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FiGURE 35. Examples of cos@ correlation and numerically evaluated capillary pres-
sure. Both, for drainage (A) and imbibition (B) the correlation deviates from 1 at
higher capillary pressures.

permeability of the rock. A dimensionless relative permeability is a correction factor, so that the
Darcy’s law for each fluid has the form:

kok kok
vPo; Uy = — pr (132)
[ [

U = —

The relative volume of the pore space occupied by each fluid is its saturation. According to the
classical theory, both relative permeability factors, k, and k,, are functions of fluid saturation.
Since the sum of both saturations is identically one, water saturations, 5,,, completely characterizes
the volumetric fluid distribution. Thus, one can write

ko = ko(S), k= ku(S) (133)

where S = S,,.

One of the main assumptions of the classical theory of multi-phase flow in porous media is
local equilibrium of the fluid distribution. Saturation is only one of the parameters describing this
equilibrium. The geometry of the fluid-fluid interfaces are characterized by the capillary pressure,
the flow rate, and the history of fluid displacement [8, 48].
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FIGURE 36. An example of computed relative permeability curves

In this work, we assume that local equilibrium is entirely defined by the capillary pressure. In
such a case, the distribution of the fluids in the pore space can be estimated using the method
of maximal inscribed spheres described above. MIS calculations produce a number of capillary-
equilibrium fluid distributions. Each such distribution is defined by the lists of voxels occupied by
the wetting and nonwetting fluid phases. At each saturation, all voxels occupied by one fluid can
be considered as a stand-alone pore space. Thus, the permeability of this system of voxels scaled by
the absolute permeability of the entire pore space is an approximation to the relative permeability
factor.

The following procedure is proposed to evaluate the relative permeability curves numerically.

(1) Estimate the absolute permeability of the pore space;

(2) For a number of capillary pressures, calculate fluid distribution using MIS algorithm and
evaluate the respective saturations;

(3) For each fluid distribution, evaluate the permeability to each fluid;

(4) Express the relative permeability as a function of saturation.

Figure 36 shows one example of calculations for a computer-generated sample. Figure 37 shows
plots of numerical results for CT images of sandstone show and a number of experimental points
obtained in coreflood laboratory experiments. The images of the rock pore space used in the
computations have been acquired not from the same samples. So, the comparison can be only
qualitative. One can see that the computed relative permeability curves, which are solid curves
with various markers on the plots, are in the same range as the experimental points. The variability
of the computed relative permeabilities is similar to that of the data. The partitioning of the 3D
image into layers was done differently for different computed curves. The outlier pair of relative
permeability curves marked with squares has been obtained from a smaller fragment of the image
than the other curves.

6. EVALUATION OF THE PERMEABILITY TENSOR BY SUBSAMPLING

In this section, we assume that a large image is split into smaller fragments, and the permeability
tensor already has been evaluated on each fragment. We describe a procedure of upscaling of these
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F1curE 37. Computed relative permeability curves and laboratory data (circles).

partial results over the entire image. That is the permeability of the whole image is estimated using
the permeability tensors of the fragments. The partition of the entire image into fragments should
be done in such a way that the geometry of the pore space is simple enough. At the same time,
each fragment has to be representative in order to make the computations sensible.

The usefulness of doing computations by parts can be illustrated by the following simple calcu-
lation. If the computational complexity, that is, the number of operations, is proportional to the
size of the image raised to a power xy > 1, then the total number of operations on all parts is

N, X 1
No al =— N, arts Hnage) - Ni>1<na e nrx—1 134
ot = N ( 25 T (134

The first factor on the right-hand side does not depend on the partition, whereas the second de-
creases as the partition is refined.

Our next objective is to obtain numerically a solution to a steady-state flow problem. According
to Darcy’s law, the Darcy velocity is a linear function of the pressure gradient:

K
u=——Vp (135)
14
Combining Equation (135) with incompressibility condition
V-u=0 (136)
we obtain a Laplace equation for the pressures
K
\Y <—Vp) =0 (137)
1

where p is the fluid viscosity. The Dirichlet boundary conditions are formulated in a way, similar to
the one used above. For three pressure gradients, Equations (99), we impose p = py, and p = pout
condition at the inlet and outlet faces, which are orthogonal to the pressure gradient, and linearly
interpolate between p;, and pyy; on all other boundaries.
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The solution to this boundary-value problem for each Vp yields a mean Darcy velocity, Eq. (135).
Multiplication of this velocity by p produces the respective column of the upscaled permeability
tensor. The absolute permeability of the rock does not depend on the viscosity of fluid. Thus, to
simplify the computations, one can put p = 1, regardless of the units used in computations.

Since a numerical scheme of solving Darcy flow equations should handle full permeability tensors
associated with the grid cells, standard finite difference schemes do not apply straightforwardly.
Here, we develop a procedure based on the support-operators method [25, 58]. In general, the
discretization of the flux by support-operators method is a function of the entire grid. However, even
for anisotropic permeability, the equations of support-operators method can be resolved explicitly
on a rectangular grid. Consequently, in the case under consideration, the flux operator is local, that
significantly simplifies the computations.

6.1. Discretization of the Darcy’s law. The next step is to discretize the right-hand side of
Equation (135) taking into account the fact that the tensor on the right-hand side is full. Again,
we put u = 1 for the sake of simplicity.

First, consider a grid block, which is inside the domain. The objective is to find a discretized
version of the normal component of the Darcy velocity defined by equation (135) evaluated in the
centers of grid cell boundaries.

To make the scheme conservative, the flux operator discretization is linked to the discretization
of the divergence by the Green—Gauss—Ostrogradskii theorem [68]. According to this theorem, for
an arbitrary simply-connected domain €2, the gradient of a scalar field p and the divergence of a
vector field v satisfy the integral relationship

/V-VpdV—l—/pV~vdV: pv - dS (138)
Q Q Oq

Here dV and dS are volume and surface elements, where the latter is oriented by the outward unit
normal.
First, we rewrite Equation (138) in an equivalent form:

/K_IV-KVpdV-i-/pV-VdV— pv - dS (139)
Q Q 9a
The last equation is valid for any non-degenerate symmetric tensor K. For a non-symmetric tensor,
the K~! on the left-hand side must be replaced with the transpose tensor. The next step is to
discretize the relationship in the last equation for the volume marked by bold lines in Figure 38.
The second integral on the left-hand side vanishes just because the vector field is constant. To
account for the heterogeneity of the permeability, the term K ~'v in the first integral on the left-
hand side of Equation (139), which must be evaluated at the interface between the grid cells located
is inside the volume shown in Figure 38, is approximated with

(K7v)

~ -1 1
i+1/24k 9 (Ki,j,k + Ki+1,j,k) v (140)

First, choose a constant velocity field

Ve = (17 0, O)T (141)
which is aligned with the shift of the volume relative to the grid. To come up with a discretized
version of the last equation, we replace the integrals with cubature and quadrature formulae. Note,
that v, - dS is non-zero only for two faces of the volume. The centers of these faces are in the
centers of the grid cells with indices (i, 7, k) and (i + 1, j, k). Thus, the integral on the right-hand
of Equation (139) can be approximated by

/ PV - dS = (Diy1 ik — Dijk)h (142)
129}
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FiGURE 38. A shifted grid cell for approximation of the normal component of the
Darcy velocity. The regular grid cells are shown as thin lines, whereas the grid cell
shown with bold lines is centered in the center of one of the faces of the regular grid
cells.

where h is the length of the edge of the cubic grid cells. Thus,

1, _ 1
9 (Ki,j%k + Ki+11,j,lc) Vx* (KVP)Hl/z,j,k ~ E(pi+1,j,k - pi,j,k) (143)
By applying an analog of the trapezoidal rule of numerical integration and approximation
Dijk T+ Dij+1, Dijk + Dij,
Dij+1/2k = % + O(h?), Dijk+1/2 = % + O(h?) (144)

one obtains two more approximations of the the integral on the right-hand of Equation (139):

1 1
/ pv, - dS ~ Z(pi+1,j+1,k + Dijt1k) — Z(pi—i-l,j—l,k: +pi7j—1,k):| h? (145)
129}

for v, = (0,1,0)”, and

/ pv, - dS ~
Oa

for v, = (0,0,1)T. Thus, Equation (143) is complemented by two more equations

1 i+1,5 i j itlj— b=
(Kbt K ) Ve - (K)o ~ (p +1,g+1,k4+p J+Lk  Pitl 1,k4+p . 1,k> (147)

1 1
Zl(pi+1,j,k+1 + Pijt1) — Z(piﬂ,j,kq + pi,j,kl):| h? (146)

" h

_ _ 1 p’i+17‘7k+1 —‘—pZ, k41 pi-‘,—l,',k—l +pl, i k—1
(Ko Kt gn) Voo (VD)5 50 h ( : 4 I 4 : (148)

= N
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Since the vectors vy, vy, and v,, compose an identity tensor, one finally obtains

DPi+14k — Pijk

11, 4 . M Pivigeik FPijiik Pivig-ik + Pij-1k
(KVD)ii1sajn & 7 {5 (Ki,j,kz + Ki—i—LJ}k)} 4 4 (149)
Pitljk+l T Pightl  Pitljk—1 T Pijk—1
4 4

Finally, only the normal component of the Darcy velocity enters the mass balance equation, so

DPi+1,5,k — Pijk

- L)y, 1 N | Pk + Pigeik _ Pit1j-1k T Pij-1k
(KVD)ii1ja 0 & 7 { {5 (Ki, T Kz’+1,j,k)] ' 4 4
Pit1jk+1 T Pigkr1  Pitljk—1 + Pijk—1
4
(150)

Where the superscript * denotes the first column of the matrix. On the right-hand side, it merely
reduces to the top row of the tensor in the square brackets. Similar expressions can be obtained for
the other two components of the flux operator:

Pi+lj+1k T Pit1j+1k  Pi-1jk T Di-1k

. . 1Y 4 4
(Kvp)zﬂl/z,k ~ o { [5 (Kﬁlk + szl-l—lk)} } ’ Pijk = Pij+1k
Pij+1k+1 T Pijkt1  Pij+1k—1 1 Pijk—1
4 4
(151)
Pit1jh+1 + Pit1jk  Pimljht+1 + Picljk
11 - 4 4
(KVP)ijherse = 7 { {5 (Ko + Ki}%m)] } : pi,j+1,k+14+ Pij+ik _ Pi,jl,k+14+ Pij—1k

Dijk+1 — Pijk
(152)
The superscripts ¥ and # denote the second and third columns of the tensor.

If the permeability tensors K; ;, and K ,x are just scalar factors, then Equation (150) reduces
to the harmonic mean approximation conventionally used by numerical modelers [53]. Indeed, a
scalar tensor is the product of a scalar factor and an identity tensor. Thus, the second and the
third elements of the top row of the permeability tensor on the right-hand side of Equation (150)
are equal to zero. Thus, one obtains

1 /1 | T Divigk — Diga
woor (L[ 1 Pi+1.jk — Pijk 153
(KVD)it1 05k {2 (Ki,j,k+Ki+17jvk):| h Y

6.2. Discretization of Laplace operator. Laplace operator V*p = V- (K Vp) is a superposition

of the divergence and Darcy flux. A discretization of the latter has been described in the previous
section. The divergence of a vector field v can be approximated in the following way:

1

Vo~
\Viskl Jov,

v-ndo (154)

Here |Vjx| = d® is the volume of the cell V;;; centered at (i, j, k), and n do is its surface element with
unit outer normal n. To numerically evaluate the integral on the right-hand side of Equation (154),
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one can apply a cubature formula with equal weights. Thus,

Vicijogk — Vie1/2,5k v?;:j+1/2,k - Vz'y,j—1/2,k Viikti2 = Vijk—1/2
+ +
h h h
The components v*, v¥, and v* are scalar products of the vector field v with respective unit normal
vectors. One can demonstrated that at the cell center Equation (155) approximates the divergence
of smooth vector field v to the second-order accuracy.
Combining Equations (150) and (155), one obtains

(KVP>f+1/2,j,k - (KVp)ffl/Q,j,k
h

(KVp)?,jH/zk - (KVp)zjfl/Q,k (KvP)j,j,kJrlﬂ o

h i h

A substitution of expressions (150) yields

V.va (155)

V- (KVp)~

KVp); ;-
( ),j,k 1/2 (156)

Dit1jk = Pijk

1\ 7
Pit1j+1k T Piji1k  DPitlj-1.k T Pij—1k
V- (KVp) i+1,j k)] } ' 4 N 4

1 (1,
~ 2 { {5 (Ko +
Pit1ljkt1l T Digkl  Pitljk—1 T Dijk-1

4 4
Dijk — Pi—1,4,k

R
_1 Pij+1k T Pim1j+1k  Pig-1k T Pi-1j-1k
] k) ) 4 4

Pijh+l tPi-1jk+1  Pijk—1 T Pi-1jk-1

1 1, .
+ h2 { {5 (Ki,j,k +

K}

1) Y
z,j+1,k)} } )

4

4

Pit1j+1,k T Pit1jk  Pi-1j+1,k T Di-14k

4

Pij+1,k — Pijk

4

Dijt1k+1 T Pigk+1  Dig+ik—1 T Dijk—1

I
{ {5 (Ki,jl—l,k +

{l

(K %+

1\ Y
1) *#
Ki,j,k+1):| } ’

-1

4 4
Pi+lgk T Piv1j-1k  Pi-1jk T Pi-1j-1k
4 4

pimjvk - pZ,]—l,k

Dijk+1 T Pij—1k+1  Pighk—1 T Dij-1k-1

4

4

Pitlgk+l T Pit1jk  Pimljkt1 T Pi-1jk

4

4

Dij+1k+1 T Pij+1k  DPij—1k+1 T Dij—1k

4

Pijk+1 = Pijik

4

DPit14k T Pit1,jk-1  DPi-14k T Pi—1jk—1

1\ *? 4 4
— % { [1 (ng{k_l 4 lek)] } | Pigrik T Pijrik-1 Pij-1k T Dij-1k-1
2 4 4

Pijk — Pijk—1

(157)
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Equivalently, one can write:
V - (KVp) = Do oopijk+ D-1,-10Di-1j-16 + D_10-1Pi-1,jk—1 + Do—1,-1Di j—1 k-1
+ D_11,0Pi-1j+1,k + D_1,01Pi-1,jk+1 + Do —1,1Pi j—1,k+1
+ D1 —1,0Pit1,j-1,k T D1,0-1Pi+1,5k—1 + Do, —1Pi j+1,k—1 (158)
+ D11,0Pit1,j41,k + D1,01Pit1,jk+1 + Do 1Dij+1,541
+ D_10,0pi-1,jk + Do,—1,0Pij-1,k + Do,0,~1Pi,j k-1
+ D1,0,0Pi+1,5k + Do1,0Pij+1.6 + Doo1Pijk+1

Equation (150) yields the following expressions for the coefficients D:

1 (11, I . e
Dooo h2 { 5 (Ki,jl,k + Kz—i-ll]k) + 5 (K ;1k + Ki—ll,j,k)] }

1 (11 TN, N
+t239 13 (K e+ Kijfan)| + 3 (Ko + Kojun)

11 [T
+ 2|2 (K ik TG, k+1) + 2 (Ki’j’k * Ki’j’kil)

T

1 (1 ™17 1 (1 -’
—1 —1
—@{ 5 (Ko + Kijie) } +@{ §(Ki,j—1k+K,y,k)} }
L - 1 - 1
1 (11 ™ 1 ([, R
e { 3 (szk + K er1) } + 2 { 5 (Ki,j,kq + Ki,j,k)}
L - 1 - 1
1 [1 1 1 1 1 1 e
Do—10=~ 15 5 (K e+ K ) + e §(Kwk+Kz+uk)
L B 2 - 2
1 (1 -’
~1 —1
+ e { {5 (Ki,j—l,k + Ki,j,k)} }
2
LIy, PN o1 -1 N )
2 { 3 (K + Ko } e { B (K + K )
L - 2 - - 2
111, ., N N N
w-1="77319 |3 (Ki—l,j,k + K,],k) } + 2 { 5 (K + K5 k)
L E 3 - - 3
— o Y — -1} Y
1 1, . - ! 1 1 .
— 2\ |3 Bk + Kigia) }+@{§(Ky et Kig) }
L - 3 - - 3

L, ]
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3
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7. COMPUTER MODELS OF SAND AND TIGHT SAND

Alternatively to imaging, digital data can be generated in a computer. The advantage of this
approach is that the data can be digitized at an arbitrary high resolution. This approach is much
less time consuming than any imaging technique. Generating data in computer does not require
expensive tools. Segmentation of tomography data always involves uncertainty, the best segmen-
tation algorithm simply does not yet exist [32, 56]. Computer-generated images discussed in this
section are binary by their nature, so the segmentation process is straightforward. At the same time,
working with computer-generated data introduces the risk of loosening the contact with reality, so
one has proceed with caution.

7.1. Modeling granular media. The procedure proposed here relies on three main components.
First, the coordinates of future grain centers have to be generated. We utilize the centers of a
pack of spherical grains computed by simulation of compaction [31]. Second, the initial grain
structures are generated by Voronoi tesselation [3, 74]. A number of tesselation algorithms are
known. This study used the open-source package Quickhull [6]. The output of this algorithm can
be interpreted as a zero-porosity pack of angular grains, where each grain is a convex body described
by a number of linear inequalities. On the last step, the grains are shrunk and rotated to develop
porosity. Additionally, some grains can be generated besides tesselation and inserted into the pores
for modeling microporosity. A fracture can be modeled by parting grains along a plane.

Figure 39 shows an example of granular structure generated by the algorithm described above, and
micro CT data of Bentheimer sandstone. The dark areas in the microtomography data correspond
to the exposures of pores. In the computer-generated medium, the pores are transparent. The
computed sample is visually similar to Bentheimer. The porosity of computer-generated sample
is 22 %, whereas the sandstone sample porosity is estimated at 20 %. Ineterstingly, even though
the resolution of the “virtual rock” image is almost twice coarser than that of the sandstone, the
dimensionless capillary pressure curves are close to each other, see Figure 40. The curves were
computed using the method of Maximal Inscribed Spheres [59, 65, 70] for two contact angles: 0°
and 45°.

The pores in tight-sand samples are partially filled with clay, which creates microporosity [63, 64].
The SEM images in Figure 41 show various types of clay at grain surfaces. Microporosity associated
with these clay structures affects flow properties of the rock and has to be incorporated into the
idealized model of the rock described above. To model microporosity, we generate clusters of grains
of special form that mimic clay structures. Figure 42 shows two examples of computer-generated
structures mimicking clay fillings shown in Figure 41. The structure in exhibit (a) was generated by
translation and rotation of two hexagonal plates. To generate structure (b), the plates were rotated
in space by random angles.
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FicUure 39. Digitized computer-generated porous structure, on the left, and gray-
scale micro CT data for a sample of Bentheimer sandstone with voxel size 4.42 um,
on the right.
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F1GURE 40. Dimensionless capillary pressure evaluated from images of computer-
generated and natural rock samples for two different contact angles (CA).

7.2. Modeling tight rock with slit-like pores. Micro CT images of some samples show very
narrow slit-like pores. Due to limitations of the imaging tools, the image resolution is insufficient
for generating binary data suitable for numerical simulations [64, Figure 10]. Computer-generated
structures shown in Figure 43 was obtained using the procedure described above with small random
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Clay plates

L x4.0k 20 um L x4.0k 20 um
(a) (b)

FiGure 41. SEM 4000x magnification images show different types of clay plates
contribute to the microporosity of the sample: kaolinite (a) and montmorillonite (b).

() (b)

FIGURE 42. Computer-generated structures to mimic pore fillings by clay, c¢f Figure 41.

rotations and only slight shrinking of the grains. The same medium can model a fractured rock
with low-permeability blocks and connected network of fractures.

The images were digitized at two resolutions producing two data sets: 250 x 250 x 250 and
500 x 500 x 500 voxels. Figure 44 shows drainage capillary pressure curves evaluated for two
contact angles for both resolutions by the method of maximal inscribed spheres. The curves are
dimensionless. They data can be easily transformed into physically meaningful units by applying
scaling factor accounting for the interfacial tension and voxel size. For instance, for a surface tension
coefficient of 0.07 N/m and voxel size 0.1 um, a multiplication of the dimensionless pressures by
700 will produce capillary pressure in kPa.

Figure 45 show relative permeability curves evaluated for the medium shown in Figure 43. For
mixed-wet environment, simulations produce relative permeability curve resembling straight lines.
The intersection of the curves for mixed-wet environment is around a common relative permeability
value of 0.1, which is almost twice higher than the respective value for the wet environment. A
distinctive feature of the plots in Figure 45 is that the drainage and imbibition curves almost
coincide. The above-zero intersection of the plots in Figure 45 makes them different from the
computed relative permeability curves reported in [64]. The latter means that the permeability jail
phenomenon [15, 57| is pertinent to matrix porosity and is less likely to occur in fractures.
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F1GURE 43. Computer-generated structure with slit-like narrow pores

7.3. Numerical evaluation of permeability with slippage. Figure 46 shows results of flow
simulation with slippage boundary conditions, as described in Section 4.2. The input data were
computer-generated samples: a sample mimicking sandstone with crack, a sample modeling sand-
stone matrix, and a sample with slit-like pores, or fractures. The results show that the dependence
of the permeability on slippage factor is qualitatively similar in all situations. The sample with
crack, though shows slow permeability increment. The distinctive feature of this sample relative to
the other two is permeability contrast: fracture carries most of fluid flow. Unlike flow in simple-
geometry channels, where the correlation between the flux and slippage is linear (see Equations (24)
and (28)), the computations predict nonlinear dependence of the permeability on slippage.

The slippage coefficient G is defined in Equation (17). It has the dimensionality of length.
An accurate evaluation of this coefficient in specific physical conditions needs further study. The
developed algorithms are ready to accommodate the specific value of G as input parameter.

8. SUMMARY AND CONCLUSIONS

This study focuses on a number of computer-assisted methods of evaluating rock flow properties.
The approaches discussed here are based on direct analysis of the 3D data, without resorting to
simplified representation of the pore space as a network of channels. The input data can be a
segmented 3D computed-tomography image, or computer-generated digital data mimicking natural
rock. The permeability can be estimated by averaging local flow velocities of viscous flow at zero
Reynolds number. The developed tools allow for flow simulations with no-slip or slippage boundary
conditions. Codes and algorithms for numerical evaluation of permeability were a big part of this
study. The advantage of the method of finite differences relative to alternative approaches is its
rigorous handling of boundary conditions. This circumstance was the principal reason of employing
this method in the present study. The objective of presenting equations in full detail was to
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FIGURE 44. Dimensionless capillary pressure curves computed for different resolu-
tions and two contact angles
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FIGURE 45. Relative permeability curves evaluated for media with slit-like pores
evaluated for zero, (a), and 60°, (b), contact angles.

provide computational formulas ready for incorporation into computer codes. Numerical examples
demonstrate feasibility and functionality of such codes implemented in C++.
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FIGURE 46. Estimated permeability versus slippage coeffcient. The permeability is
normalized with no-slip flow.

Employment of a matrix preconditioner makes the linear solver more robust and efficient, but
complicates massive parallelization of the computations. Thus, evaluation of permeability on a
large data set is a very demanding task. As a workaround of this limitation, a large data set can
be partitioned into subsamples of relatively small size. On each part, the permeability tensor is
evaluated by solving a reasonably small boundary-value problem for Stokes equations. This part
of the procedure is embarrassingly parallel since it consists of a number of mutually independent
tasks. However, it has to be complemented by an averaging algorithm computing the permeability
of the large data set. It is not uncommon that the permeability of each small subsample needs
to be characterized by a full tensor, rather than single coefficient. Thus, a discretization scheme
and algorithms have been developed to handle upscaling of full-tensor subsample permeabilities to
the permeability of the entire image. The input data of this upscaling procedure is a 3D grid of
blocks with individual permeability tensors. It turns out that an unbiased random distribution of
permeability tensor usually upscales to a scalar permeability. This, the small-sample anisotropy is
not necessarily a manifestation of physical anisotropy of the rock, but can be a consequence of the
scale only.

For two-phase flow simulations, the proposed method has to be combined with the maximal
inscribed spheres procedure. MIS calculations produce fluid distribution in capillary equilibrium.
Evaluation of the permeability of the portion of the pore space occupied by each fluid phase, and
scaling this estimate with the evaluated absolute permeability leads to computed relative permeabil-
ity curves. Additional connectivity analysis makes possible evaluation of relative permeability for
various fluid displacement scenarios. For example, fluid distribution based on ordinary percolation
algorithms does not account for the flow path of each phase and is more suitable for estimating rel-
ative permeability curves for liquid dropout or gas exsolution. The invasion-percolation algorithms
create nonwetting fluid distributions always connected to the sample boundaries, and is suitable
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for simulating drainage. These two examples cannot cover the enormous variety of different fluid
displacement scenarios.

Computer models of natural rock were used to mimic natural rocks for which extraction of binary
digital data from microtomography images was difficult due to the resolution limitations of imaging
tools. In this study, the focus was on sandstone with slit-like pores. The model mimicking rock
geometry employs QuickHull algorithm and uses the centers of spheres computed by a depositional
model as input data. The good agreement between capillary pressure curves evaluated for computer-
generated and micro CT data at different contact angles confirmed the validity of the approach.
Evaluation of relative permeability curves for a computer-generated structure with slit-like pores
showed that the phase permeability curves intersect at a nonzero value of permeability. It means
that at least one fluid phase remains mobile in the entire range of saturation. It is known that in
tight sands it may be not true due to the permeability jail effect.

To summarize,this report has considered just a few digital rock tools and approaches to studying
flow phenomena in tight rocks. Future development will lead to a more comprehensive understanding
of tight rocks that will help to produce unconventional energy reserves more efficiently and in
environmentally safe manner.
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