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Abstract

Simulations of Complex Synergies in bcc-Fe under Multi-Ion Irradiation Using
Stochastic Cluster Dynamics

by

Tuan Luong Hoang

Doctor of Philosophy in Engineering - Nuclear Engineering

University of California, Berkeley

Professor Peter Hosemann, Chair

Professor Daryl C. Chrzan, Co-Chair

The objective of the reported study is to develop the much-needed computational bridge
for connecting the accelerated irradiation tests to the expected material performance in
the future fission/fusion reactors. This new computational model serves as an alterna-
tive to traditional mean-field ODE-based reaction rate theory (RT) models which come
with intrinsic disadvantages that cause simulations of complex microstructure evolution
under multi-ion irradiation conditions to become prohibitively expensive to handle. Our
stochastic cluster dynamics (SCD) model enables efficient simulation of complex damage
accumulation in materials irradiated to practical damage doses with reasonable comput-
ing time and resources. SCD obviates the need to solve the exceedingly large sets of
ODEs and relies instead on the sparse stochastic sampling from the underlying kinetic
Master Equation (ME). We then apply the SCD model to simulate multi-ion irradiation
experiments of Fe3+, He+ and H+ on bcc-Fe and provide explanation to the synergis-
tic effects observed in the triple-beam experiments carried out at the Japanese Takasaki
Ion Accelerator for Advanced Radiation Application (TIARA) facility. We also propose
the employment of pulsed single/dual-beam irradiations as possible alternatives to steady
triple-beam irradiation for investigation of materials used for nuclear applications.
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Chapter 1

Introduction

1.1 Concerns on simulation of materials used for nu-
clear applications

The Catch-22 in the design of Advanced Nuclear Energy Systems (ANES) is that they
must be built with materials whose performance over long periods of time can be fully as-
sessed only after the reactor is built and operated over those periods. The unknown limits
of material performance constrain the parameter space and introduce perhaps unneces-
sary conservatism into the design. To break this circular dependence, materials R&D for
ANES can and should employ accelerated material testing and not rely exclusively on re-
actor over-design and periodic surveillance. Multi-ion beam irradiation facilities in Japan,
Europe and the US combine several ion accelerators to generate high particle fluxes to
impart the same total damage in a matter of days as the material would receive over its
entire work life in a nuclear reactor [13]. What remains unclear is whether the material
degradation (or lack of thereof) observed over six hours of an accelerated violent irradia-
tion test can be used to predict the behavior of the same material over the much longer
nuclear reactor exposures. The utility of ion-accelerator facilities for irradiation testing
rests upon the premise that materials theory and numerical simulations can provide a
reliable connection between accelerated tests and material nuclear performance limits.

For simulations to serve in this important role, two conditions must be in place: (1)
the material models must be accurate and (2) the simulations should be able to extend
to the time scales of accelerated irradiation tests (⇠ 10

4 s) and the expected material
working life in the reactor (⇠ 10

8 s). As always, these two requirements of accuracy and
computational efficiency are difficult to meet simultaneously – accuracy is often traded for
efficiency. In the wide spectrum of existing theoretical approaches to irradiation damage
kinetics, the Rate Theory (RT) has been the workhorse method for material simulations
integrated in the reactor design practice for over 40 years. As is well known, RT achieves
its unparalleled efficiency at a cost of drastic simplifications in the description of spatial
distributions of defects (none) and treatment of defect sinks. The last 7-10 years have
witnessed several breakthrough developments in computational materials sciences that
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are particularly relevant for simulations of irradiated materials and can be brought to
improve accuracy of the Rate Theory method. The two key advances are: (1) direct
Dislocation Dynamics simulations of crystal strength and (2) Monte Carlo simulations of
reaction-diffusion processes with full spatial resolution (beyond mean-field). The push is
to replace the commonplace use of RT with its crude assumptions with a new generation of
simulation methods of much higher fidelity (smaller uncertainty) and fewer assumptions.
The work reported in this dissertation is an integral component of these on-going efforts.

Our ultimate goal is to obtain accurate and efficient prediction of material degrada-
tion on the reactor timescales benchmarked by accelerated irradiation tests. In order
to establish and maintain a close connection to on-going irradiation research at LLNL
that focuses on complex materials such as ODS steels, it is necessary to direct theoretical
development to the RT method that covers the same time scales as in the irradiation
tests. The specific technical challenges that we intend to overcome is the current inabil-
ity of the RT method to deal with complex defect populations, such as multi-component
particle-reinforced ferritic steels.

We develop a novel stochastic implementation of RT, to be referenced hereafter as
Stochastic Cluster Dynamics (SCD) that overcomes a well-known limitation of the stan-
dard RT method in simulations of complex materials. Specifically, the major bottleneck
in the standard RT method is that simulations of realistically complex materials require
solving exceedingly large sets of ordinary differential equations for the different compo-
nents of the defect cluster populations. Consequently, the RT simulations are presently
limited to relatively simple materials in which defect populations can have no more than
two size attributes. This limitation can be overcome by re-casting the Rate Theory into
a discrete stochastic framework that operates with integer-valued defect populations in a
finite material volume, rather than with fractional defect concentrations in an infinite ma-
terial. The advantage of using the discrete population is that computational complexity
of RT simulations is no longer defined by the complexity of defect species (clusters) but by
the selected simulation volume. This very idea has been put forward by Dan Gillespie in
1976 [1] and has since gained wide acceptance in the bio-chemistry and cell biology fields
[2, 3, 4]. Remarkably, this idea has been completely overlooked by the nuclear engineering
community, and here we propose to remedy this unfortunate oversight.

1.2 The physics of radiation damages
Materials used in extremely hostile environments such as inside nuclear fission/fusion
reactors are subject to high radiation fluxes. As a result, an extremely large number of
non-equilibrium point defects are produced due to the collisions of the energetic incident
particles with lattice atoms in the solids. Upon collisions, lattice atoms will be displaced
from their original positions if the energies gained from these collisions are larger than the
energies binding them to their lattice sites, namely the displacement threshold energies.
We call those atoms that situate between perfect lattice sites interstitial atoms, and if
these interstitial atoms are of the same nature with atoms of the matrix lattice, they
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Figure 1.1: Simple version of a displacement spike caused by neutron bombardment on a
material lattice [5].

are termed self interstitial atoms (SIAs). On the other hand, the empty spaces left
behind by the displaced atoms are called vacancies. The combination of an interstitial
and a vacancy is termed a Frenkel pair. The fate of these defects depends on various
reactions that occur following production of the displacement cascades/sub-cascades such
as annihilation, recombination, clustering or trapping of vacancies, interstitials and/or
their clusters at microstructural features prior to long-range diffusion.

Fig. 1.1 shows a simple version of a thermal spike generated by the collisions of an
initial incident particle with a matrix lattice. Such thermal spike normally lasts several
ps, and the hot disordered core initially has some liquid-like characteristics. During
this phase, most of the defects immediately (about less than 1 ps) annihilate after the
formation of the collision cascades/sub-cascades, but strong disorder can stay for longer
time (several ps). This process can be viewed as a short-term local melting of the matrix
lattice followed by the rapid quenching of the liquid phase to form a damaged solid
structure in the bombardment affected regions. During this final stage, the atoms that
cannot regain their lattice sites become interstitial atoms at the periphery of the core,
together with the vacancies produced when the core crystalizes while some atoms are
mobile enough to depart from the depleted zone through thermally activated diffusion
processes. The accumulation of mobile vacancies and vacancy-clusters consequently forms
immobile cavities in the materials. This process directly competes with the migration of
mobile vacancies to other defect sinks such as dislocations or grain boundaries which is
dominant right after the formation of the radiation damage cascades [6]. The diffusional
transport and evolution of defects and defect clusters will determine the effects of radiation
on material microstructures and mechanical properties such as changes in creep rate,
ductility, yield strength or fracture toughness. These changes significantly affect material
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serviceability and lifetime in nuclear applications, as consequences [7].
Inside fission and fusion reactors, the combined effect of neutron-generated atomic

displacements with He and H production from (n,↵) and (n, p) transmutation reactions
further degrades the mechanical and physical properties of the materials. Moreover, H
isotopes are reactants of the fusion reactions while He is created as products, thus the
effects on the structural materials due to these gas species are even more detrimental in
fusion reactors.

1.3 Sources and effects of He in materials
In water-moderated fission reactors, He atoms are produced from the transmutation
of 10B, which comprises 19.9% of natural boron dissolved in the reactor coolant, or
from the transmutation of nickel contained in reactor structural components through
the 58Ni(n, �) 59Ni(n,↵) two-step reaction sequence in amounts as low as a few parts per
million (appm), or from the deuterium-tritium (D-T) reactions in fusion reactors [8, 76].
He is insoluble thus has the tendency to be absorbed at vacancy clusters, voids or other
defect sinks, such as dislocations in the materials. In iron, He has been shown to have
the ability to nucleate and stabilize He bubbles (i.e. He-V clusters) by suppressing the
thermal vacancy emission and by promoting the thermal SIA emission, resulting in a
significant increase of the lifetime of the clusters. Simulation studies have pointed out
that He density, rather than the He-V cluster size determines the thermal emission rate
of vacancy, He or SIA from the cluster [9]. Terentyev et al. went further and calculated
the binding energies of vacancy and He atom to a VnHem cluster as follows:

E
b

(V) = 1.59 + 3.01log
⇣m

n

⌘

+ 2.70log2
⇣m

n

⌘

(1.1)

E
b

(He) = 2.20� 1.55log
⇣m

n

⌘

� 0.53log2
⇣m

n

⌘

(1.2)

which apparently depend only on the density of He contained in the bubble [10].
Simulations using semi-empirical potentials done by Ventelon et al. revealed different

interactions between He and SIA clusters, including a spontaneous SIA–substitutional He
recombination and replacement mechanism that ejects He into interstitial positions and
a strong interaction between He, in either interstitial or substitutional positions, with
SIA and SIA clusters and also with other He atoms. These interactions are governed by
elastic interactions between He atoms and SIA clusters. Ventelon’s study also shows the
relatively small interaction trapping radii of about 1 nm between interstitial He and SIA
clusters, the binding energies between them are quite high from 1.3 to 4.4 eV, depending
on cluster size and interaction geometry [11].

1.4 Sources and effects of H in materials
While He is relatively immobile and almost completely retained in the material, the
retention of H is strongly influenced by the irradiation temperature, implantation rate
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as well as the details of radiation-induced microstructures. H is also generated by the
transmutation reactions in fission reactors, primarily from the various isotopes of nickel,
especially 58Ni. Besides, H can also be introduced into steels by other environmental
processes such as corrosion, radiolytic decomposition of water, or direct injection from
proton recoil following collisions of neutrons with H atoms in the water [8, 76].

H also has low solubility and diffuses throughout the material; it is known to be
trapped at vacancy clusters, providing internal stabilization to these clusters. In most
metals, H is attracted to defects that have associated regions of reduced electron densities
and repelled where the electron densities are increased. The binding of H to SIA depends
on the lattice distortions around the interstitial, however the binding energy is not as
strong as that with a vacancy. H is quite mobile, e.g. at 300 °C, the average diffusion
distances in austenitic steel are about 1 mm per day, 4 mm per month and 15 mm per
year; for ferritic steels, these average distances increase by at least an order of magnitude.
Protons born from (n, p) reactions may have a wide spectrum of energies with maximum
energies of several MeV and maximum ranges of 6� 16 µm. As a result, the loss of H at
surfaces can be significant in some cases [8].

1.5 Synergistic effects developed in materials under multi-
ion irradiation

To examine the physical and mechanical changes of materials due to irradiation, they are
usually irradiated in nuclear reactors. However, this approach usually takes a very long
time due to the unavailability of neutron sources that can accelerate the aging process.
It is a traditional practice to define the irradiation dose in terms of “displacements per
atom”, or dpa. For example, an exposure to an irradiation dose of 50 dpa means that
on average each atom in the materials has been displaced from its lattice site 50 times.
In current operating nuclear reactors, the maximum dose for core internal structures
of is limited to several dpas while, in order to reach maximum burn-up, fuel-cladding
alloys must endure exposures that are significantly greater than 100 dpa. For some fast
reactor applications, the component materials may be subjected to an irradiation dose of
200� 250 dpa [13, 55]. Besides, the irradiated samples are highly radioactive and require
examination in hot cells. Since the material development normally takes several iterations
of irradiation, testing and modification before an optimum material may be qualified for
use in a reactor, this process can take up to several decades [55].

To overcome these adversities, charged particle irradiation has been widely employed
to accelerate the testing process of materials used in nuclear applications. This approach
has many advantages over neutron irradiation since it allows us to achieve higher damage
rates and shorten the irradiation time. Beside the exclusion of radioactivity concerns,
experimental conditions can be easily controlled in these ion-beam accelerators. How-
ever, charged particle irradiation in accelerated material testing facilities also comes with
disadvantages. The biggest drawback is that the materials may not be subjected to si-
multaneous implantation of different element types as in actual nuclear reactors thus the
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(A)

(B)

Figure 1.2: (A) Schematic configuration of the Japanese TIARA triple-ion beam facility.
(B) Synergistic effects on cavity number density, size and swelling, developed in 9Cr and
12Cr alloys irradiated under various multi-beam conditions [14].
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synergistic effects due to interactions between implanted species can be overlooked as a
result.

Currently, a few multi-ion facilities around the world has enabled the simultaneous
irradiation of materials by two or three different types of species [13]. Experimentally, it
has been shown that sequential implantation of heavy ions, H and He does not produce
conditions that are relevant to those observed in advanced nuclear energy systems. One
example, experiments carried out at the TIARA triple-ion facility in Japan show that
complex synergies are observed when Fe-Cr ferritic model alloys are irradiated with Fe3+,
He+ and H+ ions concurrently [14]. The swelling ratios measured in these alloys are signif-
icantly higher and noncumulative compared to those obtained from dual-ion experiments
of Fe3+ with either He+ and H+ ion-implantation as shown in Fig. 1.2. Since H is a
very chemically active element, even a very small amount of it can cause significant and
synergistic effects with existing He atoms and dpa damages. Therefore, theoretical and
experimental study of radiation damage evolution under multi-beam irradiation are both
scientifically and technically important.

1.6 Scope of the dissertation
The primary objective of this dissertation is to develop a new computational model to
investigate the evolution of complex radiation damage produced under multi-beam ir-
radiation conditions, relevant to those exist inside nuclear fission/fusion reactors and
accelerated material testing facilities. In Chapter 2, we introduce the stochastic cluster
dynamics (SCD) model and the underlying theory, and main features of the model are
also provided. In Chapter 3, computational enhancements to SCD model such as the
implementation of the dynamic reaction network update and expansion, the ⌧ -leaping
method or the volume rescaling method are described, these enhancements allow SCD
to handle radiation damage simulations that are otherwise prohibitively expensive when
using current simulation methods. An application of the model is presented, the accuracy
and the computational performance of the enhanced SCD model are examined. In Chap-
ter 4, we discuss the observations from simulations of simultaneous irradiation of Fe3+,
He+ and H+ ions in pure bcc-Fe using SCD models and propose hypothesis for the cause
of synergistic effects developed in Tanaka’s experiments. In Chapter 5, using SCD, we
investigate the feasibility of replacing triple-beam irradiation of Fe3+, He+ and H+ ions
by pulsed single/dual-beam irradiations in which, unlike the triple-beam irradiation case,
Fe3+, He+ and H+ ions are implanted in alternate pulses instead of simultaneously. This
study is motivated by the fact that there are very few triple-beam irradiation facilities
around the world available for nuclear material research while experiments carried out
using sequential irradiation often overlook the synergies developed due to the interaction
of transmutation gases and heavy ion damages. Through this study, we propose modi-
fication suggestions to the configurations of current dual-beam irradiation facilities that
can allow them to produce similar results to those from triple-beam irradiation facilities.
Chapter 6 concludes the present dissertation on computational modeling of complex ra-
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diation damage evolution under multi-beam irradiation using SCD models, and related
future research is briefly discussed.
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Chapter 2

A new model for simulation of complex

radiation damage evolution in materials

2.1 Limitations of current computational models
The production and accumulation of defects in materials subjected to irradiation is a
multiscale problem spanning multiple orders of magnitude in time and space. For the last
several decades, the rate theory (RT) method for solving coupled ordinary differential
equation (ODE) systems has been the workhorse for irradiation damage simulations [12],
mostly owing to its much greater computational efficiency compared to more detailed
methods such as molecular dynamics (MD) or kinetic Monte Carlo (kMC). RT involves
solving a set of coupled ODEs such as:

dC
⌫

dt
=

.

F
⌫

�
.

L
⌫

, (⌫ = 1, ..., N) (2.1)

where each equation describes the time evolution of the average concentration of a partic-
ular type (species) of defect cluster denoted by index ⌫. The terms on the right hand side
are the loss rate

.

L
⌫

of species ⌫ due to various kinetic processes, and the production rate
.

F
⌫

of species ⌫ due to irradiation and reactions involving defect cluster species other than
⌫. RT models achieve a high level of simulation efficiency at the cost of drastic simplifica-
tions in the underlying physical model, chief of which is the mean-field approximation that
neglects spatial correlations and finite volume fluctuations. Another significant reduction
in computational complexity is gained by limiting the number of species considered. In
practice, the number of admissible defect species (and ODEs in the system) is truncated to
achieve a satisfactory balance between accuracy and available computational resources.
Large defect clusters not explicitly included in the set are accounted for only approx-
imately (if at all) using a truncation model for the tail of the defect size distribution
[91, 92] 1. Once defined, the number of ODEs in the set must remain the same through

1
Existing truncation schemes are ad hoc and unlikely to correctly capture the statistic of extreme

values in the defect size distribution believed to be important for understanding material degradation
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the simulation. To allow simulations to realistically high irradiation doses, this number
may need to be as high as 10

6 even in the simplest materials, e.g. pure Fe. Furthermore,
the number of distinct ODEs that need to be included in the set grows exponentially with
increasing number of complex defect cluster types, e.g. simulations of VmHen complexes
of m vacancies and n He atoms requires (m ⇥ n) equations to be included. This is yet
another case of combinatorial explosion where the number of equations to be solved is
far too large for practical numerical simulations. Consequently, current RT models have
been limited to defect populations having no more than two and, in most cases, only one
size dimension. This need to allocate an ODE for every possible defect cluster type even
before the simulation starts is a serious limitation of the ODE-based RT method.

To overcome these limitations, Marian and Bulatov recently introduced the stochas-
tic cluster dynamics (SCD) model to model defect evolution in irradiated materials [15]
which will be briefly described in the following subsections for clarity. The SCD model
is based on the stochastic simulation algorithm (SSA) proposed originally by Gillespie
for simulations of chemical kinetics in well-stirred systems [1]. Whereas RT is formulated
in terms of average species concentrations that can take arbitrary fractional values, SSA
considers integer-valued species populations in a finite volume and interprets the ODEs
defining the RT model as a set of stochastic master equations (MEs). The so-defined
species population is then evolved stochastically, one reaction at a time, following a stan-
dard kMC algorithm. SSA method has been widely used in the chemical engineering
and biochemistry communities [2, 3, 4] but is still relatively unknown to computational
materials scientists. SCD achieves additional efficiency through the use of dynamic data
handling mechanisms where only defect clusters with non-zero populations are kept track
of throughout the simulation time. This is a major advantage over traditional RT in
which every admissible defect cluster must be allocated a variable and an equation that
persist through all stages of the ODE integration. Importantly, the computational com-
plexity of a SCD simulation is controlled by the value of the simulation volume and does
not depend on the complexity (number of size dimensions) of admissible defect cluster
types. Thus, SCD does not suffer from combinatorial explosion and can handle cluster
populations with arbitrary number of size attributes.

Several proof-of-principle studies have been carried out to demonstrate the applicabil-
ity of the SCD model to simulation of radiation damage evolution in irradiated materials
[15]. Beside application in radiation damage simulation, our model can be easily adopted
to simulate systems where diffusion-reaction processes are of interest such as advanced
fuels [13], nuclear waster management [13], and ion-beam synthesis and transmutation
doping of nano-structures [93].

under irradiation
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2.2 The stochastic cluster dynamics (SCD)

2.2.1 Theory

The origins of standard RT and the SSA can be traced to the same fundamental re-
action–diffusion master equation (ME) which has been widely used in the fields of bio-
chemistry and cell biology [30, 31]. The mean-field assumption permits a drastic reduction
of the ME, leading to a set of non-linear ODEs for the individual components of the species
population in the reaction volume. Along the way, in order to obtain the needed equa-
tions for species concentrations, all spatial correlations among these species are ignored,
and finite-volume fluctuations are deliberately suppressed by taking the limit of an infi-
nite volume. The resulting ODEs for the average species concentrations then have the
following forms:

dC
⌫

dt
= �

⌫

�
X

µ

R (⌫ ! µ)C
⌫

+

X

µ

R (µ! ⌫)C
µ

�
X

�µ

K (µ+ ⌫ ! �)C
⌫

C
µ

+

X

�µ

K (�+ µ! ⌫)C
⌫

C
µ

(2.2)

where, in the context of irradiation damage, the first term on the r.h.s, �
⌫

, represents
the insertion or production rate (i.e. source term) of defect cluster ⌫ due to external
irradiation sources. The second and third terms correspond to single-species (1st-order)
reactions of conversion to and from defect of type µ, respectively. The fourth and the fifth
terms correspond to two-species (2nd-order) reactions leading to removal and creation of
defect of type ⌫, respectively.

Here, species index ⌫ is a shorthand notation for arbitrarily complex defect cluster
⌫ = ijkl... in which index i = 0, ±1, ±2, ... is the number of self-interstitial atoms (SIA)
(+) or vacancies (-) in cluster ⌫, and indices j, k, l, ... = 0, 1, 2, 3, ... are the number of
atoms of some other elements contained in this cluster, e.g. He, H, C, etc. Given that
C

⌫

’s are expressed in unit of concentration, i.e. the average number of defect cluster ⌫ per
unit volume, the reaction rate constants must be expressed in the following units: m�3s�1

for �, s�1 for R, and m�3 for K.

2.2.2 The stochastic simulation algorithm (SSA)

SSA was first proposed by Gillespie in the 70s [1]. The key difference between the standard
RT and the SSA is that, instead of solving the rate equations (i.e. the ODE system) for
average concentrations of defects in an infinite volume, only integer-valued populations
N

⌫

of chemical species in a finite volume V are considered in SSA. Then, rather than
integrating the ODE system forward in time, SSA evolves the defect population in a
stochastic manner, one reaction at a time by sampling the next reaction event and the time
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it takes place. Over the years, Gillespie has presented substantial theoretical justification
for his method [16, 31]. In particular, he showed that the SSA is equivalent to standard
RT when the reaction volume under consideration is large enough, or in other words, the
system is well-mixed, i.e.

lim
V!1

N
⌫

V
= C

⌫

(2.3)

Gillespie has also argued that his method is more faithful to the underlying ME than
standard RT models in the sense that the system evolution given by the SSA is stochastic
in nature. Therefore, SSA reproduces finite volume variations (fluctuations) in species
population that otherwise have been averaged out in standard RT models. According
to Gillespie, SSA is only accurate when the chemical components present in volume V
are well-stirred, i.e. it is only valid for systems driven by reaction controlled kinetics.
This assumption is generally accurate for bimolecular reactions in gaseous mixtures of
reactants. However, in condensed matter systems the overall bi-molecular reaction rate is
often diffusion-controlled which is limited by slow diffusion of species that react instantly
upon collision. As a result, the applicability of SSA in its original form to systems where
diffusion plays an important role is not guaranteed. At the same time, as we show in
Section 2.3, it is possible to recast the RT formulation into a form of stochastic algorithm
that reproduces the solution of standard RT in the limit of infinite volume, V !1. Thus,
the accuracy (or lack thereof) of resulting stochastic method in the context of irradiation
damage derives from that of standard RT, which in turn, largely relies on the validity of the
mean-field approximation for diffusion-controlled reactive systems representing irradiated
materials.

The key step in our reformulation is to convert the reaction rates appearing in the
standard RT into rates that are usable in a stochastic setting. To illustrate this rate
conversion, it is sufficient to multiply both sides of Eq. 2.2 by the volume V and express
the concentrations in terms of integer numbers of reactant species according to Eq. 2.3,
i.e. N

⌫

= V C
⌫

. The resulting converted rate equations will then have the following forms:

dN
⌫

dt
= �

⌫

V �
X

µ

R (⌫ ! µ)N
⌫

+

X

µ

R (µ! ⌫)N
µ

�
X

�µ

K (µ+ ⌫ ! �)

V
N

⌫

N
µ

+

X

�µ

K (�+ µ! ⌫)

V
N

⌫

N
µ

(2.4)

If we redefine the rates as: e� = V �, eR = R, and eK = K/V , then
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dN
⌫

dt
=

e

�

⌫

�
X

µ

˜R (⌫ ! µ)N
⌫

+

X

µ

˜R (µ! ⌫)N
µ

�
X

�µ

˜K (µ+ ⌫ ! �)N
⌫

N
µ

+

X

�µ

˜K (�+ µ! ⌫)N
⌫

N
µ

(2.5)

We can consider Eq. 2.5 as the physical representation of a collection of possible reaction
events characterized by reaction coefficients

n

˜

�, ˜R, ˜K
o

that can be sampled using any
exact kMC algorithm, such as BKL [17]. In fact, Gillespie independently proposed an
algorithm essentially identical to BKL that correctly samples stochastic trajectories from
the distributions implied by Eq. 2.5. Other kMC algorithms developed for exact sampling
of ME may also be used such as in Ref. [18]. Here we want to emphasize that regardless
of the kMC algorithm chosen, the species population will be evolved stochastically, one
reaction at a time. In Chapter 3, we will discuss the implementation of the ⌧ -leaping
method that allows us to leap through multiple reactions in one single simulation time
step.

It will be evident in the subsequent discussion that the most important advantage of
the SSA is that, at any given point in the simulation, only species with nonzero popula-
tions, i.e. those that actually exist in the finite volume V , are kept track of. By contrast,
all possible species whose evolution is included in the ODE system must be dealt with
at all stages of the ODE integration in standard RT models, thus causing a huge com-
putational cost as a consequence. Therefore, the major advantage of the SSA method
is that the number of existing species is controlled by the simulation volume V rather
than by the combinatorial complexity of the defect clusters considered in the RT model.
This situation is just another manifestation of the power of the Monte Carlo method that
was originally proposed for efficient numerical calculations of multi-dimensional integrals,
i.e. rather than covering the whole multi-dimensional space with a grid, the Monte Carlo
method obtains a converging estimate of the integral by sparse sampling of the integrand
values in randomly selected points [18].

2.2.3 Selection of reaction event and time to the next reaction

For clarity, we briefly summarize the SSA method developed by Gillespie for simulations
of chemical reactions in well-stirred systems. The reader is referred to the original papers
[1, 16] for more details of the method and the theory behind it. Consider a population
containing N defect-clusters S1, S2, .., SN

that can participate in M reaction channels
{R1, R2, ..., RM

}. Let
�!
X (t) be the dynamic state vector of the system at an arbitrary

time t,
�!
X (t) = {X1(t), X2(t), ..., XN

(t)}, where X
i

(t) is the number of defect clusters
of type S

i

at time t. Each reaction channel is characterized by its reaction rate R
j

and
by its state change vector �!⌫

j

= (⌫1j, ⌫2j, ..., ⌫Mj

) . The probability that a reaction of
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type j will take place within the next infinitesimal time interval [t, t+ dt) is given by the
product R

j

dt whereas ⌫
ij

specifies the change in the population of species S
i

after a single
reaction event along channel R

j

. The evolution of so-defined reaction network obeys the
following chemical master equation (CME):

@P (

�!x , t|�!x0, t0)

@t
=

M

X

j=1

[R
j

(

�!x ��!⌫
j

)P (

�!x ��!⌫
j

, t|�!x0, t0)�R
j

(

�!x )P (

�!x , t|�!x0, t0)] (2.6)

where P (

�!x , t|�!x0, t0) is the conditional probability that
�!
X (t) = �!x at time t if

�!
X (t0) =

�!x0

at time t0. The above CME defines a stochastic process referred to as a continuous time
Markov chain. Rather than attempting to solve this CME equation directly, individual
stochastic time trajectories of the state vector

�!
X (t) can be obtained using an appropriate

kinetic Monte Carlo algorithm. In particular, in the following algorithm two random
numbers r1 and r2 uniformly distributed in [0, 1) are generated. The time to the next
reaction event is then given by:

�t = � 1

P

j

R
j

log

✓

1

r1

◆

(2.7)

and the index of the same reaction event, R
k

, is taken to be he smallest integer k that
satisfies the following condition:

k

X

j=1

R
i

> r2

M

X

j=1

R
j

= r2Rtot

(2.8)

where R
tot

is the total reaction rate, R
tot

=

P

M

j

R
j

. Once the next reaction event and
its time increment are selected, the simulation time and the state vector are updated
accordingly, t = t0 + �t and

�!
X (t + �t) =

�!
X (t0) +

�!⌫
j

. The simulation proceeds to the
next reaction event until the desired simulation time is reached.

2.3 Recasting the rate theory of damage accumulation
in stochastic terms

2.3.1 0th-order reactions

In the context of irradiation damage, 0th-order reactions represent the source of initial
defect clusters or implanted species. Generally, the rate of insertion of a given defect
subspecies is expressed in terms of displacements per atom per second (dpa s), whereas
ion insertion (e.g. He, H, etc.) is simply given in terms of number of ions per second.
These processes are all considered as stochastic Poisson events with the corresponding
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rates. More detailed description of how damage is inserted in SCD simulations is provided
in Section 2.3.4.

2.3.2 1st-order reactions

1st-order reactions represent emission events of component monomers from clusters or
absorption of defect at sinks. Cluster dissociation is usually taken to proceed according
to classical nucleation theory, that is via a quasi-equilibrium exchange of monomers with
the remote (mean-field) monomer atmosphere [19]. It is also possible to obtain the rate of
monomer emission from considerations not involving quasi-equilibrium, as shown below.
The monomer emission rates used in the mean-field RT calculations are effective, which
means that the rate value entering the mean-field equations must be adjusted to reflect
the fact that some monomers emitted from a parent cluster, will return to the same
cluster even if there is no cluster-monomer attraction. This correlation effect is purely
geometrical: a point-like random walker placed at a standoff distance d away from the
surface of spherical cluster, will return to the same cluster with probability r/ (d+ r) [20].
Therefore, even though the rates of monomer emission events should be approximately
proportional to the surface area of the cluster (4⇡r2), the effective rate at which the
cluster supplies monomers to the remote atmosphere should be corrected by the fraction
of non-returning monomers d/ (d+ r). As a result, the effective rate of monomer emission
for a cluster of size n can be written as:

R
n

=

d

d+ r

4⇡r2

↵a20
⌫0exp

✓

�E
b

(n) + E
m

k
b

T

◆

(2.9)

where d is the first nearest-neighbor jump distance, and the term 4⇡r2/↵a20 is an approx-
imate count of all distinct locations on the cluster surface from which a monomer may
be emitted. Here, ↵ is a dimensionless geometric parameter of unit order, and a0 is the
lattice parameter. Also, ⌫0 is the attempt frequency, E

b

(n) is the binding energy of a
monomer to a cluster of size n, E

m

is the monomer migration barrier, k
B

is Boltzmann’s
constant and T is the temperature of the system. Obviously, the effective monomer emis-
sion rate scales as ⇠ d/r for large clusters (r � d), as is the case when quasi-equilibrium
is assumed.

Defect absorption at sinks such as dislocations, grain boundaries, precipitate particles
and other elements of the material microstructure, is traditionally included into sink terms
of the following form:

R = SD
⌫

C
⌫

where S is the so-called sink strength parameter that represents the efficiency of a given
sink in removing mobile species ⌫, and D

⌫

and C
⌫

are the diffusion coefficient and the
concentration of the species ⌫. The appropriate defect absorption rate for our discrete-
valued implementation is simply:
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R = SD
⌫

N
⌫

Here we consider only dislocation and grain boundary sinks, whose contribution to S is,
respectively,

S = S
d

+ S
g

= ⇢+ 6

p
⇢/L

where ⇢ is the dislocation density, and L is the average grain size. The values of S
d

and S
g

for interstitial and vacancy-type defects can be obtained by multiplying with appropriate
bias factors. Alternatively, the same sinks can be included in the model more explicitly,
i.e. in the form of 2nd-order reactions, as described in the following section. Which of the
two alternative forms —1

st or 2

nd-order— used to describe sinks can have an effect on
model accuracy and computational efficiency.

2.3.3 2nd-order reactions

The 2nd-order reaction term in RT accounts for the various mechanisms that involve
collisions of two species. In the irradiation damage context, the possible reactions are SIA-
vacancy annihilation, SIA absorption by an interstitial cluster, vacancy aggregation, etc.
The terms describing such binary reactions are often taken directly from Smoluchowski’s
stationary solution for the collision rate between two spherical particles [21]:

R = 4⇡ (r
µ

+ r
⌫

) (D
µ

+D
⌫

)C
µ

C
⌫

where r
µ

and r
⌫

are the reaction radii of the reacting species ⌫ and µ. D
⌫

and D
µ

are
the corresponding diffusion coefficients, and C

⌫

and C
µ

are the respective concentrations.
For our discrete valued model, the 2nd-order reaction is given as:

R =

4⇡ (r
µ

+ r
⌫

) (D
µ

+D
⌫

)

V
N

µ

N
⌫

For more accurate description of binary association mechanisms in irradiated ma-
terials, the 2

nd-order terms sometimes include correction terms to account for possibly
different (non-spherical) shapes of interacting clusters, their mutual attraction or repul-
sion, and for the one-dimensional diffusion characteristic of some clusters [22, 23], for
example SIA clusters are known to migrate one-dimensionally in metals. In our discrete
SCD model, the binary terms are written as:

4⇡r
µ⌫

f
µ⌫

V
N

µ

N
⌫

, if ⌫ 6= µ

4⇡r
µ⌫

f
µ⌫

V

N
⌫

(N
⌫

� 1)

2

, if ⌫ ⌘ µ

where r
µ⌫

is an interaction radius that reflects the shapes of one or both collision species
as well as their possible attraction or repulsion, and the factor f

µ⌫

takes a different form
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depending on the dimensionality of motion of the species involved. Three distinct cases
relevant for simulations of radiation damage accumulation can be considered here:

(i) Both species µ and ⌫ diffuse isotropically in 3D (e.g. reactions between va-
cancies, vacancy clusters).

(ii) One species µ diffuses one-dimensionally and species ⌫ diffuses isotropically
in 3D (e.g. reactions of SIAs/SIA clusters with vacancies/vacancy clusters or
other gas bubbles).

(iii) Both species diffuse in 1D along two non-parallel directions (e.g. reactions
between SIAs or SIA clusters).

In our current study, we limit our attention to the first case (i) so that f
µ⌫

= (D
µ

+D
⌫

)

and r
µ⌫

= (r
µ

+ r
⌫

). As discussed above, it is possible to treat defect absorption at sinks
as a 2

nd-order reaction. More specifically, consider the species µ (which can be mobile or
immobile) such that its number count N

µ

is not affected by collisions with defect species
⌫. Such a 2

nd-order reaction term can be written as:

4⇡r
µ⌫

f
µ⌫

N
µ

D
µ

V
D

⌫

N
⌫

and its effect on the kinetics of species ⌫ will be precisely the same as that of a first order
sink term with an ideal (constant) sink strength represented by:

S =

4⇡r
µ⌫

f
µ⌫

N
µ

D
µ

V

Because the number count of species µ remains unchanged in this case, it is more efficient
to treat such reactions as 1

st-order reactions. However, even when N
µ

does change in
collisions with species ⌫, their reaction can be approximately treated as first order for
computational efficiency, for as long as variations in N

µ

remain small compared to the
species number count itself, �N

µ

/N
µ

⌧ 1. Species µ should be updated if and when
the accumulated change �N

µ

reaches a certain fraction of N
µ

. Conversely, some of the
elements of material microstructure traditionally treated as ideal sinks such as dislocations
or grain boundaries may be more accurately described as non-ideal sinks whose properties
(and strength) are changing as a result of reactions with other defect species. Such a sink
requires that its strength parameter S be occasionally updated, or loss at sinks may even
deserve to be treated as a second order binary reaction.

2.3.4 Damage source term

Due to its stochastic nature, SCD can also treat collision cascades generated by ions
and gas implantation as stochastic processes. In our current implementation, the ion
implantation and cascade damage are modeled as sequences of discrete Poisson events
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Figure 2.1: Cumulative Fe recoil distribution as obtained from SRIM for 10.5-MeV Fe-
ion irradiation assuming a threshold displacement energy of 25 eV. C(E) is used to
obtain random samples of the primary knock-on atom (PKA) energies E by solving
E = C�1

(⇠), where ⇠ is a random number uniformly distributed in [0,1). Note that
C (E) =

´
E

0 kP (E)k dE, where P (E) is the recoil energy spectrum [15].

with ion insertion rates adjusted to the nominal damage dose rate in dpa s�1 and to
the gas implantation rate in unit of appm/dpa. In our reported simulations of bcc-Fe
under multi-ion irradiation, the primary displacement damage is generated from a Fe-
recoil distribution obtained using the SRIM software package [24] for approximately 1000
Fe ions with the same incident energy of 10.5MeV which is the energy of incident Fe3+
ions in the Tanaka’s experiments [14]. According to SRIM calculations, only about 14%
or 1.45 MeV of the total incident energy is converted to actual lattice damage production
while the rest is lost in ionization via electronic stopping. The available 1.45 MeV are
partitioned according to the cumulative probability distribution function (cpdf ) shown in
Fig. 2.1, which results in an average recoil energy of 2.14 keV.

Once an ion insertion event is selected in the main simulation cycle described in Eq.
2.8, this cpdf is used to randomly sample the energies of multiple recoils, one PKA energy
at a time, until the sum of all these sampled recoil energies reaches the 1.45 MeV threshold.
For each individual PKA, further randomization is performed to account for statistical
variations in the number of defects and defect clusters generated in a collision cascade
with a given recoil energy. Then, defect species are generated randomly on demand at
each simulation step by sampling from discrete distributions parameterized to reproduce
sub-cascade statistics collected by Malerba et al. [25]. In this fashion, the inserted defect
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populations originate from a rich statistical database constructed from hundreds of MD
cascade simulations covering a wide range of recoil energies and temperatures. For the
cases of He or H implantation, a He or H atom is inserted into the reaction volume and a
Frenkel pair will be produced, consequently. H or He atoms will occupy interstitial sites
in these cases.

2.4 Conclusion
In this chapter, we briefly describe the stochastic simulation algorithm (SSA) intro-

duced by Gillespie and show how to recast the existing ODE-based RT models into the
context of SSA. Within the mean-field RT formulation for investigation of damage accu-
mulation kinetics in irradiated materials, a number of numerical and physical issues are
dealt with that are more consistently and/or conveniently within the SCD framework than
in the standard ODE-based implementations. The key advantage of SCD over ODE-RT
is that computational cost is defined principally by the size of simulation volume. For
ODE-RT models, on the other hand, cost is defined mostly by the resolution of the ODE
grid and, if defect populations are of complex structures (i.e. consist of more than one
component species), by the dimensionality of the cluster size-space. Thus, computational
complexity scales exponentially with the number of size dimensions, leading to combi-
natorial explosion, i.e. too many equations that need to be solved in ODE-based RT
models. This situation is not at all unfamiliar in computational sciences, for example nu-
merical evaluation of multi-dimensional integrals often encounters similar computational
challenges. The solution originally proposed by Gillespie in the context of chemical reac-
tion networks [1, 16] draws on the general strength of the Monte Carlo method, in which,
rather than computing the integrand on every grid point, the integral is estimated by
averaging random samples of the integrand. Now widely recognized and rigorously jus-
tified mathematically, a key advantage of the Monte Carlo method is that such random
sampling does not have to be dense for computing the integral to an acceptable accuracy.
Similarly in SCD, accurate predictions of damage accumulation can also be obtained by
sparse random sampling of the evolving defect cluster populations.

Although various aspects of cascade production and cluster migration fluctuations in
RT models have been accounted for in the past [26, 27, 28, 29], SCD is better suited than
ODE-based RT to deal with the probabilistic aspects of irradiation damage thanks to its
intrinsically stochastic nature. Furthermore, the persistent issue of non-conservation of
species populations associated with RT-models never arises in SCD model because species
populations always carry integer values. Thus, there is no size distribution tails that need
to be concerned in SCD for the same reason. SCD model, in fact, is remarkably close in
its spirit to kMC. The only, but essential, difference between kMC and SCD is that the
SCD is a mean-field method and does not deal with the spatial distribution of species
populations. This close affinity of SCD and kMC has opened door to direct comparisons
between the two methods on identical reaction–diffusion models, and it may prove useful
for the development of both approaches.
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Chapter 3

Enhancements to the existing SCD

model

3.1 Motivation
In this chapter, we present an improved version of a recently developed stochastic cluster
dynamics (SCD) model [15] as an alternative to rate theory (RT) methods for solving
coupled ordinary differential equation (ODE) systems for irradiation damage simulations.
SCD circumvents by design the curse of dimensionality of the variable space that renders
traditional ODE-based RT approaches inefficient when handling complex defect popula-
tion comprised of multiple (more than two) defect species.

Although SCD sidesteps combinatorial explosion, the method relies on a kMC al-
gorithm to sample stochastic evolution trajectories from the master equation. Thus,
SCD simulations face the usual computational challenges characteristic of kMC simula-
tion methods, such as stiffness caused by a wide spectrum of event rates. Further ap-
plications of SCD to technologically relevant materials and irradiation conditions require
improvements to make the method more robust and computationally efficient.

Several improvements introduced here enable efficient and accurate simulations of ir-
radiated materials up to realistic (high) damage doses characteristic of next-generation
nuclear systems. The first improvement is a procedure for efficiently updating the defect
reaction-network and event selection in the context of a dynamically expanding reaction-
network. Next is a novel implementation of the ⌧ -leaping method that speeds up SCD
simulations by advancing the state of the reaction network in large time increments when
appropriate. Lastly, a volume rescaling procedure is introduced to control the compu-
tational complexity of the expanding reaction-network through occasional reductions of
the defect population while maintaining accurate statistics. The enhanced SCD model is
then applied to model defect cluster accumulation in iron thin films subjected to triple
ion-beam (Fe3+, He+ and H+) irradiations, for which standard RT or spatially-resolved
kinetic Monte Carlo simulations are prohibitively expensive.

The ⌧ -leaping method was originally developed and has been used in SSA simulations
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with fixed variable spaces [32, 33, 34]. In SCD, where the size of the reaction network
varies with time, an efficient algorithm for updating noncritical reactions and noncritical
species and for computing the leap time is needed to reduce the overhead associated with
⌧ -leaping. We apply the enhanced SCD model to simulations of defect populations in pure
iron subjected to triple ion-beam irradiation. The predicted damage accumulation kinetics
are verified by comparing them to the original SCD algorithm predictions. The same
comparisons are used to quantify gains in computational performance over the original
SCD simulations.

In this chapter, we overview the theory behind the ⌧ -leaping methods in Section
3.2. In Section 3.3, we briefly overview our original SCD algorithm, our material model
for pure bcc-Fe and the types of reaction events considered in our radiation damage
simulations. Improvements to the SCD model are described in Section 3.4 together with
their algorithmic details. In Section 3.5, we present the numerical verification of the
new improved SCD algorithm and compare its computational performance to the original
algorithm. Finally, Section 3.6 summarizes our findings.

3.2 The ⌧ -leaping method

The method described Section 2.2.3 is referred to as direct SSA method. The direct
SSA method rigorously generates stochastic trajectories sampled for the exact (even if
often unknown) solutions of the CME. Several algorithmic enhancements have been pro-
posed to improve efficiency of the direct SSA method, including the first reaction method

[1], the modified direct method [35], the optimized direct method [35], the sorting direct

method [36], or the logarithmic direct method [37], to name a few. Any such improvements
notwithstanding, simulating every reaction event one at a time is often impractical for
large reaction networks of practical interest. To address this problem, Gillespie proposed
the ⌧ -leaping method that allows many reactions channels to fire in a single timestep at
the expense of some minor accuracy loss [32]. Because conditions that justify the using
of ⌧ -leaping are often met in radiation damage simulations, we briefly describe ⌧ -leaping
as a way to accelerate stochastic simulations.

The ⌧ -leaping method is based on the leap condition which assumes that a reaction
channel may be fired multiple times within a small time interval [t, t + ⌧) if the reaction
rate does not suffer significant change over that interval and is bounded by ✏R

tot

, where
✏ is an error control parameter (0 < ✏⌧ 1). Then, given the state vector of the system
�!
X (t) = �!x , the number of times that each reaction channel R

j

can fire is approximated
by the Poisson distribution P (R

j

⌧).
The simulation proceeds as follows:

1. At each time-step we find a value of ⌧ that satisfies the leap condition mentioned
above;

2. For each ⌫
j

, a Poisson random variable with mean R
j

⌧ , i.e. P (R
j

⌧) is generated;
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3. The system is updated accordingly as
�!
X (t+ ⌧) �!X (t) +

P

M

j

P (R
j

⌧) ⌫
j

, and the
simulation time advances to the new time t t+ ⌧ .

As a result, the simulation can be accelerated at a greater speed since the it can leap
through multiple reactions in one single step instead of firing the reactions one by one.

3.3 More details on the stochastic cluster dynamics al-
gorithm

3.3.1 Model representation

At any point in time the state of the model is characterized by the set of all existing clusters�!
S

all

= {S
i

}. Dynamic updates of state vectors are efficiently handled using hash tables
with dynamic resizing. More details on the hash functions and associated operations are
given in the next section. Each cluster S

i

contains several associated attributes such as the
number of each component species contained in the cluster, the cluster species population
count, its diffusion coefficient, the binding energies among the component subspecies and
the cluster, and other relevant parameters.

Mobile species with a nonzero diffusivity are regarded as a subset
�!
S

m

(here m stands
for mobile) of

�!
S

all

. Defect cluster species associated with a recently executed event are
stored in a dynamic array whose purpose will be described in the following section. Such
species can be reactants or products of a recently executed reaction event or a collection
of defects and clusters that have just been introduced into the volume as a result of a
defect insertion event (due to irradiation).

The evolving reaction network
�!R = {R

i

} specifies all reaction channels available for
the current defect population

�!
S

all

. Each binary reaction channel R(S1, S2) represents a
reaction between species of type S1 and type S2 with an associated reaction rate R(S1, S2)

(clusters S1 and S2 can be identical when the reaction involves two like species).
To implement the ⌧ -leaping method, two more data sets will be defined. The first

set
�!J = {J

i

} contains all noncritical reaction channels whose associated reactants have
populations larger than a certain user-predefined value n

cr

. Another set
�!
P = {P

i

} con-
tains all defect cluster species associated with the noncritical reactions, these clusters are
termed noncritical clusters. Each P

i

contains a parameter specifying the highest order
of possible reactions species i can participate in, as explained in more details later these
reaction order parameters are utilized in computing the leap time ⌧ .

3.3.2 Types of events considered in SCD

Hereafter, Vs and Is denote a void or a self interstitial atom (SIA) cluster of size s. In our
model, we only consider clusters with a maximum of three component species, specifically
the clusters only contain He and H atoms together with either vacancies or interstitials
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of the host material. If desired, the model can be modified to admit defect clusters of
arbitrarily complex compositions. The following reactions are currently admitted in our
SCD model of iron:

0

th-order reactions:

• Defect insertion, e.g. generation of certain types of defects resulting from collisions
of incoming energetic particles with the host matrix atoms.

1

st-order reactions:

• Defect absorption at sinks: mobile clusters can migrate towards sinks and become
absorbed there. Sinks can be free surfaces, dislocation networks or grain boundaries.

• Emission of a monomer from a defect cluster: a cluster can emit a monomer of one
of its constituent species and reducing its species count appropriately. A complex
cluster cluster ViHejHk can emit a vacancy, or a He monomer or a H monomer.
Following emission, the initial cluster’s population is reduced by one and two new
defect species are created or, if one or both species already exist, their counts are
increased by one. For example, emission of one vacancy V (or one He monomer)
produces a smaller defect cluster V(i�1)HejHk (or ViHe(j�1)Hk in case the monomer
is a He atom).

2

nd-order reactions

• Defect annihilation: collisions of two clusters containing vacancies and self intersti-
tial atoms result in their complete or partial recombination. For example, collision
of a complex vacancy cluster ViHejHk with a SIA cluster Ii0 produces V(i�i0)HejHk (if
i > i0) or I(i0�i)HejHk (if i0 > i ) or releases j monomers of He and k monomers of H
monomers (if i = i0). He and H monomers are assumed not to bind unless vacancies
and interstitials are also present.

• Defect aggregation: clusters containing like defects can combine to form larger clus-
ters upon interaction. For example, a ViHejHk cluster can collide with a Vi0Hej0Hk0

cluster producing a larger V(i+i0)He(j+j0)H(k+k0) cluster.

3.3.3 Summary of the original SCD algorithm

The main motivation for the development of SCD was to circumvent combinatorial explo-
sion in the number of equations encountered in traditional ODE-based RT simulations. In
SCD, the simulation volume is finite and defect cluster species have integer-valued pop-
ulations. In a typical initial state, relatively few (if any) defect species exist, so, rather
than allocating memory for all possible defect-clusters before the start of the simulation,
cluster species are added or removed from the hash table dynamically, as needed. There-
fore, only defect clusters that have nonzero populations are kept track of. The hash table
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is implemented as an associative array in which a hash function is used to map the identi-
fying values –known as hash keys– to their associated values. The hash function maps the
keys onto the index array elements (or buckets) where the associated values are stored.
Operations on a hash such as adding, removing or locating buckets take constant time
on average and do not depend of the size of the hash itself unlike operations on indexed
arrays. In simulations of irradiated materials, the number of pre-existing defect clusters
is usually small but increases rapidly after high energy particles begin to create defects.
Furthermore, defect populations and their associated reaction channels change with each
subsequent reaction event. It is our experience that in such conditions hashing is more
efficient than using array structures for handling large and evolving data sets since defect
clusters can be located and updated quickly. The original SCD algorithm consists of the
following steps and are displayed schematically in Fig. 3.1:

1. Construct two hash tables: one,
�!
S

all

, to store all the existing defect clusters and
another one,

�!
S

m

, to store only the mobile defects in
�!
S

all

, .

2. Construct a reaction table
�!R containing the reaction channels involving all existing

defect clusters, and store
�!R in an array.

3. Calculate the total reaction rate by summing the rates of all currently existing
reaction channels in the reaction table.

4. Randomly select the time increment to the next reaction as well as the type of the
reaction event using Eqs. 2.7 and 2.8.

5. Execute the selected reaction event, update the hash tables accordingly and delete
the reaction table

�!R .

6. Return to step 2 and proceed until the total simulation time is reached.

Using an array to store the reaction channels
�!R proves to be inefficient due to the

highly dynamic nature of stochastic evolution. Furthermore it is wasteful to build the
reaction table anew after every reaction event since only a portion of the reaction chan-
nels is changed due to the executed event while most others are left intact. These two
inefficiencies are addressed in the improved version of SCD presented in the following
section.

3.4 An improved stochastic cluster dynamics algorithm
Except for massive defect insertion events representing the collision cascades, only a small
number of defect clusters in the simulation volume are affected by a single reaction event.
Therefore, only the reaction channels involving affected defect species need to be updated,
while the rest of the reaction network remains untouched. In this enhanced version of
SCD, we use hashing to maintain existing species and reaction channels and to expand the
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Figure 3.1: Flow chart of the initial stochastic cluster dynamics algorithm [15].
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reaction network when new species are introduced by the reaction events. Such updates
are typically more efficient than the reconstruction of the entire reaction table in between
insertion events. Depending on the specific reaction model implemented, some defect
species become quite numerous and their associated reaction channels can fire much more
frequently than others. For example in our model for iron, SIAs and vacancies are observed
to migrate in large numbers to defects sinks soon after irradiation commences, whereas
defect insertion and defect association events are relatively infrequent. To expedite SCD
simulations under such conditions, we implement a version of ⌧ -leaping method in which
several repetitive reaction events are executed at once. Lastly, we introduce and justify a
volume rescaling procedure to reduce the computational complexity of SCD simulations at
later stages of damage accumulation. This is when the density of defect clusters becomes
high, and the diffusion length of mobile defects becomes small compared to the linear
dimension of the simulation volume.

3.4.1 Dynamic reaction network updates and expansion

As follows from Eqs. 2.7 and 2.8, both the time increment to the next reaction event and
the type of reaction are selected based on the total event rate summed over all existing
reaction channels. In the original version of SCD, the net event rate was recomputed
after each reaction event throughout the simulation. However, in a production scale SCD
simulation the number of distinct reaction rates grows rapidly to thousands and even
millions and yet only a small sub-set of reaction channels is directly affected by each
reaction event. Enabling incremental updates requires that reaction channels affected
(modified or eliminated) by the last event be located and updated in the computer’s
memory efficiently during the course of the simulation. We rely on hashing to quickly
add, remove, locate and update reaction channels in real time.

In the improved version of SCD reported here, in addition to the two hash tables�!
S

all

and
�!
S

m

used to store and reference the total and the mobile cluster populations, all
existing reaction channels are stored in a reaction hash

�!R . The reaction table expands
or contracts as needed to accommodate new reactions associated with the creation (or
extinction) of new defect species. The process for updating the affected hash tables goes
as follows:

• A new hash key is created for all possible species resulting from these reactions.
For each 2nd-order reaction, this key is generated from the keys of its constituent
reactants stored in

�!
S

all

while for 0th and 1st-order reactions, dummy keys –two and
one, respectively– are used as appropriate.

• Each cluster in the
�!
S

all

hash table is assigned a parameter f1 indexing its count
change due to the recently executed event; another parameter f2 indicates whether
the defect already existed in the simulation volume in the previous time-step. These
parameters let SCD know whether it should look up and update the existing reaction
R(S1, S2) or add it as a newly created one into the reaction hash table

�!R .
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Figure 3.2: Flow chart of the dynamic reaction network update and expansion algorithm.

• As a cost-savings measure, defect clusters that have participated in a recent reac-
tion event are stored in a dynamic array so that product species can be updated
efficiently. As the number of these clusters is not very large, a dynamic array is
simpler than a hash table in this case.

3.4.2 Reaction rate updating

The first step of the reaction update process is to visit each reaction in
�!R and remove

those whose component reactants no longer exist due to the previous event(s). Subse-
quently, we visit each element S

i

in
�!
S

all

and update all the reaction channels that this
cluster associates with. As a result, some existing reactions inS

i

will be modified and new
reactions will be added into the reaction hash table

�!R .
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Based on the values of f1 and f2 mentioned previously, it can be established whether
a cluster was a reactant or product of the last reaction event. If S

i

is a new defect cluster,
all the reactions associated with it will be added directly into the reaction hash table
because it is not necessary to check for their existence in it. On the other hand, if the
cluster S

i

only increases or decreases in number, all of its associated reactions will be first
located in the reaction hash and updated accordingly based on the value of f1. If f1 is
the change in population of cluster S

i

and R is the rate of a reaction channel involving
S
i

, then the total reaction rate R
tot

can be updated as follows:
1st-order reaction:

R(S
i

) R0(Si

)
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)

X0(Si

)

�

, R
tot

 R
tot

+R0(Si

)

f1(Si

)

X0(Si

)

(3.1)
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where R0() and X0() are the equivalent old reaction rate and old population. There-
fore, the reaction rate updates depend only on values of the f1 parameters and the old
populations of the clusters.

If both f1 and f2 are zero, the cluster S
i

is not affected by the selected event, but we
need to check whether S

i

can engage in any 2

nd-order reactions with those clusters S
j

that
are affected by the recent reaction event. These clusters are stored in the dynamic array
mentioned previously. The last step of this process is to check whether the clusters in the
dynamic array can form 2

nd-order reactions with one another. Some of these reactions,
which may have been skipped in previous steps because of the way the reaction keys are
assigned, are now accounted for in this step. If any pair of defect-clusters S

i

and S
j

can
react, the corresponding reactions –as well as the total reaction rate– can be updated
accordingly using Eqs. 3.1, 3.2, and 3.3.

3.4.3 Implementation of the ⌧ -leaping method in SCD

In this section, we describe our implementation of the ⌧ -leaping method within SCD. The
method has been previously implemented on top of the direct SSA algorithm [33, 34].
However, implementation of ⌧ -leaping in an open system where new species are constantly
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added to or removed from the reaction network, as is the case of SCD simulations of
irradiated materials, has not been attempted to our knowledge. Employing hash tables,
we now show how ⌧ -leaping can be added to the SCD model to make the simulations
more efficient. Several improvements have been proposed to the ⌧ -leaping method since
it was first proposed by Gillespie [38, 39], including efficient simulations of stiff reaction
networks [44, 45] by replacing explicit ⌧ -leaping formula with its implicit counterpart using
deterministic numerical techniques developed for implicit ODE solver [43], or prevention
of meaningless negative species populations that can be caused by leaping [40, 41, 42].
Cao et al. developed an efficient ⌧ -leaping SSA algorithm that avoids having to solve a
complicated set of partial differential equations suggested in Ref. [39]. For the sake of
clarity and to better explain our implementation of ⌧ -leaping in the SCD algorithm, here
we briefly summarize Cao et al.’s algorithm. The reader is referred to the original paper
for more details of the method and the underlying theory [39].

In Cao et al.’s approach, the set of all existing reactions is divided into two non-
overlapping subsets: the critical subset includes all reactions that are within n

cr

(a pre-
defined integer) firings away from extinguishing one of the component reactants and the
noncritical subset includes all the other reactions. We add all 0th-order defect insertion
reactions to the critical subset in which every reaction is advanced one at a time, just like in
the direct SSA method. To enable efficient ⌧ -leaping over the noncritical reaction subset,
we make use of two more hash tables. The first one

�!
P is used to store the noncritical

species, each element in
�!
P containing the species’ attributes such as its key, population

count and several additional parameters g, µ, �2 and O’s as defined below. The second
hash table

�!J contains the noncritical reactions. Similar to the regular reaction hash,
each element of

�!J contains the key and the rate of a noncritical reaction. Denoting the
lower number of clusters among the two reactants as X

min

, a safe leap time ⌧ for every
noncritical reaction in

�!J is selected as:

⌧ = min

Pi2
�!
P

⇢

max{✏X(P
i

)/g(P
i

), 1}
|µ(P

i

)| ,
max{✏X(P

i

)/g(P
i

), 1}2

�2
(P

i

)

�

(3.4)

with

µ(P
i

) =

X

Jj2
�!J

⌫
ij

J
j

, 8i 2 �!S
all

(3.5)

�2
(P

i

) =

X

Jj2
�!J

⌫2
ij

J
j

, 8i 2 �!S
all

(3.6)

In Cao’s new approach, the fractional change in each reactant population,4
⌧

X (P
i

) /X (P
i

),
during the leap-time ⌧ is bounded by an amount ✏

i

= ✏
i

(✏, X), where the function ✏
i

is
chosen so that 4

⌧

R
j

/R
j

for every reactionj is bounded by the pre-defined ✏. The more
detailed algebraic form of this ✏

i

function can be found in [39], in summary, to ensure the
requirements for leaping as well as the non-negative population of participating reactants
are satisfied, the following condition must be satisfied:
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As can be seen from the ⌧ -leaping formula:
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therefore the value of ⌧ provided in Eq. 3.4 is to assure that the condition imposed in
Eq. 3.7 is satisfied. This condition can be adequately fulfilled if it is satisfied by both the
means and variances of 4
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), where, from Eq. 3.8, h4
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The value of g

i

depends on the highest order O
i

of any reaction in which the noncritical
cluster P

i

appears as a reactant. As appropriate for our model of irradiated materials,
we categorize these reaction-order parameters into three different types: 1

st-order (O1),
2

nd-order (O2), and 2

nd-order with like reactants (O3). When a reaction becomes critical
or no longer exists due to exhaustion of one or both of its reactants, O

i

parameters of the
participating reactants are updated accordingly. The values of µ and �2 for each P

i

are
also updated every time a reaction involving a noncritical cluster is analyzed.

To determine the value of the leap time ⌧ , our algorithm inspects all clusters P
i

stored in the noncritical-reactant hash
�!
P , determines the highest order of their associated

reactions and calculates the corresponding values of g
i

. When O2(Pi

) = 0, the highest
order of reactions involving species P

i

is 1

st-order, and the corresponding value of g(P
i

)

is 1. A positive O2(Pi

) indicates that P
i

takes part in at least one 2

nd-order reaction in
which case g(P

i

) is taken to be 2. However when a reaction exists that can involve two
clusters of species P

i

, O3(Pi

) will also be positive and the value of g(P
i

) is determined
instead as:

g(P
i

) =



2 +

1

X(P
i

)� 1

�

After a safe value of the leaping time is estimated as described above, the number
of times k

i

each reaction J
i

2
�!J in the noncritical reaction hash will fire during this

interval is computed as a Poisson random variable P(J
i

, ⌧). However the reactions are
not executed immediately as it is still necessary to ensure that none of the noncritical
reactant populations

�!
P becomes negative after ⌧ -leaping is performed on all reactions in

the current noncritical reaction hash
�!J . To ensure that all species populations remain

non-negative after ⌧ -leaping, the total number ktot

(P
i

) of reaction events reducing the
population of species P

i

is obtained by summing k
j

over all noncritical reactions J
j

con-
suming P

i

during the leap time ⌧ . Only when the population of every noncritical cluster
X(P

i

) is found to be larger than ktot

(P
i

), every reaction J
i

stored in the noncritical re-
action hash is executed k

i

times and the f1 and f2 parameters of reactant clusters S1 or
S2 are updated accordingly; otherwise, the value of ⌧ is reduced, new firing times k

i

’s are
determined and the previous non-negativity condition is re-examined. Should the need for
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reduction in ⌧ persist, ⌧ -leaping is abandoned in favor of the direct (single-reaction) SSA
algorithm for some number of SSA steps (200 steps in simulations described in Section
3.5) after which ⌧ -leaping is resumed.

3.4.4 Controlling simulation complexity using volume rescaling

The computational complexity of SCD simulations is largely defined by the number of
distinct cluster species currently present in the defect population. This number can be
controlled by the size of the simulation volume. In selecting the volume, one needs to
balance two conflicting requirements: (1) defect cluster populations should be statisti-
cally representative (which favors larger volumes) and (2) the computational cost of SCD
simulations should remain acceptable (which favors smaller volumes). Here we introduce
a method to balance these two requirements through volume rescaling.

Typically, at the start of a SCD simulation, most of defect clusters are mobile and
their volume concentrations as well as the concentration and the net strength of pre-
existing defect sinks (dislocations, grain boundaries, etc) are low. Under such conditions,
mobile defects diffuse over long distances through the reaction volume before they meet a
reaction partner. However, as time proceeds and progressively more defects are inserted
by continued irradiation, clusters become more numerous while smaller mobile clusters
combine and form increasingly larger clusters. Such kinetics result in a more or less steady
reduction in the lifetime and diffusion length of mobile clusters defined as the average time
and distance travelled by a mobile cluster from birth to death, respectively. In a given
defect population, the average lifetime of a mobile cluster of species S

i

is the inverse of
the total rate of loss:

L(S
i

) = D(S
i

)

X

l

Z
il

⇢
l

+ ✏
m

+

X

j

k
ij

X(S
j

)

V
, (3.9)

while the maximum diffusion length among all mobile cluster species
�!
S 0

m

can be estimated
as:

l
max

= max

Si2
�!
S

0
m

l
Si , l

Si =

s

D(S
i

)

L(S
i

)

(3.10)

where L(S
i

) is the net rate of loss and D(S
i

) is the diffusion coefficient of the mobile
cluster species S

i

, Z
il

is the strength of a given sink of type l with respect to the same
species (the sink’s ability to remove clusters S

i

), ⇢
l

is the volume density of sinks of type
l, ✏

m

is the total rate of all dissociation reactions leading to splitting clusters S
i

, and k
ij

is the reaction rate of a 2

nd-order reaction between the mobile defect S
i

and the defect
cluster of type S

j

with a population of X(S
j

). Here
�!
S 0

m

denotes the set of all mobile
species that will possibly appear in the simulation volume, not limited to only those exist
at the current time-step.
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The significance of parameter l
max

is that it defines the range of distances beyond
which neighboring reaction sub-volumes are no longer exchanging their reactants (defect
clusters). Thus, reaction volumes with linear dimensions exceeding l

max

can be viewed
as causally isolated from each other. Typically, as a SCD simulation progresses l

max

decreases due to a more or less steady increase in the magnitude of the last term on
the rhs of Eq. 3.9. A significant reduction in l

max

justifies an appropriate reduction in
the reaction volume, V

new

= �V
old

� l3
max

(with � < 1). The essence of our volume
rescaling method is that when conditions for volume reduction conditions are satisfied,
the cluster population is reduced by allowing every cluster to be randomly eliminated
with probability (1 � �) before resuming the SCD simulation. Such a volume reduction
procedure allows to maintain the size of the reaction network approximately constant
even when damage accumulation increases the volume density of defects by orders of
magnitude. However, volume rescaling should be avoided when there are large fluctuations
in the defect population, for example right after a massive defect insertion event.

3.4.5 Algorithm implementation

In this section we present the key algorithmic elements of our improved SCD model in
pseudocode format, including construction of hash tables for noncritical reactions and
defect clusters and an algorithm for estimating a safe leap time ⌧ in SCD. In the following
R(S1, S1) is the rate of a binary reaction R(S1, S2) between species S1 and S2. Similarly,
J(P1, P2) denotes the rate of the noncritical reaction J(P1, P2) between two noncritical
species P1 and P2. The set of all critical reactions is represented by

�!R
cr

. For a 1

st-order
reaction R(S1) or J(S1), S1 represents its one and only reactant cluster. X(S

i

) denotes
the population (number of units) of cluster species S

i

in the reaction volume.
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Algorithm 3.1 Construction of the noncritical reaction and reactant hash tables.

1. If R is a 2nd
-order reaction:

(a) If S1 ⌘ S2 (reaction between two like clusters):

i. If X(S1) >= n
cr

+2 (reaction R is noncritical, and cluster S1 is noncritical, i.e. R(S1) ⌘
J(S1) 2

�!J and S1 ⌘ P1 2
�!
P )

• If J(P1) does not exist: add J(P1) into the noncritical reaction hash

�!J and update

O2,3(P1) O2,3(P1) + 1.

• Else: update J(P1) R(S1) and X
min

(J) X(S1), reset k [J(P1)] 0.

• Locate P1 in the noncritical cluster hash

�!
P

– If P1 does not exist: add P1 to

�!
P with µ

tot

(P1)  µ [J(P1)] and �2
tot

(P1)  
�2 [J(P1)] as determined by Eqs. 3.5 and 3.6.

– Else: update µ
tot

(P1)  µ
tot

(P1) + {µ [J(P1)]}
new

� {µ [J(P1)]}
old

and

�2
tot

(P1) �2
tot

(P1) +
�

�2 [J(P1)]
 

new

�
�

�2 [J(P1)]
 

old

.

ii. Else (R is critical):

• If P(P1) exists: locate P1 in

�!
P . If P1 exists: update O2,3(P1)  O2,3(P1) � 1,

µ
tot

(P1)  µ
tot

(P1) � µ [J(P1)], �2
tot

(P1)  �2
tot

(P1) � �2 [J(P1)]. If O1(P1) =

O2(P1) = O3(P1) = 0, remove P1 from the noncritical cluster hash

�!
P .

• Remove J(P1) from the noncritical reaction hash

�!J .

(b) Else (reaction between unlike species S1 6= S2 ):

i. If min {X(S1), X(S2)} > n
cr

(reaction R is noncritical, and clusters S1, S2 are noncrit-

ical, i.e. R(S1, S2) ⌘ J(S1, S2) 2
�!J and S1,2 ⌘ P1,2 2

�!
P )

• If J(P1, P2) does not exist: add J(S1, S2) into the noncritical reaction hash

�!J ,

update O2(P1,2) O2(P1,2) + 1.

• Else: update J(P1, P2)  R(S1, S2) and X
min

(J)  min {X(S1), X(S2)}, reset

k [J(P1, P2)] 0.

• Locate P1 and P2 in the noncritical cluster hash

�!
P

– If P1 and/or P2 do not exist: add them into

�!
P with µ

tot

(P1,2)  µ [J(P1, P2)]
and �2

tot

(P1,2) �2 [J(P1, P2)] as determined by Eqs. 3.5 and 3.6.

– Else: update µ
tot

(P1,2)  µ
tot

(P1,2) + {µ [J(P1, P2)]}
new

� {µ [J(P1, P2)]}
old

and �2
tot

(P1,2) �2
tot

(P1,2) +
�

�2 [J(P1, P2)]
 

new

�
�

�2 [J(P1, P2)]
 

old

.

ii. Else: (R is critical):

• If J(P1, P2) exists: locate P1 and P2 in

�!
P . If P1 or P2 exists: update O2(P1,2) 

O2(P1,2) � 1, µ
tot

(P1,2)  µ
tot

(P1,2) � µ [J(P1, P2)], �2
tot

(P1,2)  �2
tot

(P1,2) �
�2 [J(P1, P2)]. If O1(P1,2) = O2(P1,2) = O3(P1,2) = 0, remove P1 and/or P2 from

the noncritical cluster hash

�!
P .

• Remove J(P1, P2) from the noncritical reaction hash

�!J .

2. Else: R is a 1st
-order reaction (emission or absorption of a defect cluster at sinks). Follow similar

steps as described in 1(a), except that the noncritical condition for cluster S1 is X(S1) > n
cr

in

this case.
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Algorithm 3.2 Reaction update loop.

1. Remove all illegal reactions whose reactants are no longer exist from the reaction hash

�!R . Starting

from the first cluster S1 in the all-cluster hash

�!
S

all

:

2. If f1(S1) 6=0 or f2(S1) 6=0 (S1 is affected by the recently executed event):

(a) If f1(S1) 6=0 and f2(S1) = 0 (S1 is only the reactant not the product of the previously

executed event):

i. Check if S1 is immobile, skip to ii; else: find 1st
-order reaction channels associated with

S1 and update the reaction rates using Eq. 3.1.

ii. Loop through the mobile-cluster hash

�!
S

m

, determine if key(S1) � key(S2) where S2

denotes the mobile cluster and find the associated reaction channel R(S1, S2).

A. If R exists: update values of R and the total rate R
tot

using Eqs. 3.2 and 3.3.

B. Else: calculate the reaction rate R(S1, S2) between clusters S1 and S2, add

R(S1, S2) to the reaction hash

�!R and update the total reaction rate, R
tot

 
R

tot

+R(S1, S2).

(b) Else if f2(S1) 6= 0 (the cluster has just been created): similar to 2(a), except that all reactions

associated with S1 will be added directly into the reaction hash

�!R . It is not necessary to

locate these reactions in

�!R since they are completely new reactions.

3. Else f1(S1) = f2(S1) = 0 (the cluster does not participate in the previous reaction):

(a) Loop through the effected clusters S2 contained in the dynamic array and evaluate these

following conditions: 1) key(S1) > key(S2) and S1 is mobile, 2) S1 is immobile while S2 is

mobile.

(b) If any of those conditions is satisfied: find the associated reaction R(S0
1, S

0
2) (S0

1 is the larger

value of S1 and S2, the other is S0
2).

i. If R(S0
1, S

0
2) exists: update R(S0

1, S
0
2) and R

tot

using Eqs. 3.2 and 3.3.

ii. Else: calculate the reaction rate R(S0
1, S

0
2) between clusters S1 and S2, add R(S0

1, S
0
2)

into the reaction hash

�!R and update the total reaction rate, R
tot

 R
tot

+R(S0
1, S

0
2) .

4. Proceed to the next cluster in the all-cluster hash

�!
S

all

and repeat Step 2 until reaching the last

cluster.

5. Loop through the clusters contained in the dynamic array. For all possible pairs of (S1, S2), if at

least one of the clusters in the pair is mobile: find the associated reaction R(S0
1, S

0
2) (S0

1 is the

larger value of S1 and S2, the other is S0
2).

(a) If R(S0
1, S

0
2) exists: update R(S0

1, S
0
2) and R

tot

using Eqs. 3.2 and 3.3.

(b) Else: calculate the reaction rate R(S0
1, S

0
2) between clusters S1 and S2, add R(S0

1, S
0
2) into

the reaction hash

�!R and update the total reaction rate, R
tot

 R
tot

+R(S0
1, S

0
2).

6. Locate in the all-cluster hash

�!
S

all

the same clusters S
i

that are stored in the dynamic array and

reset the values of f1 and f2: 0 f1(Si

) and 0 f2(Si

) and clear the dynamic array.

If the ⌧ -leaping method is implemented, update the noncritical cluster hash

�!
P and noncritical reaction

hash

�!J at the end of Steps 2, 3 and 5 above as described in Algorithm 3.1.
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Algorithm 3.3 Main reaction event loop.
1. If the simulation is resumed from a pre-existing one, enter input data into the hash tables�!

S
all

,

�!
S

m

, and

�!R . Set the appropriate initial time and compute the total rate R
tot

of all

reactions associated with existing defect clusters in

�!
S

all

. Skip to Step 3.

2. Update the

�!
S

all

,

�!
S

m

and

�!R hashes and the total reaction rate R
tot

as described in

Algorithm 4.5.2. Perform volume rescaling if the conditions in Eq. 3.10 are satisfied.

3. If SSA has run less than N
SSA

steps: select and execute a reaction event R(S1, S2) 2
�!R

and calculate the time to next reaction event using Eqs. 2.7 and 2.8, store identities of the

effected clusters in the dynamic array and return to Step 2 until the final time is reached;

else: go to Step 4.

4. Reset N
SSA

 0. If the noncritical reaction hash

�!J is empty: ⌧ -leaping cannot be

performed, return to Step 3; else:

(a) Calculate the value of g(P
i

) for each cluster P
i

2 �!P based on the values of its O
i

parameters as described in Section 3.4.3.

(b) Determine the value of the noncritical time leap ⌧ 0 using Eq. 3.4.

(c) Calculate the total reaction rate R
cr

of all the critical reactions in

�!R
cr

and the critical

time leap ⌧ 00 using Eq. 2.7.

(d) If ⌧ 0 is less than some small n-multiple (we set n equal 10) of 1/R
tot

, temporarily

abandon ⌧ -leaping and return to Step 3.

(e) Else:

i. Take the leap time to be the smaller value of ⌧ 0 and ⌧ 00, ⌧ = min {⌧ 0, ⌧ 00}.
ii. Calculate the number of times each reaction J

i

2
�!J will fire during this time

interval [t, t+ ⌧) as described in Section 3.4.3.

iii. If P (J⌧) > X(P1) (if J
i

is a 1st
-order reaction) or P (J

i

⌧) >
min {X(P1), X(P2)} (if J

i

is a 2nd
-order reaction): reduce ⌧ 0 by half and re-

turn to Step 4(d). Else: assign k(J
i

) P (J
i

⌧), k(P1,2) k(P1,2)+k [J(P1, P2)]
. If k(P1,2) > X(P1,2): reduce ⌧ 0 by half and return to Step 4(d).

iv. Execute J
i

2
�!J a number of k(J

i

) times. Store the identities of the effected

clusters in the dynamic array if k(J
i

) > 0. Update t  t + ⌧ , then return to

Step 2 or stop if the final time has been reached.

v. If ⌧ 00  ⌧ 0: select and execute a critical reaction event R(S1, S2) 2
�!R

cr

and store

identities of the effected clusters in the dynamic array. If an insertion event is

selected, process the event and store the identities of the new clusters in the the

dynamic array, then return to Step 2 or stop the simulation if the final time has

been reached.
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3.5 Verification and performance benchmarking

3.5.1 Case study: Triple-ion irradiation on pure bcc-Fe

Materials performance in nuclear fusion reactors is expected to degrade as a consequence
of prolonged exposure to neutron irradiation. However, neutron irradiation experiments
are costly, irradiation facilities are scarce and presently achievable neutron fluxes are low
requiring years of exposure before material specimens receive a significant dose of irra-
diation. As a faster and more cost effective alternative for assessing irradiation-induced
changes in physical and mechanical properties of materials, ion beam experiments are
used for accelerated testing of material degradation because ion cascades can produce
damage similar to neutron irradiation but on a much shorter time scale. In addition
to the displacement damage, material exposure to fast neutrons results in simultane-
ous formation of He and H atoms through nuclear transmutation reactions. To mimic
such specific conditions properly, triple ion beam irradiation can be used in which ions
of He and H are co-implanted, either sequentially or concurrently, with the heavy ions
imparting the primary (displacement) damage. Recent triple-beam experiments of this
kind conducted on iron crystals have revealed pronounced synergistic effects associated
with co-implantation of He and H under irradiation by self-ions of Fe [14]. Specifically,
the amount of measurable swelling increased several fold when all three ion species were
implanted simultaneously, relative to baseline sequential dual Fe3+/ He+ and Fe3+/ H+

irradiations.
As previously discussed, ODE-based simulations methods have so far proven incapable

of coping with complex cluster species with more than two size attributes, as is the case
of triple-beam irradiations reported in Ref. [14]. Here we show that our enhanced SCD
model is capable of simulating of complex defect microstructures in pure iron subjected
to simultaneous irradiation with Fe3+ ions and co-implantation with He+ and H+ ions.
In setting up our model and SCD simulations we mimic as close as possible irradiation
conditions used in the triple ion-beam experiments performed by Tanaka and coworkers.
The model parameters used in SCD simulations reported here are provided in Tables 3.1,
3.2, 3.3.

3.5.2 Model parameters

Table 3.1 lists the parameters describing the host material, irradiation conditions and sink
efficiencies used in all the simulations discussed in this dissertation. The diffusivities and
binding energies of various defects and clusters considered here are listed in Tables 3.2
and 3.3, respectively. In both tables, literature sources for each parameter type are listed
in the rightmost column. Here, diffusion coefficients of all mobile defects and clusters are
computed using an Arrhenius function:

D(T ) = D0exp

✓

� E
m

k
B

T

◆
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whereas the binding energies of clusters Vn or In are computed using the following ex-
trapolation law [57, 58]:

E
b

(n) = E
f

+ [E
b

(2)� E
f

]

h

n2/3 � (n� 1)

2/3
i

/
�

2

2/3 � 1

�

For consistency with the microstructures used in Tanaka’s experiment [14], here we
consider only two types of sinks: grain boundaries and dislocations. Due to the relatively
small grain size and high dislocation density, the combined strength of all sinks in our
model material is quite high. For dislocations, we assume a bias factor of 20% favoring
the absorption of SIAs over that of vacancy-type defects, whereas the grain boundaries
are assumed to be neutral sinks. To parameterize our model, we use, whenever possible,
available insights gained from both experiments and atomistic simulations. Regarding
defect mobilities, only mono and di-vacancies are assumed to be mobile in our models.
Once VnHem clusters are formed, only certain combinations of n and m correspond to
mobile species, as shown in Table 3.2. All clusters with more than two vacancies are
considered immobile regardless of their He content, which is consistent with recent MD
simulations of di-vacancy and V–He cluster diffusivity [10, 59]. Due to the lack of any
data on the mobility of VnHm clusters, such defect complexes are considered immobile
for all non-zero values of n and m. For their part, SIA clusters of all sizes are assumed
to be mobile with diffusivities given in Table 3.2. At the same time, all InHem clusters
with nonzero n, m values are assumed to have zero diffusivity regardless the number of
He atoms contained in the complex (in substitutional or interstitial form), as suggested
by two MD studies in which SIA clusters and He atoms were observed to react and form
stable sessile complexes [11, 60].

In our models, H can form SIA-H and V-H complexes but these complexes are unsta-
ble, consistent with experimental observation in which hydrogen atoms can easily escape
from vacancies between 423 K and 573 K [75]. In the current stage, we choose to dis-
regard one-dimensional diffusion of SIA/SIA clusters and assume that all mobile defect
species move three-dimensionally for the sake of simplicity. With respect to cluster disso-
ciation reactions, we have assumed that all SIA–He clusters are thermally stable following
Ventelon et al., who have reported binding energies from 1.3 to 4.4 eV for small SIA–He
clusters [11]. The numerical parameters pertaining to the mechanisms described above
are given in Tables 3.1, 3.2 and 3.3.

3.5.3 Results

We have performed simulations of triple-beam irradiation and tracked the accumulation
of pure vacancy (V), V-He, V-H, and V-He-H clusters in the simulation volume using first
direct (exact) SCD simulations [15] and then repeated the same simulations after turning
on, one by one, the various enhancements described in the preceding sections. The inset
to Fig. 3.3 shows the concentrations of various types of clusters as functions of simulated
irradiation time as obtained with the original (unenhanced) SCD model.

Each curve in the inset was obtained by averaging over five independent simulations
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Table 3.1: Material and simulation parameters used for the multi-ion irradiation simula-
tions

Material parameters: Symbol Unit
Atomic density ⇢

a

8.5⇥ 10

28
[m�3

]

Lattice parameter a 2.9⇥ 10

�10
[m]

Dislocation density ⇢
d

3⇥ 10

15
[m�2

]

Grain size S
g

10

�6
[m]

Irradiation parameters:
Temperature T 743, 783, 873, 973 K
dpa rate 1.6⇥ 10

�3
[s�1

]

Fe ion energy E
i

10.5 [MeV ]

He/dpa ratio 10 [appm]

H/dpa ratio 40 [appm]

Simulation parameters:
Volume V 10

�19
[m3

]

SIA dislocation capture efficiency Z
di

1.2
Vacancy dislocation capture efficiency Z

dv

1.0
SIA grain boundary capture efficiency Z

gi

1.0
Vacancy grain boundary capture efficiency Z

gv

1.0

starting from different random seeds. The main figure shows the relative deviation from
the reference (unenhanced) simulations in the net vacancy cluster population obtained in
SCD simulations with enhancements. For consistency, five independent simulations were
performed for every enhancement. The error bars shown on the plot can be used as a
measure of statistical significance of the observed deviations. As the figure shows, the re-
sults of enhanced SCD simulations fall within the statistical errors to the exact (reference)
simulations which verifies that the approximations used here to improve computational
efficiency of SCD simulations, namely ⌧ -leaping and volume rescaling, are not distorting
the simulated kinetics of damage accumulation (for simulations shown in Fig. 1 we used
the following values of runtime parameters: n

cr

= 10 and ✏ = 0.03 for ⌧ -leaping and �
ranging from 0.99999 to 0.9999 for volume rescaling). The ratio � can be reduced further
to achieve even greater speedup, but accuracy is what we prefer here since we have already
managed to reduce the computing time significantly with the current simulations.

3.5.4 Performance

A rather significant –a factor of 20 or higher– speedup in SCD simulations is attained
simply due to a greater efficiency of the incremental updates of the evolving reaction
network and associated reaction rates, as described in Sections 3.4.1 and 3.4.2. This
is a general improvement resulting from a better implementation of the standard SCD
algorithm reported in Ref. [15]. We use the efficiency of our standard SCD simulations
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Table 3.2: Diffusion coefficients of the mobile species considered for the multi-beam irra-
diation simulations.

Species D0 (m2s�1
) E

m

(eV) Reference
I1 1.3⇥ 10

�8
0.25 [66]

I2 351.6⇥ 10

�8
0.36 [66]

I3 12.1⇥ 10

�8
0.14 [66]

I4 12.3⇥ 10

�8
0.15 [66]

n >4 9.0⇥ 10

�7n�0.6
0.06 + 0.07n�1.3 [67]

V1 7.9⇥ 10

�7
0.06 [68]

V2 3.5⇥ 10

�8
0.66 [69]

V1He2 3.3⇥ 10

�7
0.31 [10]

V1He3 3.2⇥ 10

�8
0.30 [10]

V1He4 2.1⇥ 10

�9
0.31 [10]

V2He1 4.1⇥ 10

�8
0.27 [70]

V2He3 9.9⇥ 10

�9
0.53 [10]

He1 2.8⇥ 10

�8
0.06 [10]

He2 3.0⇥ 10

�8
0.08 [10]

He3 1.0⇥ 10

�8
0.07 [10]

He4 0.1⇥ 10

�8
0.05 [10]

He5 1.6⇥ 10

�9
0.20 [71]

He6 3.9⇥ 10

�9
0.28 [71]

H1 1.5⇥ 10

�7
0.09 [72]

Table 3.3: Binding energies for all species used for the triple ion-beam irradiation simu-
lations. E

fi

= 3.8 eV and E
fv

= 1.7 eV are the SIA and vacancy formation energies.

Species E
b

(eV) Reference
I2 0.80 [73]
I3 0.92 [73]
I4 1.64 [73]

n>4 E
fi

� 5.06
h

n2/3 � (n� 1)

2/3
i

[57]
V2 0.30 [73]
V3 0.37 [73]
V4 0.62 [73]

n>4 E
fv

� 3.01
h

n2/3 � (n� 1)

2/3
i

[57]
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Figure 3.3: Statistical errors of various enhancement methods compared to the original
SCD model. The specimen is under triple-ion irradiation of Fe3+, He+ and H+, total
irradiation time is 40.96 secs and the temperature is 783 K. The inset shows the concen-
trations of various defect-cluster types as functions of irradiation time, in this case the
simulation is carried out using the original SCD algorithm with no improvement. Here,
Vol scaling 1 uses � = 0.9999, and Vol scaling 2 uses � = 0.99999.

with incremental updates as a reference comparison with further enhancements.
We find that, in our SCD simulations of irradiated iron, conditions for ⌧ -leaping are

often satisfied and many reactions can be allowed to fire at once rather than one at a
time. The key condition for ⌧ -leaping to be accurate is that the change in the defect
population caused by a leaping step should not affect too much the rates of existing
reactions. Whenever it is safe to perform, ⌧ -leaping results in longer time-steps compared
to the standard (one reaction at a time) SCD algorithm, as shown in Fig. 3.4(b) for the
same simulation setup as described in the previous section.

It is clear that, with ⌧ -leaping active, fewer short time-steps are taken than in the
direct SCD resulting in a total reduction in the number of time-steps required to simulate
the same evolution, beside that the total number of steps taken is reduced significantly,
and so is the overhead cost for system updating. This is confirmed in Fig. 3.4, where
a histogram of the time-step size distribution for a ⌧ -leaping simulation is plotted and
compared to the same histogram obtained from a standard SCD simulation. In addition
to showing that the distribution shifts to longer time-steps due to ⌧ -leaping, the same
histogram also shows that a few specific timesteps occur much more frequently than the
rest, and that they are clearly separated from each another. The observed peaks in the
distribution indicate that a handful of noncritical reaction channels dominate the kinetics
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in our model, and that our enhanced algorithm can identify and handle such reaction
channels efficiently with ⌧ -leaping. Specifically, the first peak in Fig. 3.4, which ranges
from 89.2 ps to 123 ps is dominated by the absorption of SIA and SIA clusters by defect
sinks. The second group, whose reactions with time-steps between 5.01 ns and 25.1 ns
mostly consists of absorption of vacancies by sinks, and reactions in the last group from
0.87 µs to 1.19 µs are predominantly migration of vacancy clusters to defect sinks. As a
result, ⌧ -leaping is not only better for computational efficiency, but it also provides very
useful physical information by identifying the reactions that control the kinetic evolution of
the system. This has implications beyond efficiency improvements because it can indicate
where to focus the efforts to calculate the physical parameters that matter the most with
maximum accuracy. This can potentially be helpful in uncertainty quantification of the
models and/or to learn where to devote efforts to improve the physical parameterization.

To quantify the speedup gained from the enhancements described in this paper, the
computational cost of SCD simulations performed with and without the enhancements is
plotted in Fig. 3.5 as a function of the simulated time. As the figure shows, significant
gains in simulation efficiency are realized using ⌧ -leaping and volume rescaling. ⌧ -leaping
is typically most efficient at early stages of SCD simulations but its associated speedup
is subsequently negated by an increasing computational cost of updates of the growing
reaction network. Under such circumstances volume rescaling is prescribed to control
the size of a growing defect population. When used together, these two enhancements
significantly reduce the wall clock time of a SCD simulation without detectable sacrifice
in its accuracy. As an example, Fig. 3.5 shows that while it took the original SCD
algorithm more than two days to achieve a trivial irradiation dose of 0.1dpa, it only takes
the enhanced algorithm only about 12 hours to reach a technologically significant dose of
50 dpa.

3.6 Conclusion
We have presented a computationally efficient implementation of the SCD algorithm orig-
inally devised as an adaptation of the well-known SSA method to simulations of complex
microstructure evolution in irradiated materials. The key advantage of the SCD model
is that, unlike the traditional ODE-based rate theory approaches that notoriously suffer
from combinatorial explosion, SCD handles with ease multi-species populations of arbi-
trary complexity. However, early applications of the original SCD algorithm to irradiated
materials exposed several computational bottlenecks, e.g. wide disparity in reaction rates
and stiff kinetics. Enhancements presented in this paper are introduced to address some
of the bottlenecks in order to achieve reactor-relevant irradiation doses at a reasonable
computational cost.

Gains in computational efficiency of SCD simulations are achieved through the fol-
lowing: (i) a dynamic reaction-network expansion mechanism to efficiently update the
reaction channels and the total reaction rate, (ii) an implementation of the ⌧ -leaping al-
gorithm to accelerate SCD simulations by allowing several reaction events to be leaped
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over in one single time-step ⌧ , and (iii) a volume scaling method in which the reaction
volume is reduced adaptively in order to control the computational cost while preserving
statistically significant defect populations.

Further enhancements to the SCD algorithm reported here are being considered, e.g.
a more robust method for ⌧ -leaping implementation into SCD simulations of stiff reaction
networks with wide spectra of reaction rates [44, 45], or the implementation of slow-scale
SSA (ssSSA) as suggested in Refs. [46] to [54], as well as an adaptive mechanism for decid-
ing which method is best to use at each particular stage of an SCD simulation to optimize
the overall computational performance. Efficient parallelization of the SCD algorithm is
another interesting venue for further research, e.g. following replication strategies recently
proposed in the context of parallel kinetic Monte Carlo algorithms [56] or parallel replica
method [84]. We note that, in addition to our SCD development borrowing heavily from
the SSA method ideas, algorithmic enhancements reported here can be re-used in other
simulation contexts where reaction-diffusion processes with dynamic species populations
are of interest, such as in combustion science, cellular process simulation, or chemical
kinetics.
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Chapter 4

Simulations of complex synergies in

bcc-Fe under multi-ion irradiation

4.1 Introduction
Under multi-ion irradiation conditions present in accelerated material-testing facilities or
fission/fusion nuclear reactors, the combined effects of atomic displacements with radia-
tion products may induce complex synergies in the materials. However, limited access to
multi-ion irradiation facilities and the lack of computational models that are capable of
simulating complex defect evolution make it difficult to understand the physical processes
actually taking place in the materials under these extreme conditions. In this chapter,
we carry out simulations using our enhanced stochastic cluster dynamics (SCD) models
to investigate the microstructural evolution in bcc-Fe under simultaneous Fe3+, He+ and
H+ triple-ion irradiation. It is shown that the observed synergistic effects may be at-
tributed to the formation of stable V-He-H clusters, and the retention of both He and H
as well as their competition for defect sinks appear to play major roles in this case. On
average, the triple clusters are significantly larger than other defects and may account for
the large clusters observed experimentally. Temperature influences formation and struc-
ture of these triple V-He-H clusters, leading to a temperature dependence of the overall
volume swelling ratio, as well as of the size and density of cavities. However, simulation
results also suggest that the synergistic effects reported in Ref. [14] might be overstated
if swelling from small defect clusters were not quantified properly.

4.2 Computational models
In this study, we use our enhanced SCD models to study the evolution of defect species in
pure bcc-Fe under steady dual and triple-ion irradiations. The dual beam configurations
consist of Fe3+ in one beamline and either He+ or H+ on the other while, in the triple beam
configuration, all three species are implanted into the material simultaneously. Simulation
conditions applied are the same as those in Tanaka’s experiments [14]. The irradiation
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Figure 4.1: Material swelling and average sizes (inset) of defect clusters formed under
dual and triple-ion irradiations in bcc-Fe at 783 K. Sizes are measured at the end of
the irradiations at 1 dpa (for dual (Fe3+ + He+) ion irradiation) and 4.5 dpa (for dual
(Fe3+ + He+) and triple-ion irradiations).

dose rate is 1.6⇥ 10

�3dpa/s, the co-implantation rates of He+ and H+ are 10 appm/dpa
and 40 appm/dpa, respectively. The irradiation temperature varies between 743 K and
973 K. Material and simulation parameters used in the models are shown in Table 3.1,
other physical properties of defect-clusters are listed in Tables 3.2 and 3.3. With SCD, we
can easily modify simulation conditions such as irradiation temperature, implantation rate
or dislocation density, allowing us to model different experiment scenarios. From these
simulations, we will examine the evolution of defect populations, and their size distribu-
tions as functions of time and temperature and try to understand how the interaction of
radiation species gives rise to different phenomena observed in the experiments described
earlier.

4.3 Results and Discussion

4.3.1 Radiation damage under dual and triple-ion irradiation

Fig. 4.1 shows the average sizes of different types of defects formed in pure bcc-Fe and
the corresponding swelling ratios for the three cases of dual and triple-ion irradiations
described above. It can be seen that swelling is the highest under triple-ion irradiation
compared to the two dual-ion irradiation cases. Also, the triple V-He-H clusters grow sig-
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nificantly larger than other types of defects. Some of these simulation results qualitatively
agree with were measured experimentally. Dual-ion (Fe3++H+

) irradiation seems to have
insignificant effect on the overall swelling while it is most pronounced under triple ion
irradiation as seen in Ref. [14]. This is understandable since at the current temperature
(783 K), H atoms only loosely bind with existing defects and eventually get absorbed at
sinks or free surfaces, thus playing a negligible role in this case. On the other hand, the
retention of H definitely contributes to the synergies observed in the triple-ion irradiation
case.

However, our simulations show only a small difference in swelling between the triple-
ion and dual-ion (Fe3++He+) irradiation cases, and the synergies of He and H gas species
are not as significant as those observed experimentally. A possible reason is that every
single defect, no matter how small it is, can be accounted for in our models meanwhile only
large defect clusters can be resolved experimentally in the TEM micrographs. Fig. 4.2(A)
shows the size distributions of cavities formed in F82H steel irradiated at 470C to 50 dpa
with triple and dual-ion beams under fusion condition carried out at TIARA by the same
group as in Ref. [14]. Apparently, only cavities larger than 2 nm were counted in these
cases. It can be seen in Fig. 4.2(B) that vacancy clusters totally outnumber other defect
types, and most of these clusters are smaller than 2nm in diameter. Our simulations also
show that vacancy clusters produce over 60% of the total swelling developed in bcc-Fe
under triple-ion irradiation as shown in Fig. 4.7. Therefore, it is possible that swelling was
underestimated in Tanaka’s experiments, especially in the (Fe3+ +He+) and (Fe3+ +H+

)

dual-ion irradiation experiments, and the reported synergistic effects might be exaggerated
as a result.

As can be seen in Fig. 4.3, if we only take into account swelling due to defect clusters
that are larger than 1 nm in diameter, the sum of swelling caused by (Fe3+ + He+)
and (Fe3+ + H+

) dual-ion irradiations is actually less than swelling caused by triple-ion
irradiation. Thus, it shows that the synergistic effects observed are very sensitive to how
swelling is actually measured. Besides, we only carry the simulations up to 4.5 dpa as
compared to a total dose of 50 dpa in Tanaka’s experiment [14]. As irradiation continues,
the buildup of dislocation networks and other defect sinks indeed accelerates the swelling
which will be discussed in more details later. The limited number of physical parameters
available for use in our models also contributes to this discrepancy. However, SCD models
have proven to be capable of capturing the underlying physics of multi-ion irradiation
experiments, and the results can be further improved if more physical parameters, either
obtained from experiments or atomistic calculations, are supplied to the models.

4.3.2 Effect of He+ : H+ implantation ratio

It is shown experimentally that the presence of He strongly influences the retention of H
atoms in bcc-Fe [8, 76]. Due to their high mobility in bcc-Fe, H atoms will compete with He
atoms for defect sinks such as dislocations, grain boundaries and existing defect-clusters.
However, even when the vacancy sites are filled up by H atoms, they can be replaced by
He atoms when He atoms come into contact with the V-H bubbles [74]. Results obtained
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(A)

(B)

Figure 4.2: Size distributions of cavities formed in (A) F82H steel irradiated at 470 C to
50 dpa with triple and dual ions beams under fusion condition at TIARA [94], and in (B)
bcc-Fe irradiated at 783 K up to 1 dpa using our SCD model, the inset shows only size
distributions of V-H, V-He and V-He-H clusters.
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Figure 4.3: Same swelling as in Fig. 4.1 but this time only clusters larger than 1 nm in
diameter are included in the swelling estimates.

from positron annihilation lifetime and coincidence Doppler broadening measurements
indicate that He atoms are more effective for nano-void formation than H atoms [75]. In
Fig. 4.4, our triple-ion irradiation simulations show that He forms V-He clusters with
existing voids before the adsorption of H at voids takes place even though H has higher
mobility and is more abundant in this case than He, in agreement with experimental
observations described above. V-He-H clusters are the last to form in this case. From an
experimental point of view, the growth of He bubbles due to absorption of more He and
vacancies in the volume induces strong surrounding stress field that eventually attracts H
atoms to migrate towards these bubbles to form V-He-H clusters. Moreover, H is usually
attracted towards defects that have associated regions of reduced electron densities, which
correspond to the large vacancy clusters in our case [76].

Such delayed reactions help explain the incubation period observed before the for-
mation of major V-He-H clusters under triple-ion irradiation shown in Fig. 4.4. As we
increase the implantation of He+ ions, these triple V-He-H clusters will form even sooner.
The presence of He within the material has been proven experimentally to significantly
enhance the trapping of H, even for periods of years after irradiation [8, 77, 78]. Com-
paring the vacancy number densities in the reaction volumes for the two cases of dual
(Fe3+ +He+) ion-irradiation and triple ion-irradiation, we can see that the presence of H
under triple ion-irradiation causes a reduction in the populations of voids and He bubbles.
It is because a large number of these defects have been consumed to form the V-He-H
clusters, and these triple clusters are expected to outnumber other types of defects as
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irradiation continues.
Using molecular static simulations, Hayward and Deo show that the V-He-H clusters

are formed with He atoms located at centers of the bubbles, surrounded by vacancy atoms,
and H atoms attach to the outer surfaces. Hayward also points out that the presence of H
makes loop punching from V-He-H clusters energetically favorable, leading to the growth
of these clusters. These authors argue that, when V-He-H clusters expand, H atoms will
be more tightly bound to the clusters due to the expansion of their free surfaces. On
the other hand, the presence of H also increases the binding of vacancies to the clusters
[79]. In our SCD models, we do not consider loop punching reaction events since the
implantation rates of He+ and H+ gas ions (10 appm/dpa and 40 appm/dpa, respectively)
in our current study are insufficient to enable such reactions. However, we also assume
that these V-He-H clusters are stable in the current temperature range considered. In
other words, no vacancy, He or H atoms will be emitted from these clusters. This is a
reasonable assumption since, experimentally, the binding energy of H to He bubbles is
very high relative to its binding energies to other defects such as vacancies or voids [76].
Once captured in a bubble, H is in its molecular form, H2, and dissolution back into
the lattice will require chemisorption and dissociation on the bubble surface. These two
processes have large activation barriers, especially when O, C or other impurities poison
the bubble surface [8].

So far, we can conclude that in order for V-He-H clusters to form, He bubbles must form
first, and these bubbles then grow larger due to vacancy absorption and eventually attract
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H atoms from the host material. Let us try to gain a deeper insight into the connection
between the competition of He and H for defect sinks and the synergies observed in
Tanaka’s triple ion irradiation experiments. When we increase the He+ implantation
rate, we also see that the population of V-He-H clusters also increases, however their
sizes are reduced as shown in Fig. 4.5. At the same time, swelling also decreases at
increasingHe+ implantation rate. The reason is that as more He is inserted into the
volume, the number of He bubbles nucleated also increases, but these bubbles become
smaller. He atoms will now form smaller V-He clusters with many distinctive voids and
reduce the number of available mobile vacancies and vacancy clusters that can interact
with and enlarge existing bubbles. It is confirmed experimentally that higher implantation
rate of He into Fe-5.40wt% Cr causes a higher cavity density in the solid, but the mean
cavity size is reduced [83].

The reactions between two defect clusters are governed by the Smoluchowski’s equa-
tion, which is proportional to the sum(r1 + r2), where r1 and r2 are their radii. As a
result, when V-H clusters are small, their reactions with H atoms are less likely to take
place, leading to the decrease of the stable V-He-H cluster population. The latter is the
main cause of volume swelling in materials under triple-ion irradiation due to their large
sizes. From an experimental point of view, smaller He bubbles produce weaker surround-
ing stress field, thus the amount of H atoms attracted to them decreases accordingly. On
the other hand, loading more H into the volume causes more swelling and larger cluster
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Figure 4.6: Defect structures at different temperatures in 12Cr model alloys under triple-
ion irradiations at the TIARA facility [14].

sizes due to the increase in the population of large and stable V-He-H clusters, as shown
in Fig. 4.5. Thus, it can be seen that the He+ : H+ implantation ratio as well as the re-
tention of both He and H directly effect the amount of volume swelling and the formation
of defect clusters in the irradiated materials.

4.3.3 Effect of irradiation temperature

In Tanaka’s triple-ion experiments, it has been observed that the average size and the
number density of cavities are temperature dependent. Volume swelling peaks at 783 K
in Fe-12Cr model alloy, and cavities can grow as large as 100 nm in diameter as shown in
Fig. 4.6.

To better understand the physics behind these observations, we carried out the above
triple-ion irradiation simulations at different temperatures from 743 K to 973 K. Fig. 4.7
shows sizes and contributions to the total swelling of different defect types as function of
temperature.

It can be seen that V-He-H clusters are largest in the 783 K to 873 K temperature
range compared to those outside of this range. It is also shown that the contribution to
the overall swelling of V-He-H clusters is higher within this temperature range while He
bubbles contribute the same amount to the overall swelling regardless of the irradiation
temperature. The reason is that under increasing temperature, defects become more
mobile and interact more frequently to form clusters, many will accumulate at existing
bubbles and cause them to grow larger. However, experiments show that defect clusters
start shrinking and swelling decreases when the temperature continues to increase [14].
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formed in bcc-Fe under triple-ion irradiations at different temperatures. Defect sizes are
measured after the material is irradiated to 1 dpa.

In the high temperature range, H starts disassociating from the triple clusters due to its
low binding energy. H has the activation energy for migration at 0.059 eV, while the
V-H binding energy is 0.57 eV [80]. Thus, the binding energy of H from H-V cluster is
0.63 eV in bcc-Fe while that of He is around 3.9 eV [81]. As the temperature increases,
vacancies and He atoms begin to leave the bubbles at around 1173 K [82], at the same
time self-interstitial atoms (SIAs) also annihilate with vacancies in these clusters more
often and reduce their sizes. As a result, V-He-H clusters shrink at high temperatures as
been observed in Tanaka’s experiments. On the other hand, in the low temperature range,
most defects, especially vacancy clusters, are less mobile and accumulate less frequently
to form large clusters, making swelling less significant as a consequence. Therefore, the
temperature dependence of swelling, defect densities and defect sizes observed in the
Tanaka’s experiments can be directly related to the temperature dependence of diffusion
coefficients as well as binding energies of the defects and defect clusters participating in
the reactions.

It should be noticed that in our study, we assume that V-He-H clusters are stable and
that monomers do not dissociate from these clusters in the temperature range we con-
sider. Therefore we do not observe the significant size-reduction of these clusters when the
irradiation temperature is increased above 873 K, different from what has been reported
in Tanaka’s experiments. However, it can be seen in Fig. 4.7 that even if we do not allow
the V-He-H clusters to emit monomers in our models, high irradiation temperature still
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leads to smaller cluster sizes due to the higher number of defect migrating to sinks, leav-
ing lower populations of mobile vacancy-type defects in the volume to form large clusters.
The annihilation reactions between vacancy-type and interstitial-type defects also take
place more frequently, and the shrinkage of He bubbles eventually reduces the size and
population of V-He-H clusters. Fig. 4.8 shows that swelling is relatively higher within
the 783 K to 873 K temperature range compared to that measured under irradiation tem-
peratures falling outside of this range. However, exactly how defects are accounted for
really effects the actual amount of swelling measured as we mentioned earlier in Section
4.3.1. If we set the minimum size of resolvable defects to be 1 nm or 2 nm, the temper-
ature dependence of swelling becomes more apparent, this may be the case in Tanaka’s
experiments [14]. Also, it should be noticed that we only achieve a total dose of 1 dpa
in our simulations compared to 50 dpa in Tanaka’s experiments, thus direct comparison
between experimental and simulation results may not be appropriate.

4.3.4 Effect of defect sink density

As we increase the density of defect sinks in the material, volume swelling also increases
as evident in Fig. 4.9. Therefore, it is expected that swelling rate will accelerate as
irradiation continues due to the build-up of dislocation network and possible formation
of other defect sinks late into the irradiation process. The formation of new defect sinks
attracts large amounts of mobile defects, especially SIAs and SIA clusters. As a result,
more vacancies and voids will be left behind that will eventually enhance swelling due to
the increase in population of V-He and V-He-H defect clusters.

In Tanaka’s experiments, dual ion (Fe3+ + He+) irradiation causes a 0.4% volume
swelling, and the swelling is enhanced to 4% with triple ion irradiation up to 50 dpa in
12Cr model alloy. In our simulations, dislocation density remains constant throughout,
and the effects due to grain boundaries and other precipitates are ignored. As a result,
volume swelling is probably underestimated in our simulations.

Our results suggest that a more consistent treatment of dislocation sink is necessary
to improve the fidelity of radiation damage simulation models. Complex interactions exist
between defects induced by irradiation and various material interfaces that serve as sinks
for irradiation defects. These defect-sink interactions are at the basis of several major
detrimental effects of irradiation such as material swelling and radiation induced creep.
Due to their complexity, in the existing models such interactions are accounted for in a
simplistic manner, if at all. As an example, the preferential absorption of interstitials
by dislocations is treated as an effective sink term of fixed power and bias (preference)
for interstitial absorption. At the same time, irradiation driven evolution of dislocations
themselves is either completely ignored or included as a free adjustable knob (sink den-
sity) whose sole purpose is to tune simulation results into agreement with experimental
observations. This situation leaves much to be desired, a more realistic model should
treat the irradiation-induced defects and the dislocation sinks on an equal footing, as two
co-evolving components of the total material microstructure. Therefore, a more physical
treatment of defect sinks should be the topic of future development of the SCD model.

55



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0  0.2  0.4  0.6  0.8  1

S
w

e
lli

n
g
 [
%

]

Irradiation dose [dpa]

1ρ 2ρ 5ρ 10ρ

Figure 4.9: Swelling as a function of irradiation dose and dislocation density in bcc-Fe
under triple-ion irradiation. The simulations are carried out at 783 K with dislocation
density varying 1-10 times above the value of 1.5⇥ 10

11
[cm�2

].

However, the synergies developed between the gas species also greatly depend on the
presence of other component elements in the materials. For example, the amount of
chromium certainly effects the swelling ratios in Fe-Cr model alloys in Tanaka’s experi-
ments, the higher level of chromium allows more large cavities to form, but the volume
swelling ratio is decreased instead [14]. Several neutron irradiations of Fe-Cr alloys have
shown that swelling is generally lower for Cr contents between 3-6% [83]. A recent study
shows that synergistic effects of He and H are insignificant compared to irradiation with H
alone in austenitic 18Cr10NiTi stainless steel [85]. To fully understand the physics behind
these phenomena, more efforts are needed to obtain a larger set of physical parameters
such as diffusion coefficients and binding energies of component species that involve in
the simulations. However, it can be hypothesized that the precipitates in these steels may
act as sink traps for H and He atoms, prevent them from forming V-He-H clusters with
existing voids in the lattice.

4.3.5 Effect of irradiation dose rate

Another important question regarding the reaction kinetics of radiation damages gener-
ated under multi-beam irradiation is whether the observed synergistic effects are rate-
dependent in addition to the reported temperature-dependence, and if the effects will
greatly diminish or even disappear at much lower dose rates?
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Figure 4.10: Swelling with respect to irradiation dose and dose rate in bcc-Fe under
triple-ion irradiation at 783 K.

To address these questions, we carry out the earlier triple-ion irradiation simulation
at different irradiation rates. The dose rate is varied between 0.05 to 8 times the current
value of 1.6⇥ 10

�3 dpa/s to examine how sensitive the system kinetics is to this change.
We observe that the resulting swelling does not change much from the reference case
as evident in Fig. 4.10. We also examine the average sizes of defect clusters formed
under these new conditions and notice that small changes in the dose rate do not have
any significant effect on the cluster sizes either. It appears that irradiation rate does
not affect swelling or the synergism as significantly as does He+ : H+ implantation rate
ratio (which was discussed in Section 4.3.2). In other words, the synergy level as well
as the overall volume swelling appear to be more sensitive to the He:H ratio than to
the rate at which these gas species are introduced into the material. However, it can
be observed from 4.10 that swelling is relatively enhanced as irradiation rate decreases.
When we lower the dose rate by three to four orders of magnitude, swelling increases
significantly as a result. Fig. 4.11 shows the average sizes of various types of defects
formed in bcc-Fe under triple-ion irradiation at 510 C and 1.6 ⇥ 10

�6 dpa/s dose rate (
⇠ 50 dpa/year), which are the conditions encountered in potential Generation IV fission
reactors (as shown in Fig. 4.12) alongside results obtained from similar simulation but
using Tanaka’s experiment conditions. It is apparent that low irradiation rate enhances
accumulation of mobile vacancies at other defect clusters while reducing the annihilation
between vacancies and SIAs. Defects formed under low dose rates are significantly larger
than those formed at higher rates which explains the significant increase in swelling.
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Besides, newly inserted H atoms quickly attach to large V-He and/or V-He-H clusters,
producing stable V-He-H clusters instead of forming unstable V-H clusters with existing
voids. From an experimental point of view, this phenomenon can be attributed to the
stronger stress field surrounds these clusters and the longer mean free paths that H atoms
can travel in the material.

As a result, it is safe to say that for practical dose rates normally encountered in
actual accelerators or fission/fusion nuclear reactors, in which structural materials are
under constant heavy ion, He and H implantation, swelling is certainly a serious concern
and so are synergistic effects (if they actually exist at all).
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Figure 4.12: The dpa fluence or dpa rate encountered in various neutron technologies is
shown, along with the helium and hydrogen transmutation [55].

4.4 Conclusion
In summary, we carried out simulations of defect evolution under dual and triple-ion
irradiation in bcc-Fe with the goal of gaining insights into the synergistic effects observed
in Tanaka’s experiments with different Fe-Cr model alloys. Our results suggest that these
observed effects are due to the formation and growth of the stable V-He-H clusters, these
clusters are largest in size compared to other types of defects formed due to the irradiation.
The retention of H appears to play a major role where H atoms are attracted to large
V-He bubbles and further stabilize the clusters. The competition between He and H for
defects sinks causes larger number of He bubbles (V-He clusters) to nucleate, serving as
embryos for V-He-H clusters. This competition also explains the incubation time taking
place before the formation of these clusters. The latter clusters are very stable under
normal temperature conditions and grow larger as irradiation continues due to absorption
of other vacancies. It has been shown that He:H density ratio has a strong influence on
the synergy as well as on the overall volume swelling while the irradiation rate does not
have much influence within small variations. However, synergistic effects is enhanced and
swelling is exacerbated at very low dose rates. There exists a temperature range that
allows the V-He-H clusters to grow to maximum sizes, resulting in a high level of swelling
within this range. This behavior is directly related to the temperature dependence of
defect diffusion coefficients and binding energies. Synergistic effects also strongly depend
on the presence of other component elements in the host material which can act as sinks
to the implanted gas species. However, exactly how swelling is measured can influence the
actual level of synergism. We suggest additional experiments be performed to properly
quantify the amount of swelling due to small defect clusters in order to validate the
presence of synergistic effects in Fe under multi-ion irradiation.
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Chapter 5

Replacing triple-beam irradiation by

pulsed single/dual-beam irradiation

5.1 Motivation
In the previous chapter, we suggested better quantification of swelling due to small defect
clusters formed under dual and triple-ion experiments to validate the presence of syn-
ergistic effects observed in Ref. [14]. Although triple-ion irradiation facilities produce
conditions comparable to those encountered in actual nuclear reactors, they usually come
with high construction costs so that only a few of such facilities are available around
the world at present. As a result, experimental investigations of materials for nuclear
applications are carried out using less expensive existing dual-ion or single-ion irradiation
facilities that do not generally allow to observe possible synergistic effects of He and H
gas species studied here. An interesting question arises is whether it is possible to make
some modifications to the configurations of current single/dual-beam facilities that will
enable them to produce experimental conditions similar to those in the scarce triple-beam
irradiation facilities. A possible and inexpensive solution is to implant the heavy ions and
gas species into the material in alternating pulses.

Ion-irradiation experiments in facilities equipped with fast beam-switching systems
were performed earlier at ETH Zurich and University of Houston [95, 96]. Fig. 5.1 shows
the plan view of the dual-source mass-analyzed low-energy ion beam system housed at
University of Houston [96]. In these facilities, the length of irradiation pulses can be
narrowed down to about 20 to 200 µs, the pulse repetition rate is adjustable in the range
of 10 to 50 Hz, and the ion source switching can be completed within 100 ms using
electromagnetic mass separation systems.

So far, most theoretical investigations of radiation damage evolution have been focused
on steady irradiation with little attention paid to pulsed irradiation conditions. However,
given the inherent pulsing capabilities of current and proposed irradiation facilities such
the MTS at LANL, SNS at ORNL, IFMIF and ITER, both theoretical and experimental
study of radiation damage under pulsed irradiations is of interest. Simulation studies have

60



Figure 5.1: Plan view of the dual-source mass-analyzed low-energy ion beam system
housed at University of Houston [96].

been reported on the impact of pulsed irradiation on defect evolution in comparison to
steady irradiation. These studies show significant differences between these two types of
irradiation [86, 87, 88, 89, 90]. However, these calculations were mostly performed only
to very small doses, typically less than 0.1 dpa. Besides, these earlier studies did not go
beyond single specie implantation, and complex defect populations were not considered,
thus simplifying the problem significantly. With SCD, we can efficiently achieve higher
irradiation doses, handle complex defects and vary simulation parameters to model a wide
range of experimental conditions.

In the following section, we will use SCD models to examine if it is feasible to perform
pulsed single/dual-beam irradiation to produce damage populations that are similar to
those developed under steady triple-beam irradiation in pure bcc-Fe, thus suggesting cost-
effective methods to verify the actual presence of synergistic effects observed in Ref. [14].
To the best of our knowledge, these types of simulations have never been attempted before.

5.2 Comparison between pulsed dual-beam irradiation
and triple-beam irradiation

5.2.1 Pulse structure

In this study, the assumed dual-beam experiment configuration consists of two beam-
lines: one beamline consists of a steady Fe3+ source just like the one in the triple-beam
experiment configuration, the other beamline is connected to both He+ and H+ sources
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Figure 5.2: Pulsed irradiation schematic of the second beamline. In the first beamline,
Fe3+ emits at a steady dose rate of 1.6 ⇥ 10

�3 dpa/s same as in the steady triple-ion
irradiation case.

and can implant gas ions in alternate pulses with length t1 and t2 as shown in Fig. 5.2.
To compensate for the loss of He+ and H+fluxes due to the pulsed nature of the second
beamline, we increase the implantation rates by a factor of (t1 + t2) /t1 and (t1 + t2) /t2,
respectively.

5.2.2 Results and discussion

Fig. 5.3 shows the number densities of various types of defect species as functions of
dose and pulse length and the relative differences in predicted swelling with respect to
that obtained under triple-beam irradiation (in the inset). The simulation conditions are
the same as in previous sections, irradiation temperature is 783 K and the total damage
dose is 10

�3 dpa. The reaction volume is increased by 1000 times compared to previous
simulations in order to collect better statistics at the short irradiation time. As discussed
in Section 4.3.2, defect formation in the material is sensitive to the He+:H+ implantation
rate ratio. This ratio must be kept consistent with that of the triple-beam irradiation
to produce the same results. We start with short pulse simulations to examine if pulsed
dual-beam irradiation can reproduce results obtained from the reference steady triple-
beam irradiation case before pursuing the more expensive simulations with longer and
more practical pulses. Another advantage of carrying out pulsed simulations with short
pulses is that they allow us to verify the fidelity of our model, i.e. with very short pulses,
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Figure 5.3: Number density of various types of defects formed under pulsed dual-beam and
steady triple-beam irradiations. The inset shows relative differences in swelling between
pulsed dual-beam irradiations and the steady triple-beam irradiation.

results obtained from pulsed simulations must converge to the steady irradiation case. In
these simulations, we set t1 and t2 both equal to 1 µs, 1 ms or 0.1 s, respectively. As a
consequence, the implantation rates of He+ and H+ gas ions in each of these pulses are
doubled compared to the corresponding values in the steady triple-ion irradiation case, to
20 appm/dpa and 80 appm/dpa, respectively.

As can be seen, pulsed dual-beam irradiations produce results similar to those obtained
from steady triple-beam irradiation. As we shorten the pulse duration t1 and t2, the results
are seen to converge closer to the reference triple-ion irradiation case. It can be seen from
the inset of Fig. 5.3 that the differences in predicted swelling are within 0.5% relative to
that of the triple-beam case. The average sizes of defect clusters are also observed to be
nearly identical between these two irradiation methods.

Even though dual-beam irradiations with short pulses produce results closest to those
obtained in steady triple-beam irradiation, they are not quite practical since designing
and implementing rapidly switching ion sources can pose significant technical challenges.
Therefore, we examined if it would be possible to extend the duration of the irradiation
pulses, thus, increase the switching times of He+, H+ ion sources. Fig. 5.4 shows the
swelling and average sizes of various defect types obtained in bcc-Fe under pulsed dual-
beam irradiations with longer pulses, up to 45 s, compared to the reference steady triple-
beam case. It can be seen that, even with long pulses, results obtained from these two
different irradiation methods are still in good agreement. Therefore, on the basis of our
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SCD simulation results, we suggest that pulsed dual-beam irradiations can be used in
place of of triple-beam irradiation for investigation of radiation damage evolution. To
justify our suggestion, experimental validation will be of great value.

5.3 Comparison between pulsed single-beam irradia-
tion and triple-beam irradiation

Beside pulsed dual-beam irradiation, here we investigate if it is possible to reduce the com-
plexity of the experiment configuration even further by reducing the number of beamlines
to one. We performed SCD simulations of pulsed single-beam irradiations in place of
triple-beam irradiation in which Fe3+, He+ and H+ ions are implanted in separate pulses.
Similar to the pulsed dual-beam irradiation case, the dose rate of incident ion in each
pulse has been adjusted to compensate for the loss of flux during the pulse switched-off
periods. The new irradiation dose rate of Fe3+ is:

�

0
=

(t1 + t2 + t3)

t1
�

and the new implantation rates of He+ and H+ gas ions are also increased by a factor
of (t1 + t2 + t3) /t2 and (t1 + t2 + t3) /t3, respectively. Here, t1, t2, and t3 is the duration
of the Fe3+, He+ and H+ pulse, subsequently, and � is the irradiation dose rate in the
steady triple-beam case. The simulation conditions are the same as those applied in
the previous pulsed dual-beam simulations, irradiation temperature is 783 K and total
damage dose is 10

�3 dpa. Here, the Fe3+, He+ and H+ pulse durations are set to be the
same, thus the corresponding irradiation fluxes are tripled in this case. Similar to the
pulsed dual-beam irradiation case, we start with short pulse simulations to examine if
pulsed single-beam irradiation can reproduce results obtained from the reference steady
triple-beam irradiation case before pursuing the more expensive simulations with longer
and more practical pulses. Besides, these simulations allow us to verify the fidelity of our
model.

As can be seen in Fig. 5.5, pulsed single-beam irradiation indeed reproduces results
obtained from steady triple-beam irradiation. It is apparent that defect populations
formed under pulsed single-beam irradiations approach those from the steady triple-beam
irradiation reference case. Better agreement between these two irradiation methods is
achieved when the length of irradiation pulses is reduced. Similar to the pulsed dual-
beam irradiation case, we examine if this agreement still holds at longer pulse lengths.
Fig. 5.6 shows the swelling and average sizes of various defect types obtained in bcc-Fe
under pulsed single-beam irradiation with longer pulses, up to 5 s. Compared to pulsed
dual-beam irradiation results shown in Fig. 5.4, the curves in Fig. 5.6 exhibit some
periodic oscillations, larger amplitudes with longer pulses, but they still do not deviate
from the steady triple-beam curves. Therefore, it is reasonable to conclude that pulsed
single-beam irradiation can be used in place of steady triple-beam irradiation or at least
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can provide us estimates of the results that may be obtained from the steady triple-beam
irradiation experiments.

5.4 Conclusion
In this chapter, we have employed our SCD models to understand if pulsed single/dual-
beam irradiation can potentially be used in place of steady triple-beam irradiation when
testing materials used for nuclear applications. These findings provide us alternative op-
tions to investigate the complex kinetics talking place in actual nuclear materials under
different irradiation conditions, whenever access to triple-beam testing facilities is limited.
For the pulsed dual-beam configuration, He+ and H+ gas ions are implanted into the ma-
terial in alternating pulses whereas the Fe3+ ion source is kept steady as in the reference
steady triple-ion irradiation case. With pulsed single-beam configuration, Fe+, He+ and
H+ ions are all implanted in alternating pulses. The most important requirement is that
Fe+, He+ and H+ implantation rates must be adjusted accordingly to compensate for the
loss of irradiation fluxes due to the pulsed nature of the beamlines. The pulse length
is also important, short pulses provide results that are closer to the steady triple-beam
reference case. Our main goal here is to explore if less expensive ion-beam configurations
can substitute the expensive and limited-access triple-beam accelerators for studying of
complex microstructure evolution in nuclear materials, especially suitable for validating
experimental results report by Tanaka et al. in Ref. [14]. Exactly how other param-
eters such as irradiation dose rate, temperature or pulse order, duration and frequency
eventually effect the defect populations or the synergy between gas ions are the subjects
of ongoing research. However, results reported in this chapter support our hypothesis
that the synergistic effects reported in Tanaka’s experiments might be overstated since
we manage to obtain practically the same results either with simultaneous or sequential
irradiation of Fe+, He+ and H+ in bcc-Fe.
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Figure 5.6: Swelling (A) and average sizes of various types of defects, such as voids (B),
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Chapter 6

Conclusion

Computational models can be used to bridge experimental results obtained from accel-
erated testing facilities with material behavior in actual nuclear reactors. Mean-field
ODE-based reaction rate theory (RT) has been the workhorse for more than 40 years
and remains one of the most widely used mesoscale material simulation methods. RT
models can simulate damage accumulation over the time scales of accelerated irradiations
and reactor lifetimes. However, to handle defect clusters with such complexity as those
formed under the multi-ion irradiation conditions, RT models must be modified to expand
the size-dimension of defect clusters and to avoid the combinatorial explosion of defect
variables.

To address these intrinsic disadvantages of ODE-based RT-models, we introduce the
stochastic cluster dynamics (SCD) model that enables efficient simulation of complex
damage accumulation in materials irradiated to practical damage doses with reasonable
computing time and resources. The key advantage of SCD over ODE-RT is that com-
putational cost is defined principally by the size of simulation volume, meanwhile, with
ODE-RT models, the cost is defined mostly by the resolution of the ODE grid and, if
defect populations are of complex structures (i.e. consist of many component species),
by the dimensionality of the cluster size-space. In ODE-based RT models, computational
complexity scales exponentially with the number of size-dimensions, leading to combi-
natorial explosion, i.e. too many equations that need to be solved. Beside application
in radiation damage simulation, our model can be easily adapted to simulate systems
where reaction-driven processes are of interest such as advanced fuels, nuclear waster
management, and ion-beam synthesis and transmutation doping of nano-structures.

Using SCD models, we investigate the evolution of defects formed under dual and
triple-ion irradiation in bcc-Fe in order to gain insights into the development of synergistic
effects observed in Tanaka’s experiments with several Fe-Cr model alloys. We believe that
the observed effects are due to the formation and growth of the V-He-H clusters which
formed after an incubation period. These clusters are largest in size in comparison to
other types of defects formed due to irradiation. The retention of H appears to play a
major role, H atoms are attracted to the large V-He bubbles and further stabilize these
clusters. These clusters are very stable under normal temperature conditions and grow
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larger as irradiation continues due to the absorption of mobile vacancies in the volume. It
has been shown that He:H density ratio has a strong influence on the synergy as well as
the overall swelling. There exists a temperature range in which V-He-H clusters can reach
maximum sizes, resulting in a high level of swelling within this range. This behavior is
directly related to the temperature dependence of defect diffusion coefficients and binding
energies. Synergistic effects also strongly depend on the presence of other component
elements in the material which can act as sinks for the implanted gas elements. Our
results also suggest better quantification of swelling due to small defect clusters formed
under dual and triple-ion experiments in order to validate the presence of synergistic
effects observed in Tanaka’s experiments.

With SCD models, we also suggest that pulsed single/dual-beam irradiation can be
used in place of steady triple-beam irradiation to test materials used for nuclear appli-
cations, in particular, to study the evolution of defects formed in bcc-Fe under multi-ion
irradiations. These studies provide us alternative options to investigate the complex ki-
netics talking place in materials under different irradiation conditions whenever access to
triple-beam testing facilities is limited.
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